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ABSTRACT

The manufacturing industry often uses text and video as a supplement for worker
training procedures. Unfortunately, text is often difficult to follow and video lends itself
to occlusion issues. CAD based animations of assembly operations can overcome these
shortcomings while offering greater potential for operations analysis and simulation
flexibility. However, creating such CAD based training simulations manually is a time
intensive task and many a times fail to reveal the practical assembly issues faced in the
real world. Thus, it is highly beneficial to be able to automate these simulations using
motion capture from a physical environment.

This thesis research summary includes the development and demonstration of a
low-cost versatile motion tracking system and its application for generating CAD based
assembly simulations. The motion tracking system is practically attractive because it is
inexpensive, wireless, and easily portable. The system development focus herein is on
two important aspects. One is generation of model based simulation, and the other is
motion capture. Multiple Wii Remotes (Wiimotes) are used to form vision systems to
perform 3D motion tracking. All the 6 DOF of a part can be tracked with the help of four
Infra-red (IR) LEDs mounted on the part to be tracked. The obtained data is fed in real-
time to automatically generate an assembly simulation of object models represented by
Siemens NXS5 CAD software.

A Wiimote Vision System Setup Toolkit has been developed to help users in
setting up a new vision system using Wiimotes given the required volume and floor area
to be tracked. Implementation examples have been developed with different physical

assemblies to demonstrate the capabilities of the system.
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1. INTRODUCTION

Assembly of a product or its subsystems often involves fairly sophisticated
operations and sequences performed by one or more operators with various tools and
parts. It is necessary to provide effective training of the assembly process for new
operators. The work of Baggett and Ehrenfeucht [1] suggests that dynamic presentation
of an assembly process with a video is a superior training medium to static presentation
with a text. But in the video format, crucial operations involving movements of objects
could be obscured by other objects that are in the view of camera. Moreover, video
information cannot be easily modified to allow investigating ways for improving existing
assembly operations or planning new operations for variant assembly tasks. Thus, there is
a great need for CAD model based assembly simulation.

A major problem in assembly simulation is the construction of assembly sequence
including timing of part movement, which is often time-consuming, tedious, and costly
[2]. One approach to address this issue is to track movements of parts, tools, and/or
operators with sensors that can provide their positions and orientations in real time during
an actual assembly process, and then use the obtained motion data to generate the
assembly simulation with CAD models. With the use of CAD models to represent real
objects in the simulation, the assembly sequence can be modified easily in the computer,
thereby enabling effective and efficient investigation of alternative assembly sequences
for purpose of shortening of cycle time, improvement of safety, etc. Furthermore, the
simulation software can be reused for planning of variant assembly operations.

Tracking systems based on mechanical, magnetic, acoustic, inertial and optical

technologies for motion capture for interactive computer graphic simulation and other



applications have been explored by researchers for many years and commercial products
are continuously evolving. In particular, multi-camera systems have continued to evolve
because of continuously decreasing prices of powerful computers and cameras. Among
them infrared based optical motion capture systems (e.g., iotracker, PhaseSpace, Vicon,
ART Gmbh, NaturalPoint) are becoming increasingly popular because of their higher
precision and better flexibility. These systems are less susceptible to adverse shop floor
conditions. However still most of the commercially available motion tracking systems
cost in the range of tens of thousands of dollars. The lack of affordability of such has
prohibited their wide applications.

Since the debut of Nintendo’s Wii games, a vibrant Internet community has
sprung up to take advantage of capabilities provide by the Wiimote, which includes an
infrared camera inside that can detect the infrared light emitted from the IR LEDs
mounted on the sensor bar and is extremely inexpensive as a result of mass production.
Lee [3] created several excellent demonstrations and brought the potential of Wiimote to
the attention of many researchers, such as head tracking for desktop display in virtual
reality. This application used one Wiimote and two infrared LEDs, where the LEDs are
fixed and apart at a known distance. It gives an impression of parallax in the display
when the line between the two LEDs and the image plane of the Wiimote camera are
approximately parallel. However, the use of only one camera cannot provide the six-
degree-of-freedom pose of an object. Hay et al. [3] used two Wiimotes in a stereo vision
to perform 3D tracking with good accuracy, but they did not investigate how to increase

the tracking volume with multiple Wiimotes.



This thesis discusses the development and applications of the Wiimote based
motion tracking system which costs less than $600 (including four Wiimotes, one
Bluetooth card, software for the Bluetooth card, one PC, and infrared LEDs used as
calibration and tracking markers).

This thesis is broadly divided into three parts. Sections 2 through 6 discuss the
development of a new calibration technique which enables the position tracking of the
infra-red markers with an accuracy in millimeters. Sections 7 and 8 describe the
customization and configuration of the Wiimote based systems for different tracking
volumes, and its integration with commercially available CAD software Siemens NXS5.
Section 9 describes the practical implementation of the Wiimote based tracking system
for tracking different physical assemblies.

Figure 1.1 gives an overview of the Wiimote based motion tracking system and its

integration with Siemens NX5 CAD software to automate the generation of CAD

simulations.
1 Control Motion
I Operator i capture
Scenarlo (Wiimote
(XML Files) Vision System)
Trainee Simulati
imulation
| End User J' - ’[L Simulation I¢ ------- NXS reen
Scenario CAD models :
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Move
Experienced |Manufacturing —'{ Workplieces 1__._7
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Figure 1.1 Wiimote motion tracking system architecture



1.1 CALIBRATION TECHNIQUES FOR WIIMOTES: AN OVERVIEW

Good calibration is the key to the efficient use of a multi-camera vision system.
The calibration method largely depends on available resources. Kitahara et al. [4]
calibrated their large-scale multi-camera system by using a classic method developed by
Tsai [5]. The 3D points were collected by a combined use of a calibration board and a
laser surveying instrument. The cost of the calibration hardware required for this method
is much higher than the cost of the cameras. In comparison, the calibration technique
discussed in the present paper requires minimum investment in the calibration hardware
and thus is ideal for inexpensive IR cameras like Wii Remotes (Wiimotes) used in
Nintendo Wii games.

Many researchers have successfully dealt with the problem of camera calibration
by taking images from a 2D object consisting of a planar pattern [6, 7, 8]. Most of the
other calibration techniques using planar objects are directly or indirectly derived from
these techniques. Tsai's method of camera calibration is a classic one and is still widely
used in computer vision, and there have been implementations of this method in C/C++
and other programming languages. The DLT-based calibration model presented by
Heikkilla and Silven [7] uses the concepts and techniques of Melen [10] in
photogrammetry, and its implementation is available as a MATLAB software module.
Zhang’s method [9] is a newer one and it makes use of advanced concepts in projective
geometry, and the implementation of this method is also available in a MATLAB
toolbox.

A comparative study of the above three methods has been carried out by Zollner

and Sablatnig [1 1], whose experimental evaluations indicated that the overall error of the



DLT-based estimation is significantly smaller than Tsai’s method in the mono-view case,
but the DL.T-based method generates larger errors than Zhang’s method in the multi-view
case.

Sections 2 through 6 of this thesis describe the development and evaluation of an
integrated calibration technique in this thesis work to calibrate multiple Wiimotes
together to form a low-cost motion capture system. This is a two-stage calibration
technique: first the intrinsic parameters are determined with Zhang’s method [9] and then
the extrinsic parameters are determined with Svoboda’s method [12]. Individual multi-
camera systems can be further integrated using Horn’s algorithm [13] to extend the range
of motion capture. This integrated technique has been successfully implemented and

demonstrated with good measurement accuracy with multiple Wiimotes.

1.2 6-DOF TRACKING WITH WIIMOTE BASED SYSTEM AND ITS
INTEGRATION WITH CAD SOFTWARE

A Wiimote can detect up to four hotspots for a given instant. Thus, it is possible to
track at least four LEDs for a given instant with a Wiimote vision system. To estimate all
6 DOF of a part (both position and orientation), a wand mounted with 4 LEDs can be
used. The Wiimote vision system dynamically estimates the absolute positions of all 4
LEDs mounted on the wand. With four known markers lying in the plane of the wand, the
orientation of the plane of the wand can be estimated. Thus, it is possible to estimate all 6
DOF a part with 4 markers mounted on a face of the part to be tracked.

The position and orientation data thus generated can be further dynamically passed
to any commercially available CAD software like Siemens NX5 to automatically

generate the CAD simulations in line with the physical part motion tracked. There exist



different ways to specify the orientation of an object in 3D space viz. quaternions,
rotation matrices, etc. Typically Siemens NX5 APIs require the orientation to be
specified in a standard orientation matrix form. For known positions of the four markers
mounted on the part to be tracked, the orientation matrix can be calculated for any given
instant.

The simulation data thus generated can be stored and played back many a times
with different speeds. The CAD assembly can be viewed in different angles during the
playback of the simulation data, thus allowing a better visualization of the complex
assembly operations.

Sections 7 and 9 discuss in detail 6 DOF tracking with Wiimotes and its

implementation for tracking different physical assemblies.

1.3 WIIMOTE VISION SYSTEM SETUP TOOLKIT

To assist the users in setting up a new Wiimote tracking system for a specified
workspace, a software tool has been developed, viz. Wiimote Vision System Setup
Toolkit. The code has been developed with Visual Basic language using NX Journals.
The software estimates the number of Wiimotes required for given required tracking
volume dimensions. To help the user visualize the shape of the actual tracking volume
attained, the software also generates a CAD simulation clearly indicating the positions
and orientations of the individual Wiimotes.

The toolkit assumes a particular linear arrangement of the Wiimtoes both along X
and Y axis. This makes it possible to estimate the grouping of the Wiimotes to form the
individual vision systems and subsequently estimate the maximum possible position

measurement error that can incur in the system. With the Wiimote Navigation Toolbar



developed inside NX, it is possible to control the visibility, position and orientation of all
individual Wiimotes inside CAD simulation. Based on the user modified positions of the
individual Wiimotes, the system re-estimates the actual tracking volume achieved for the
current Wiimote layout.

Dijkastra’s algorithm [14] has been implemented to estimate the resultant
transformation matrices for individual vision systems inside the entire Wiimote setup.
The algorithm also lets the system estimate the measurement error incurred at any given
point inside the tracking volume. Thus, the measurement errors can be easily estimated
even for complex tracking volumes. Section 8 discusses different case studies for the

Wiimote Vision System Setup Toolkit.



2. PRINCIPLE OF STEREO VISION AND DISTRIBUTED VISION SYSTEM

2.1 STEREO VISION PRINCIPLE

A Wiimote camera contains a CMOS sensor with 128x96 pixels. but it can give a
1024x768 pixel resolution after sub-pixel image processing. With an IR filter, Wiimote
can detect up to four IR hotspots and transmit their pixel coordinates via the wireless
Bluetooth at a rate of 120 Hz. A Wiimote camera has a measurement range of 7 meters. It
is very inexpensive and easily portable.

Two Wiimotes can be set up as a stereo vision to track the motion of infrared LEDs
attached to the parts. tools and operators in an assembly. The basic principle of stereo
vision is indicated in Figure 2.1. Assume the simplified configuration of two parallel
cameras with identical intrinsic parameters as shown in Figure 2.1. Assume the straight
line connecting the two optical centers of the two cameras being coincident with the x.-

axis.

Figure 2.1. Principle of the stereo vision



In Figure 2.1, point P has the coordinates (X¢, Ye, Z¢) and projects to both
camera sensors. The pair of image points u; and u, of point P are referred to as conjugate
points. The difference between the image locations of the two conjugate points is known
as the disparity, d=u;-u;. The Z¢ coordinate, which is the distance of point P from the

stereo vision system, can be calculated as

z =Lt
d

¢

(H

where f is the focal length of the Wiimote camera, and b is the basis length (distance
between the two cameras). Thus the position of the point can be calculated from the
image data from the two cameras using the triangulation principle. Note that it is
necessary to determine the intrinsic parameters of both cameras and the transformation

between the two coordinate frames. This requires calibration of the system.

2.2 COVERAGE OF A SINGLE STEREO VISION SYSTEM

An important parameter in the stereo system is the tracking volume which is the
overlapping region of the two Wiimotes’ coverage. As shown in Figure 2.1, two
Wiimotes are placed such that their centers are connected by a horizontal line. The
overlapping area at the distance of H from this line is represented by the length L and
width W. The length L can be calculated as

L=2Htan§—b

(2)
For the Wiimote, 8 = 41° is the horizontal view angle, b=10 cm is the assumed
basis length, and H=7 m is the height. Note that 7 m is the maximum distance that the

Wiimote can sense in a direction perpendicular to the CCD chip. Substituting these
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parameter values in Eq. (2). the horizontal overlapping length L between the two cameras
can be determined as 5.1 m (at the distance of 7 m).

From Figure 2.2, the coverage width is

W =2H tan=
Z ©)
where a = 30" and H=7m. Substituting these values into Eq. (3). the coverage width can

be found as 3.75 m. Therefore. for a single stereo system. the tracking area is 5.1m

x3.75m at the height of 7 m.

=

H

|
|
.[
o
I
I
I
]

<
- » -

L W
Figure 2.2. Stereo system coverage

2.3 DISTRIBUTED VISION SYSTEM

Because of the limited coverage of a single stereo system, multiple stereo vision
systems can be integrated into one system so as to track a wide variety of assemblies on a
typical assembly shop floor. Figure 2.3 illustrates the working principle of a distributed
stereo system. As illustrated in Figure 2.3, system 1 and system 2 represent two computer
systems each with a set of vision systems, with system 1 designated as the “Master".
Consider the position of a LED at time instants T1 and T2 as shown in the Figure 2.3.

The marker at these positions can be seen only by system 1, and thus its position
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information is provided by system 1. For LED positions at T3 and TS5, the marker can be
seen only by system 2. and thus its position is provided by system 2. At T4, the marker
lies in the overlapped region of system 1 and system 2 and can be tracked by both stereo
systems. In this case. the master system (system 1) uses the data obtained by itself and the
data it receives from the other system (system 2) to calculate the average. thus providing

a smooth data transition.

System | Svstem 2 Final Data
(x11,y11.211) 10 - 10 x1Lyitzn)
(x12,y12,212) 20 - 20 (x12.y12.212)

- 30 (x23,y23.223) 30 (%23,y23.223)
(x14.y14,214) & 40 (x24y24,224) 40 ((x14+x24)12,
(y 1449242,
. 50 (x25.y25,225) (2144224)2)

50  (x25.y25.225)

Figure 2.3. Distributed vision system

Each Bluetooth adapter is capable of supporting a maximum of 7 devices in a
Bluetooth stack, which implements the Bluetooth protocol to communicate with the PC.
More than one Bluetooth stack can be deployed to increase the number of devices
(Wiimotes) to 14, 21. etc. Given the size of a typical shop floor, it is necessary to increase
the tracking volume in many applications. A distributed motion tracking system can be
developed where multiple computers (each with a set of Wiimote vision systems)
communicate with each other to form a distributed sensing network. The application is

running with one of the systems taking up the role of the “Master”. Each system sends



12

out the tracking data it receives to the “Master”, which is responsible for the centralized
storage of all the captured motion data and also provides the positional information of the

part being tracked to a simulation system:.
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3. CALIBRATION OF A CAMERA AND VISION SYSTEM

The Wiimote provides information in terms of the 2D image coordinates (u, v) for
every image impregnated on its CCD chip. A mathematical model can be developed to
link the 2D data from two Wiimotes for an IR source in 3D space, so as to retrieve the 3D
coordinate data of the marker. This requires determining the focal length and the
principal point of each Wiimote. It is also useful to build a distortion model to allow
image correction and accuracy improvement. Furthermore, the positions and orientations
of the Wiimotes relative to each other need to be determined. Although there exist
multiple-camera calibration methods that can be used to determine the intrinsic and
extrinsic parameters simultaneously [7, 8, 9] the two problems were treated separately in
this study because a camera’s intrinsic parameters are determined far less frequently
(ideally, only once in a camera’s lifetime) than its extrinsic (position and orientation)

parameters.

3.1 CAMERA MODEL

In the camera calibration, the transformation between 3D world coordinates and
2D image coordinates is determined by solving the unknown parameters of the camera
model. Here the perspective projection (i.e., pinhole) camera model as illustrated in
Figure 3.1 has been used. The center of projection is at the origin O of the camera
coordinate system. The image coordinate system is parallel to the camera coordinate
system, with a distance f (focal length) from O along the z. axis. The z. axis is the optical
axis, or the principal axis. The intersection between the image plane and the optical axis

is the principal point o. The u and v axes of the image plane coordinate system are
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parallel to the x and y axes, respectively. The coordinates of the principal point in the

image plane coordinate system are (ug, vo).

B =
— = s 7 x
CCD chip ""—-"//u/ Image plane coordinate system (u,v)
PR R (IPCS)
d 5 v0§ Image coordinate system (X,))
L (Ics)
5
Camera with o} ‘
Optical center X, Camera coordinate system (X, ¥.,Z.)
Y (CCS)
z

X, World coordinate system (x,, Y.>Zs)
d (WCS)
Wz, or

Figure 3.1. Pinhole camera model

As shown in Figure 3.1, let P be an arbitrary point located on the positive side of
the z; axis and p be its projection on the image plane. The coordinates of P in the camera
coordinate system are (X, V¢, Zc) and in the world coordinates system is (X, Y, Z). The
coordinates of p in the image plane coordinate system are (u, v), which are related to (X,

Y, Z) by the following equation:

Alv :A[R t]

~ NN

4

Where
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a, s u,
A=0 a6 v,
0 01

In the above equation, R and t are the rotation matrix and translation vector which
relate the world coordinate system to the camera coordinate system, and A is the intrinsic
parameter matrix. The parameter s represents the skewness of the image in terms of the
two image axes, a,=f/dx and a,=f/d, are scaling factors in the image u and v axes,
respectively, f is camera focal length, and dx and dy are the pixel dimensions in the x and
y directions, respectively. The parameter A is a scale factor.

For the stereo vision system, the relationship between the two camera coordinate
systems also needs to be calibrated. For a poin t P in 3D space, its two coordinates P
and Pg in the left and right camera coordinate systems have the following relationship:

Pr=R;* PL+ T, ()
where R, is the rotation matrix and T is the translation vector between the two coordinate

frames of the stereo system.

3.2 SINGLE STEREO VISION SYSTEM CALIBRATION

To calibrate a Wiimote camera, a calibration plate can be used. A plate that could
hold 36 LEDs as shown in Figure 3.2 has been used. In the calibration process, the
calibration plate was moved to different locations in the field of view of the Wiimote.
Figure 3.3 indicates a pictorial representation of the 36 LEDs at two different locations as
seen by a Wiimote in the camera coordinate system. The pixel coordinates of each LED
at each fixed location were obtained by the Wiimote. Together with the known world

coordinates of each LED’s position, the intrinsic parameters of the Wiimote were
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calculated using the Camera Calibration Toolbox of MATLAB. which was developed by

Bouguet [15] based on a calibration algorithm developed by Zhang [9].

Figure 3.3. Data collected from the calibration plate by a Wiimote

Without loss of generality, it can be assumed that the 36 LEDs are on the XY-
plane (Z = 0) of the world coordinate system, which has the origin O, at the upper left
corner of the calibration plate shown in Figure 3.2. Let r; denote the i column of the

rotation matrix R. From Eq. (4),
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X
=A[r1 r, t] Y
1

u
Alv =A[r1r2r3 t]

Let P be a point on the calibration plate with coordinates (X, Y, 0), and its image
p have coordinates (u, v). Also, let P=[X Y 1]" and p=[uv1]", then the point P and its

image point p are related by a homography H:

/11’3=HI3’ H=A[r 1, t] ©)

Given the image of a model plane representing the calibration plate, a
homography can be estimated based on the maximum likelihood criterion. Let P; and p;
be the model and image points, respectively. Ideally, together they should satisfy Eq. (6).
However, In reality, they don’t because of noise in the extracted image points. The
maximum likelihood estimation of H is obtained by minimizing the following functional

Sl pi-pill® )

The homography H will be more accurate if there are more points on one image.

Let’s denote the homography by H=[h; h; h3]. From Eq. (6),
[/ 7y 1] = pAlr 1y 1]
where p is an arbitrary scalar. As r; and r; are orthonormal,

h/A”"A7h, =0 (8)
h/A"Ah,=h,"A""A'h, (9)

Let B be
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1 s 0 "M%y W
Bll B12 B13 ax2 axzay ax2ay
AT A-1 _ _ s 52 1 s(ovg—upay) vy
x Yy x %y Yy x %y y
B31 B32 B33 svo—uoay s(sv0~u0ay) v (svo—uoay)z . v02 »
a x2 a,, axz ayz ay2 axzayz ay
and b be defined by a vector
-
b:[Bn:Blz>BzzaBl3>Bz3=B33] (10)
Also, let the i™ column vector of H be h; = [hi1, hiz, hi3]T. Thus
h’ Bh, =v'b
! J # (1D
,
where Vu‘ = [hflh/l’hllhﬂ + hizhjl’ hi2h12>hz3hjl + hilhﬂ:h,ahjz + h,2h,3:h,3h,3

Therefore, the two fundamental constraints (8) and (9) can be rewritten as two

homogeneous equations in b:
,
12 . b — 0
(Viz = V3) (12)
If n images of the model plane are observed, stacking n such equations results in

Vb=0 (13)

where V is a 2nx6 matrix. Once b is estimated, the camera intrinsic parameters in the

— 2 ATA )
matrix A can be computed. The matrix B is estimated usingB—;tA A , where A is a

scale factor. The intrinsic parameters can be extracted from matrix B as given in Eq. (14)



19

A= By _[3123 +vy (B, B;; — BB}/ B,
ax

= JA/B,

o, = \/iBll /(B By, — Bpy)

(14)

s=—B,ala,/A
u, =svy/a, — Bal /A

2
Vo = (BI2B13 —B11B23)/(B11B22 —Blz)
Once the intrinsic parameters in matrix A have been obtained, the extrinsic

parameters for each image can be computed from Eq. (6) as follows:

n=AA"h, r,=AA47h, r,=rxr, t=14"'h,
with A=1/|47h|=1/]4a7h|.

(15)

It is assumed that the two Wiimotes (left and right) have been calibrated with the
calibration plate with the same points on the calibration plate at the same 3D locations.
Therefore, the same number of images is used to calibrate the two cameras individually.
Figure 3.4 shows a pictorial representation of 36 LEDs at two different locations as seen
by the two Wiimote cameras. Then the two camera’s calibration results are used to
calibrate the stereo system. There exists a relationship between the world coordinate
system and the camera coordinate system through the extrinsic parameters, i.e., the
rotation matrix R and translation vector T, as follows:

PCL:Rl*Pl_*_ZI’ Br=R*E+T, (16)

where Pci and Pcr represent the 3D coordinates of these two points in the left camera

frame and in the right camera frame, respectively, P; and P, are two points expressed in



20

the world coordinate system. R; and T, are the extrinsic calibration results for the left
camera, and R; and T, are the extrinsic calibration results for the right camera.

During the stereo system calibration. the same points with the same world
coordinates are used by both Wiimotes, so P;=P,. Then from Eq. (16) the following result

can be obtained
P('.ft = R: * R;l * P('.', + (Tz - R:Rl_]z)
That is
E.'R = RJ)(I +7;

where Rg is the rotation matrix and Ty is the translation vector between the two Wiimote

cameras coordinate systems.

20.y.-enre RRCR

Figure 3.4. Data collected by a single Wiimote stereo system

3.3 CALIBRATION OF A MULTIPLE STEREO VISION SYSTEM

When more than one camera vision systems are used, each vision system
generates 3D coordinates with respect to its own coordinate system. In order to integrate

the multiple vision systems, it is necessary to determine the relative position and



orientation between the various camera vision systems so as to establish a common world
coordinate system.

The photogrammetric problem of recovering the transformation between the two
systems from these measurements has been addressed by several researchers [16, 17, 9].
The classical approach of finding the transformation parameters is to minimize the sum
of squares of errors numerically. However, Horn [13] derived a closed-form solution to
the least-square problem by use of unit Quaternions to represent rotation. Hereby this
algorithm developed by Horn [13] has been implemented.

In order to integrate multiple stereo vision systems. it is necessary to determine
the relative position and orientation between the various stereo vision systems. Consider
a set of 3D points measured by two stereo systems, each having its local coordinate
frame, as shown in Figure 3.5. These points represent the locations of a marker
positioned randomly in 3D space with the requirement that they can be seen by both

stereo systems at each time the data is recorded.

Stereo Stereo Stereo
System#1 System # 2 System # 1
Yl. f"—'-"\ YZ Yl
@ O
®@g@@@@ o 800000
oo P20 o 00000
o0 oo — 09 00090
PVop® ® O 4H® ©0000 o0
o) CD@GD@ a o 000 O
oo ® P Ooo0%o
O -> Point cloud with respect to O -> Point cloud after
coordinate system # 1 coordinate system
© -> Point cloud with respect to matching
coordinate system # 2

Figure 3.5 Calibration of an integrated system of two stereo vision system
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In general, the transformation between two cartesian coordinate systems can be

split into a rotation, a translation and a scaling factor (if applicable). Considering this
particular application, the individual Wiimote stereo systems are calibrated
independently. Thus, here, it is also necessary to account for the scaling factor between
different stereo systems. Numerous experiments with multiple Wiimote systems have
indicated that the scaling factor is almost unity in most of the cases. However it is always
recommended to consider the scaling factor as one of the unknowns. In general, the
transformation between two coordinate systems can be split into a rotation, a translation
and a scaling factor. Consider three points in 3D space as show in Figure 3.6 and 3.7. Let
the coordinates of the three points in each of the two coordinate systems be
r, s, ngand r.y r.,,r.; respectively.

Letxibe x = rj.— ry

Z,

X

Figure 3.6 Coordinates of a number of points measured in two different
coordinate systems



23

Figure 3.7 Three points defining a triad

The unit vector along x-axis in the left coordinate system can be obtained as

- Xy

S ”xl I an

Also let y; be a component of (rj; — 14 ) perpendicular to % ,

= ("1.3 L B ) - [("1.3 - N )'il ]ﬁl .

The unit vector along y-axis in the left coordinate system can be obtained as

" n
i = 18
! ”Y] “ ( )

To complete the triad, take the cross product to define the z-axis as
Z =% x§

The same construction is then repeated in the right-hand coordinate system to
obtain, £, ,§, and Z,. Thus, hereby one needs to estimate the rotation that takes ®; to
R, .% to¥.,and 2 to Z, . The column vectors can be used to form the matrices M; and

M, as follows:
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Given a vector rj in the left coordinate system, (M; 1)) gives the components of the
vector r; along the axes of the constructed triad. Multiplication by M; then maps these
into the right-hand coordinate system as

=M, MlTr;
Thus, the sought after rotation can be given as
R=M, M, (19)

The above constitutes a closed-form solution for the rotation.

To calculate the scaling factor between the two coordinate systems, the centroids
T and r; of the two sets of points can be calculated in the left and right coordinate

systems, respectively, as follows:

D YOO IR ) Y o (20)

Subtract the centroids from all measured data to get the resultant coordinates as

