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Abstract

This thesis studies important dynamical observables of strong interactions such
as form factors. It is known that Quantum Chromodynamics (QCD) is a theory
which describes strong interactions. For large energies, one can apply perturbative
techniques to solve some of the QCD problems. However, for low energies QCD en-
ters into the nonperturbative regime, where different analytical or numerical tools
have to be applied to solve problems of strong interactions. The holographic dual
model of QCD is such an analytical tool that allows one to solve some nonperturba-
tive QCD problems by translating them into a dual five-dimensional theory defined
on some warped Anti de Sitter (AdS) background.

Working within the framework of the holographic dual model of QCD, we de-
velop a formalism to calculate form factors and wave functions of vector mesons and
pions. As a result, we provide predictions of the electric radius, the magnetic and
quadrupole moments which can be directly verified in lattice calculations or even
experimentally. To find the anomalous pion form factor, we propose an extension of
the holographic model by including the Chern-Simons term required to reproduce
the chiral anomaly of QCD. This allows us to find the slope of the form factor with
one real and one slightly off-shell photon which appeared to be close to the experi-
mental findings. We also analyze the limit of large virtualities (when the photon is
far off-shell) and establish that predictions of the holographic model analytically co-
incide with those of perturbative QCD with asymptotic pion distribution amplitude.
We also study the effects of higher dimensional terms in the AdS/QCD model and
show that these terms improve the holographic description towards a more realistic
scenario. We show this by calculating corrections to the vector meson form factors
and corrections to the observables such as electric radii, magnetic and quadrupole
moments.

x



Chapter 1

Introduction

1.1 Historical Overview

The idea that the matter distributed all over the universe is composed of tiny insep-
arable building blocks, called atoms, has been with us for a very long time. However,
it is only in the beginning of the last century, scientists such as Rutherford realized
that the atom is composite, and consists of a tiny nucleus and electrons orbiting
around it. The electrons that orbit near the outer layers of the atom are called
valence electrons. These electrons determine the chemical properties of different ele-
ments classified in the periodic table. Later it was realized that nuclei themselves are
made of protons and neutrons, collectively called nucleons. The number of protons
determines the positive charge of the nuclei which places the atom in a particular
place of the periodic table. The atoms which have the same number of protons and
different amount of neutrons are called isotopes.

As opposed to electrons which are bound in the atom by electromagnetic forces,
nucleons are held together by the so-called strong forces. All particles which interact
via these strong forces are collectively called hadrons. Hadronic physics studies the
properties of hadrons and the nature of strong forces among them. Hadrons are
classified into mesons which have integer spins and baryons with half-integer spins.
Examples of mesons are pion, kaon, rho and omega (which are denoted as π, K,
ρ and ω, correspondingly). Examples of baryons are the nucleon and the delta
(denoted as N and ∆). In the early 70’s the large amount of experimental data
provided clear evidence that the hadrons themselves consist of more elementary
point-like particles named quarks and gluons that carry the so-called color charges
which lie at the origin of strong forces.

The theory that studies the strong interactions in the language of quarks and glu-
ons is called quantum chromodynamics (QCD). In nature, quarks and gluons can’t
be observed in separation since they are confined in the hadrons by the color forces.
It also appears, that as the quarks move closer and closer together the magnitude of
the color force between them decreases and the quarks behave as if they are almost
free. This peculiar phenomenon is known as asymptotic freedom∗. Understanding

∗The pioneering papers can be found in [1].
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how quarks and gluons are distributed in the hadrons and how the hadrons inter-
act together under various conditions (such as finite density and temperature) is
essential when studying the properties of matter.

Various analytical and numerical methods have been developed to study QCD.
One example is perturbative QCD which works at small distances where the coupling
is weak, but fails to work at larger distances where the coupling becomes relatively
strong in which case the problem is said to become nonperturbative. Examples
of methods that study nonperturbative problems are effective field theories such
as chiral perturbation theory, lattice QCD (see e.g. Ref. [2]), Dyson-Schwinger
equations (DSE) formalism† and gauge/gravity duality‡ .

The four forces of nature: strong, electromagnetic, weak and gravitational are
the origin of all known interactions in the universe. Among these forces, the weak
interactions are responsible for the decay of neutrons and some hadrons in general.
There is no evidence that there exists some additional force which is required to
explain observations. Yet, it appears that even these four forces are not independent.
Just as electric and magnetic forces were first considered to be independent and
ultimately united by Maxwell into the electromagnetic force, the electromagnetic
and weak forces were united into a single electroweak force by Glashow, Salam
and Weinberg at the end of 1960’s. Particle physics today is well-described by
the so-called Standard Model which describes the electromagnetic and the weak
interactions as two different aspects of a single electroweak interaction. In the
Standard Model, all matter in the Universe consists of quarks and leptons interacting
strongly via gluons, electromagnetically via photons, and weakly via W± and Z
bosons. Attempts to unify the electroweak and the strong interactions into a so-
called Grand Unified Theory have also been made, however, to date there is no
convincing experimental evidence that nature is described by this theory.

In all of these attempts to unify the forces of nature, gravity has always been
treated separately. The challenge with gravity is that it can’t be formulated in
terms of a consistent quantum theory where all of the infinities can be removed by
appropriate renormalization. Only at the end of the last century did the best pos-
sible candidate emerge which unified all forces into a framework called superstring
theory§. Unfortunately, this theory only applies to short distances; so short, in fact,
that it cannot currently be verified experimentally.

1.2 QCD and String Theory

Among the four fundamental forces of nature, strong interactions are of special
interest. Many of the theoretical models known today trace back to attempts to
understand the strong interaction. In particular, string theory originated from an
attempt to describe a large proliferation of mesons and baryons that were experi-
mentally observed in the ’50’s. It was suggested in the 1960’s that all known hadrons

†A good review on applications of DSE formalism can be found in Ref. [3].
‡Pioneering works can be found in [4]. For an extended review, see Ref. [5].
§Some of the textbooks on string theory can be found in Refs. [6, 7, 8, 9].
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were different oscillating modes of a single vibrating string. However, in the begin-
ning of the 1970’s it became clear that the hadronic physics must be described by
QCD, and since string theory contained a massless spin-2 particle, which was known
to be responsible for the gravitational force, string theorists shifted their attention
to Planck scales, to find a theory of quantum gravity.

The excited states of hadrons are called resonances, which can be arranged into
approximately linear Regge trajectories, determined by the relation J = α(s), where
J is the angular momentum and s = M2. A resonance occurs for such s for which
α(s) is either positive integer (mesons) or positive half integer (baryons). The trajec-
tory corresponding to the largest value of J at a given s is called leading trajectory.
It was experimentally observed that these leading trajectories were almost linear;
that is, α(s) = α(0) + α′(0)s, where α(0) is known as the Regge intercept which
depends on various quantum numbers. However, observations showed that α′ which
is known as the Regge slope, appeared to have a universal value (∼ 1 GeV2).

This was precisely one of the motivations for hadronic string theory, the fact
that hadrons can be arranged into approximately linear Regge trajectories:

J = α′M2 + α(0) ,

where M is the mass of the hadron and J its angular momentum (spin). This feature
of Regge trajectories can be derived from the simple assumption that the hadrons
are described by rotating relativistic strings. Indeed, imagine a rigidly rotating
string, the endpoints of which move at near the speed of light c. Let’s assign a
coordinate system along the string, such that r ∈ [−L/2, L/2] is the coordinate
variable and L is the length of the string. Then, the linear velocity is v(r) = ωr,
where ω = c/(L/2). Therefore, energy of the rigidly rotating string with constant
tension T (in units c = 1) is

E = T

∫ L/2

−L/2

dr√
1− v2

= TL

∫ 1

0

dx√
1− x2

=
π

2
TL ,

and the angular momentum is

J = T

∫ L/2

−L/2

vrdr√
1− v2

=
1

2
TL2

∫ 1

0

x2dx√
1− x2

=
π

8
TL2 .

Now, since E = M , one can deduce that J = α′M2, where α′ ≡ 1/(2πT ) and
α(0) = 0. While these semi-classical calculations are certainly incomplete, they
nonetheless grasp the essence of a string description of hadrons.

The other motivation came from the duality conjecture formulated by Dolen,
Horn and Schmid [10], based on the studies of πN scattering, stating that the sum
over s-channel exchanges equals the sum over t-channel ones. These observations
inspired Veneziano to propose, in Ref. [11], the analytic form of a manifestly dual
4-point amplitude of the form:

A(s, t) ∼ Γ[−α(s)] Γ[−α(t)]

Γ[−α(s)− α(t)]
.
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This amplitude implies an exactly linear Regge trajectory α(s) = α(0) + α′s. Later
it was shown by Nambu [12], Nielsen [13] and Susskind [14] that this amplitude can
be obtained from interpreting the hadrons as vibrating strings (see also a short talk
on the relation of string theory to QCD in Ref. [15]).

However, in spite of giving a very attractive visual picture of hadrons, string
theory as a theory of strong interactions was abandoned because of fundamental
inconsistencies. In particular, quantum consistency of the Veneziano’s model re-
quired α(0) = 1, which implied that the lightest of the spin-1 states (the lightest
vector meson) is massless, and the lightest of the spin-0 states is a tachyon (par-
ticle with negative mass squared). However, such hadrons don’t exist in nature,
since the lightest of the vector mesons, the ρ meson, is not massless and there
are simply no tachyons. Moreover, it appears that a bosonic string theory is only
consistent in 26 space-time dimensions. Meanwhile, the so-called supersymmetric
string theories are only valid in 10 dimensions. These problems, together with extra
dimensions and supersymmetry, lost the connection of string theory with hadronic
physics. However, string theory wasn’t completely abandoned since it gave hope
for describing something else; namely, since the graviton appears naturally in the
closed string spectrum as a massless spin-2 particle, string theory gave hope for a
theory of quantum gravity and more, unifying gravity with the other known forces
of nature.

Years later, string theory found a path back into hadronic physics due to peculiar
features of QCD. It appears that at short distances (� 1fm), the quark anti-quark
potential is Coulombic due to asymptotic freedom. However, at large distances the
potential is linear due to the formation of a confining flux tube between quarks. In
other words, if we try to separate a quark from the anti-quark, a flux tube will be
formed between them. To understand this, notice, that if q is a quark field, then the
operator q̄(0)q(x) is not gauge invariant. However, if we add an additional object
W (x) between the quark fields, where

W (x) = P exp

(
i

∫ x

0

Aµdx
µ

)
,

is called the Wilson line, then the modified operator q̄(0)W (x)q(x) will be gauge
invariant. This Wilson line can be thought of as a flux tube which extends between
the quark and anti-quark.

It appears that, when these flux tubes are much longer than their thickness, it
is possible to describe them by semi-classical Nambu strings, the quantization of
which predicts a quark anti-quark potential [16] of the form

V (r) = T r + µ+
γ

r
+O(1/r2) ,

where γ = −π(d − 2)/24. Recent lattice calculations [17] by Lüscher of the force
versus distance for probing quarks and anti-quarks produce good agreement with
this value in d = 3 and d = 4 for r > 0.7 fm. Based on this, one can conclude that
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long QCD strings are well described by the Nambu-Goto area action,

SNG = −T
∫
dσdτ

√
− det ∂aXµ∂bXµ ,

where a, b ∈ {σ, τ} (σ and τ are the string world sheet coordinates).

1.3 Large Nc QCD

QCD is a gauge theory based on the group SU(3). As a result, it is sometimes
said that quarks in QCD carry 3 colors. In the beginning of the 1970’s, ’t Hooft
suggested [18] that the theory might simplify when the number of colors Nc is taken
to be large. In this case, the expansion parameter would be 1/Nc, and the hope
is that one could solve QCD exactly for Nc → ∞, then perform an expansion in
1/Nc = 1/3. To make the large Nc limit meaningful, one should keep the so-called
’t Hooft coupling λ = g2

YMNc fixed.
This generalization of QCD from 3 colors to Nc, strengthened the connection

between gauge theory and string theory. To understand why, notice that in the large
Nc limit, all of the Feynman graphs can be classified according to the topological
Euler characteristic of the graph. Therefore, summing the graphs with a given
topology is equivalent to summing over the world sheets of some sort of string ¶.
It appears that in the large Nc limit the gauge theory significantly simplifies, since
only the planar diagrams contribute.

1.4 D-branes

String theory contains an important object called a Dirichlet p-brane (or Dp-brane
for short) which is a p + 1 dimensional hyperplane in 9 + 1 dimensional space-
time where strings are allowed to end (for pioneering paper, see Ref. [19]). The
end-points of these strings in the p + 1 longitudinal coordinates (where the Dp-
brane lies) satisfy the so-called free Neumann boundary conditions, while the 9− p
coordinates transverse to the Dp-brane have the so-called fixed Dirichlet boundary
conditions (this is why this object is called a “Dirichlet brane”).

The most important property of D-branes is that they contain gauge theories
on their world volume. In particular, the massless spectrum of open strings living
on a Dp-brane contains a (maximally supersymmetric) U(1) gauge theory in p + 1
dimensions. Moreover, it appears that if we consider the stack of N coincident
D-branes, then there are N2 different species of open strings which can begin and
end on any of the D-branes, allowing us to have the (maximally supersymmetric)
U(N) gauge theory on the world-volume of these D-branes. Now, if N is sufficiently
large, then this stack of D-branes is a heavy object embedded into a theory of closed
strings that contains gravity. This heavy object curves the space which can then be
described by some classical metric and other background fields.

¶For a particular realization of this idea, see Refs. [20, 21]
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Thus, we have two absolutely different descriptions of the stack of coincident
Dp-branes. One description is in terms of the U(N) supersymmetric gauge theory
on the world volume of the Dp-branes, and the other is in terms of the classical
theory in some gravitational background. It is this idea that lies at the basis of
gauge/gravity duality.

1.5 AdS/QCD Model

The AdS/CFT correspondence (or duality) [4] conjectures equivalence of gravity
theory on the Anti de Sitter space AdS5 and a strongly coupled four-dimensional
(4D) conformal field theory (CFT). This duality states that for every CFT operator
O(x) there exists a corresponding bulk field Φ(x, z) that is uniquely determined by
the boundary condition (b.c.) Φ(x, z = 0) at the ultraviolet (UV) 4D boundary of
AdS space (x denotes the 4D coordinates and z stands for the fifth extra dimension).
In particular, if S5[φ0(x)] is the gravity or string action of φ(x, z) with φ(x, 0) =
φ0(x), then the correspondence takes the form

〈exp(i

∫
d4x φ0(x)O(x))〉CFT = exp(iS5[φ0(x)]) .

For small z, the solution of the equations of motion is:

φ(x, z) ∼ z4−∆φ0(x) +
1

2∆− 4
z∆〈O(x)〉 ,

where ∆ is a conformal dimension of quantum operator O(x), which has expectation
value 〈O〉, and φ0 is a normalizable mode, corresponding to a source of the quantum
operator O. The mass of the bulk field φ is given by m2

φ = ∆(∆− 4).
The situation becomes more clear with the addition of the infrared (IR) brane,

which corresponds to some deformation of the CFT leading to a breakdown of
conformal invariance in the IR. In this case, we have both particles and S-matrix
elements, and the statement of the holographic equivalence between the broken
CFT and the gravitational picture is not only expressed in the abstract form but
also allows one to explicitly check if the two theories have identical spectra and
identical S-matrix elements. In particular, the KK gravitons in the gravity side can
be interpreted in the 4D theory as resonances. It is also additionally conjectured
that the AdS/CFT correspondence can be extended to tell us that any 5D gravity
theory on AdS5 is holographically dual to some strongly coupled, large Nc, 4D gauge
theory [22]. The task of holographic models of QCD is to find a gravity theory for
which the dual theory is as close to QCD as possible. Different holographic models
were proposed incorporating different aspects of QCD.

Holographic duals of QCD based on the AdS/CFT correspondence have been
applied recently to hadronic physics (see, e.g., [23, 24, 25, 26, 27, 28, 29, 58, 30, 32,
33, 34]). These models are able to incorporate essential properties of QCD such as
confinement and chiral symmetry breaking, and have demonstrated in many cases
success in determination of static hadronic properties, such as resonance masses,
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decay constants, chiral coefficients, etc. Amongst the dual models, a special class is
the so-called “bottom-up” approaches (see, e.g., [26, 27, 28, 32]), the goal of which
is to reproduce known properties of QCD by choosing an appropriate theory in
the 5-dimensional AdS bulk. Within the framework of the AdS/QCD models, by
modifying the theory in the bulk one may try to explain/fit experimental results in
different sectors of QCD.

Dynamic properties (form factors) were studied originally within the holographic
approach of Ref. [23], and the connection between AdS/QCD approach of Refs. [23,
24] and the usual light-cone formalism for hadronic form factors was proposed in [30]
and discussed in [35]. The calculation of form factors of scalar and vector hadrons
within the approach of Ref. [23] was performed in [46], and applied to study the
universality of the ρ-meson couplings to other hadrons. The expressions for hadronic
form factors given in Refs. [23, 30, 46] have an expected form of z-integral containing
the product of two hadronic wave functions and a function describing the probing
current. However, the hadronic functions used in Ref. [30] strongly differ from
those in Refs. [23, 46]. The latter give meson coupling constants through their
derivatives at z = 0 and satisfy Neumann b.c. at the IR boundary z = z0, while the
functions used in Ref. [30] satisfy Dirichlet b.c. at z = z0, and are proportional (after
extraction of the overall z2 factor) to the meson coupling constants fn at the origin.
In this respect they are analogous to the bound state wave functions in quantum
mechanics, which makes their interpretation in terms of light-cone variables possible
(as proposed in Ref. [30]).

Having offered the above as abbreviated background material to what follows,
we now turn to the specific research focus of this thesis which is organized as follows.
In Chapter 2, using the AdS/QCD model, a representation of the form factors in
terms of generalized vector-meson dominance is derived, in which the form factors
are saturated from the contributions of the first two bound vector-meson states.
The electric radius of the rho-meson is shown to be in good agreement with predic-
tions from lattice QCD. In Chapter 3, we use the holographic dual model of QCD
with linear confinement behavior to develop a formalism for calculating hadronic
observables. We show that for the rho-meson the basic elastic form factor exhibits
perfect vector meson dominance. The electric radius of the rho-meson is calculated
to be slightly larger than in the case of the hard-wall cutoff.

In Chapter 4, we study the pion in the chiral limit of QCD. We find an analytic
expression for the pion decay constant in terms of two parameters of the model.
We also find that the pion charge radius in the hard-wall model is smaller than
the experimental value. In Chapter 5, we study the anomalous form factor of the
neutral pion in the framework of the holographic dual model of QCD with the
Chern-Simons term. As a result, we calculate the slope of the form factor with
one real and one slightly virtual photon and show that it is close to experimental
findings. We also show that for large virtualities the predictions of the holographic
model coincide analytically with those of perturbative QCD with asymptotic pion
distribution amplitude.

In Chapter 6, we add dimension six terms into the vector sector of the AdS/QCD
lagrangian and study their effect on the vector meson form factors. We show that the
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Figure 1.1: Schematic picture of the AdS/QCD model. The vertical lines represent
the slices of flat four dimensional Minkowski space-times. The horizontal line is
the direction along the extra fifth dimension. QCD resides on UV brane which is a
slice of Minkowski space at z = 0. The confinement of QCD is generated by hand,
cutting off the AdS space via the IR brane at z = z0. According to holographic
dictionary, the sources A(x) of QCD operators, like J(x), are promoted into a five
dimensional theory to fully dynamical fields A(x, z). The KK modes correspond to
bound states of QCD.

term, likeX2F 2, doesn’t change the electric charge, the magnetic and the quadrupole
moments, but affects the charge radius, the masses and the decay constants of the
vector mesons. We also show that the term F 3 affects all the above mentioned ob-
servables and provides more realistic predictions for the AdS/QCD model. Finally,
we summarize our results in the concluding chapter.
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Chapter 2

Form Factors of Vector Mesons in
Holographic QCD

2.1 Introduction

In this chapter∗, we study the form factors and wave functions of vector mesons
within the framework of the holographic QCD model described in Refs. [27, 26, 28]
(which will be referred to as the hard-wall model). To this end, we consider a 5D
dual of the simplest Nf = 2 version of QCD to be a Yang-Mills theory with the
SU(2) gauge group in the background of sliced AdS space, i.e., the 4D global SU(2)
isotopic symmetry of Nf = 2 QCD is promoted to a 5D gauge symmetry in the bulk.
Note, that the AdS/QCD correspondence does not refer explicitly to quark and gluon
degrees of freedom. Rather, one deals with the bound states of QCD which appear
as infinitely narrow resonances. The counterparts in the correspondence relation
are the vector current Jaµ(x) with conformal dimension ∆ = 3 (in QCD, it may be
visualized as q̄(x)taγµq(x) ), and the 5D gauge field Aaµ(x, z).

We start with recalling the basic elements of the analysis of two-point functions
〈JJ〉 given in Refs. [26, 27], and introduce a convenient representation for the A-field
bulk-to-boundary propagator V(p, z) based on the Kneser-Sommerfeld formula [41]
that gives V(p, z) as an expansion over bound state poles with the z-dependence of
each pole contribution given by “ψ wave functions”, that are eigenfunctions of the
5D equation of motion with Neumann b.c. at the IR boundary. Then we study
the three-point function 〈JJJ〉 and obtain an expression for transition form factors
that involves ψ wave functions and the nonnormalizable mode factor J (Q, z). We
write the latter as a sum over all bound states in the channel of electromagnetic
current, which gives an analogue of the generalized vector meson dominance (VMD)
representation for hadronic form factors. As the next step, we introduce “φ wave
functions” that strongly resemble wave functions of bound states in quantum me-
chanics (they satisfy Dirichlet b.c. at z = z0, and their values at z = 0 give bound
state couplings g5fn/Mn, i.e., they have the properties necessary for the light-cone
interpretation of AdS/QCD results proposed in Ref. [30]). We rewrite form factors

∗The main results from the Ref. [36] are printed by permission from the Elsevier, see Appendix.

9



in terms of φ functions, formulate predictions for ρ-meson form factors, and analyze
these predictions in the regions of small and large Q2.

The ρ-meson electric radius is calculated, and it is also shown that hard-wall
model predicts a peculiar VMD pattern when two (rather than just one) lowest
bound states in the Q2-channel play the dominant role while contributions from
higher states can be neglected. This double-resonance dominance is established both
for the ρ-meson form factor F (Q2) given by the overlap of the ψ-wave function (here
we confirm the results obtained in Ref. [46] for the ρ-meson form factor considered
there) and for the form factor F(Q2) given by the overlap of the φ-wave function.
Finally, we summarize our results.

2.2 Two-Point Function

Our goal is to analyze form factors of vector mesons within the framework of the
holographic model of QCD based on AdS/QCD correspondence. As a 4D operator
on the QCD side, we take the vector current Jaµ(x) = q̄(x)γµt

aq(x), to which corre-
sponds a bulk gauge field AaM(x, z) whose boundary value is the source for Jaµ(x).
We follow the conventions of the hard-wall model [27], with the bulk fields in the
background of the sliced AdS5 metric

ds2 =
1

z2

(
ηµνdx

µdxν − dz2
)
, 0 ≤ z ≤ z0 , (2.1)

where ηµν = Diag (1,−1,−1,−1), and z0 ∼ 1/ΛQCD is the imposed IR scale. The
5D gauge action in AdS5 space, corresponding to AaM(x, z), is

SAdS = − 1

4g2
5

∫
d4x dz

√
g Tr

(
FMNF

MN
)
, (2.2)

where FMN = ∂MAN − ∂NAM − i[AM , AN ], AM = taAaM , (ta ∈ SU(2), a = 1, 2, 3)
and M,N = 0, 1, 2, 3, z. Since the vector field AaM(x, z) is taken to be non-Abelian,
the 3-point function of these fields in the lowest approximation can be extracted
directly from the Lagrangian.

Before calculating the 3-point function, we recall some properties of the 2-point
function discussed in [27]. Consider the sliced AdS space with an IR boundary at z =
z0 and UV cutoff at z = ε (taken to be zero at the end of the calculations). In order
to calculate the current-current correlator (or 2-point function) using the AdS/CFT
correspondence, one should solve equations of motion, requiring the solution at the
UV boundary (z = 0) to coincide with the 4D source of the vector current, calculate
5D action on this solution and then vary the action (twice) with respect to the
boundary source. The task is simplified when the Az = 0 gauge is imposed, and the
gauge field is Fourier-transformed in 4D, Aµ(x, z)⇒ Ãµ(p, z). Then

Ãµ(p, z) = Ãµ(p)
V (p, z)

V (p, ε)
, (2.3)
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where Ãµ(p) is the Fourier-transformed current source, and the 5D gauge field
V (p, z) is the so-called bulk-to-boundary propagator obeying

z∂z

(
1

z
∂zV (p, z)

)
+ p2V (p, z) = 0 . (2.4)

The UV b.c. Ãµ(p, ε) = Ãµ(p) is satisfied by construction. At the IR boundary
(when z = z0), we follow Ref. [27] (see also Ref. [46]) and choose the Neumann b.c.
∂zV (p, z0) = 0 which corresponds to the gauge invariant condition Fµz(x, z0) = 0.
Evaluating the bilinear term of the action on this solution leaves only the UV surface
term

S
(2)
AdS = − 1

2g2
5

∫
d4p

(2π)4
Ãµ(p)Ãµ(p)

[
1

z

∂zV (p, z)

V (p, ε)

]
z=ε

. (2.5)

The 2-point function of vector currents is defined by∫
d4x eip·x〈Jaµ(x)J bν(0)〉 = δab Πµν(p)Σ(p2) , (2.6)

where Πµν(p) ≡ (ηµν − pµpν/p2) is the transverse projector. Varying the action (2.5)
with respect to the boundary source produces

Σ(p2) = − 1

g2
5

(
1

z

∂zV (p, z)

V (p, ε)

)∣∣∣∣
z=ε→0

. (2.7)

(To get the tensor structure of (2.6) by a “näıve” variation, one should change
AµAµ → AµΠµν(p)A

ν in Eq. (2.5)).
It is well known (see, e.g., [23, 46]) that two linearly independent solutions of

Eq. (2.4) are given by the Bessel functions zJ1(Pz) and zY1(Pz), where P ≡
√
p2.

Taking Neumann b.c. for V (p, z), one obtains

V (p, z) = Pz

[
Y0(Pz0)J1(Pz)− J0(Pz0)Y1(Pz)

]
, (2.8)

and, hence,

Σ(p2) =
πp2

2g2
5

[
Y0(Pz)− J0(Pz)

Y0(Pz0)

J0(Pz0)

]
z=ε→0

. (2.9)

This expression is singular as ε→ 0:

Σ(p2) =
1

2g2
5

p2 ln(p2ε2) + . . . . (2.10)

By matching to QCD result for Jaµ = q̄γµt
aq currents one finds g2

5 = 12π2/Nc (cf.
[26]).
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The two-point function Σ(p2) has poles when the denominator function J0(Pz0)
has zeros, i.e., when Pz0 coincides with one of the roots γ0,n of the Bessel func-
tion J0(x). These poles can be explicitly displayed by incorporating the Kneser-
Sommerfeld expansion [41]

Y0(Pz0)J0(Pz)− J0(Pz0)Y0(Pz)

J0(Pz0)

= − 4

π

∞∑
n=1

J0(γ0,nz/z0)

[J1(γ0,n)]2(P 2z2
0 − γ2

0,n)
, (2.11)

valid for z ≤ z0 (the case we are interested in). Taking formally z = 0 gives a
logarithmically divergent series reflecting the ln ε singularity of the z = ε expression.
Thus, some kind of regularization for this divergency of the sum is implied. Under
this assumption,

Σ(p2) =
2p2

g2
5z

2
0

∞∑
n=1

[J1(γ0,n)]−2

p2 −M2
n

, (2.12)

where Mn = γ0,n/z0. Hence, the 2-point correlator of the hard-wall model has poles
when P coincides with one of Mn’s. Given that the residues of all these poles are
positive, the poles may be interpreted as bound states with Mn’s being their masses.
The coupling f 2

n with which a particular resonance contributes to the total sum is
determined by

f 2
n = lim

p2→M2
n

{
(p2 −M2

n) Σ(p2)
}
. (2.13)

This prescription agrees with the usual definition 〈0|Jaµ |ρbn〉 = δabfnεµ for the vector
meson decay constants. In our case,

f 2
n =

2M2
n

g2
5z

2
0J

2
1 (γ0,n)

. (2.14)

2.3 Three-Point Function

Consider now the trilinear term of the action calculated on the V (q, z) solution:

S
(3)
AdS = −εabc

2g2
5

∫
d4x

∫ z0

ε

dz

z
(∂µA

a
ν)A

µ,bAν,c . (2.15)

A näıve variation gives the result for the 3-point correlator 〈Jαa (p1)Jβb (−p2)Jµc (q)〉
that contains the isotopic Levi-Civita tensor εabc, the dynamical factor

D(p1, p2, q) ≡
∫ z0

ε

dz

z

V (p1, z)

V (p1, ε)

V (p2, z)

V (p2, ε)

V (q, z)

V (q, ε)
, (2.16)
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Figure 2.1: Schematic representation of the 3-gluon vertex. Vertical lines are the
slices of flat four dimensional Minkowski spaces. Horizontal line is the direction
along the extra fifth dimension.

and the tensor structure

Tαβµ = ηαµ(q − p1)β − ηβµ(p2 + q)α + ηαβ(p1 + p2)µ

familiar from the QCD 3-gluon vertex amplitude. Restoring the transverse projec-
tors Παα′(p1), etc. one can convert it into

T αβµ = ηαβ(p1 + p2)µ + 2(ηαµqβ − ηβµqα) . (2.17)

For the factors corresponding to the hadronized channels, the Kneser-Sommerfeld
expansion (2.11) gives

V (p, z)

V (p, 0)
≡ V(p, z) = −g5

∞∑
n=1

fnψn(z)

p2 −M2
n

, (2.18)

where p equals p1 or p2, and

ψn(z) =

√
2

z0J1(γ0,n)
zJ1(Mnz) (2.19)

is the “ψ wave function” obeying the same equation of motion (2.4) as V (p, z) (with
p2 = M2

n), satisfying the b.c.

ψn(0) = 0 , ∂zψn(z0) = 0 , (2.20)
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Figure 2.2: Another schematic representation of the 3-gluon vertex. The disk at
the bottom is the UV boundary of the AdS space, where the four dimensional QCD
resides. The IR boundary is not shown in the picture.

and normalized according to ∫ z0

0

dz

z
|ψn(z)|2 = 1 . (2.21)

One remark is in order here. Since the “ψ wave functions” vanish at the origin
and satisfy Neumann b.c. at the IR boundary, it is impossible to establish a direct
analogy between ψn(z)’s and the bound state wave functions in quantum mechanics.
For the latter, one would expect that they vanish at the confinement radius, while
their values at the origin are proportional to the coupling constants fn.

Taking a spacelike momentum transfer, q2 = −Q2 for the V/V factor of the EM
current channel gives

J (Q, z) = Qz

[
K1(Qz) + I1(Qz)

K0(Qz0)

I0(Qz0)

]
, (2.22)

the non-normalizable mode with Neumann b.c. (see also Ref. [46]). This factor can
also be written as a sum of monopole contributions from the infinite tower of vector
mesons:

J (Q, z) = g5

∞∑
m=1

fmψm(z)

Q2 +M2
m

, (2.23)

This decomposition, discussed in Ref. [46], directly follows from Eq. (2.18). In-
corporating the representation for the bulk-boundary propagators given above we
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obtain

T (p2
1, p

2
2, Q

2) =
∞∑

n,k=1

fnfkFnk(Q
2)

(p2
1 −M2

n) (p2
2 −M2

k )
, (2.24)

where T (p2
1, p

2
2, Q

2) = D(p1, p2, q)/g
2
5, and

Fnk(Q
2) =

∫ z0

0

dz

z
J (Q, z)ψn(z)ψk(z) (2.25)

correspond to form factors for n → k transitions. This expression was also written
in Ref. [46] for form factors considered there.

2.4 Wave Functions

The formulas obtained above using explicit properties of the Bessel functions in
the form of Kneser-Sommerfeld expansions, can also be derived from the general
formalism of Green’s functions. In particular, the Green’s function for Eq. (2.4) can
be written as

G(p; z, z′) =
∞∑
n=1

ψn(z)ψn(z′)

p2 −M2
n

, (2.26)

where ψn(z)’s are the normalized wave functions (5.5) that satisfy the Sturm-
Liouville equation (2.4) with p2 = M2

n and Neumann b.c. (2.20). As discussed
in Ref. [26], the bulk-to-boundary propagator is related to the Green’s function by

V(p, z′) = −
[

1

z
∂zG(p; z, z′)

]
z=ε→0

, (2.27)

and the two-point function Σ(P 2) is obtained from the Green’s function using
Eqs. (2.7),(2.27)

Σ(P 2) =
1

g2
5

[
1

z′
∂z′

[
1

z
∂zG(p; z, z′)

]]
z,z′=ε→0

. (2.28)

Accordingly, the coupling constants are related to the ψ wave functions by

fn =

[
1

z
∂zψn(z)

]
z=0

(2.29)

(cf. [46, 26]). In view of this relation, it makes sense to introduce “φ wave functions”

φn(z) ≡ 1

Mnz
∂zψn(z) =

√
2

z0J1(γ0,n)
J0(Mnz) , (2.30)

which give the couplings g5fn/Mn as their values at the origin. In this respect, the
“φ wave functions” are analogous to the bound state wave functions in quantum
mechanics.
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Figure 2.3: Eigenfunctions ψn(z) as function of z/z0 for first three modes. The
number of modes of each curve determines n.

Figure 2.4: Functions z0φn(z) as function of z/z0. The color on the curves corre-
sponds to the same modes as in the previous plot.
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Moreover, these functions satisfy Dirichlet b. c. φn(z0) = 0 and are normalized
by ∫ z0

0

dz z |φn(z)|2 = 1 , (2.31)

which strengthens this analogy. However, the elastic form factors Fnn(Q2) are given
by the integrals

Fnn(Q2) =

∫ z0

0

dz

z
J (Q, z) |ψn(z)|2 (2.32)

involving ψ rather than φ wave functions. In fact, due to the basic equation (2.4),
ψn(z) wave functions can be expressed in terms of φn(z) as

ψn(z) = − z

Mn

∂zφn(z) , (2.33)

and we can rewrite the form factor integral as

Fnn(Q2) =

∫ z0

0

dz z J (Q, z) |φn(z)|2 (2.34)

+
1

Mn

∫ z0

0

dz φn(z)ψn(z) ∂zJ (Q, z) .

Note, that the nonnormalizable mode

1

z
∂z J (Q, z) = −Q2

[
K0(Qz)− I0(Qz)

K0(Qz0)

I0(Qz0)

]
(2.35)

corresponds to equation whose solutions are the functions J0(Mnz) satisfying Dirich-
let b.c. at z = z0. Expressing φn(z) in terms of ∂zψn(z), integrating |ψn(z)|2 by
parts and using equation (2.4) for J (Q, z) gives

Fnn(Q2) =

∫ z0

0

dz z J (Q, z) |φn(z)|2 (2.36)

− Q2

2M2
n

∫ z0

0

dz

z
J (Q, z) |ψn(z)|2 .

The second term contains the original integral for Fnn(Q2), and we obtain

Fnn(Q2) =
1

1 +Q2/2M2
n

∫ z0

0

dz z J (Q, z) |φn(z)|2 . (2.37)

Notice, that the normalizable modes φn(z) in this expression correspond to Dirichlet
b.c., while the nonnormalizable mode J (Q, z) was obtained using the Neumann
ones.

Thus, we managed to get the expression for Fnn(Q2) form factors that contains φ
instead of ψ wave functions. However, it contains an extra factor 1/(1 +Q2/2M2

n),
which brings us to the issue of the different form factors of the ρ-meson and kinematic
factors associated with them.
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Figure 2.5: Plots of F11(Q2) and Q2F11(Q2) as a function of Q2 (GeV2).

2.5 Form Factors

Our result for the form factor contains only one function for each n→ k transition,
in particular Fnn(Q2) in the diagonal case. However, the general expression for
the EM vertex of a spin-1 particle of mass M can be written (assuming P - and
T -invariance) in terms of three form factors (see, e.g., [42], our G2 is their G2−G1):

〈ρ+(p2, ε
′)|JµEM(0)|ρ+(p1, ε)〉 (2.38)

= −ε′βεα
[
ηαβ(pµ1 + pµ2)G1(Q2)

+(ηµαqβ − ηµβqα)(G1(Q2) +G2(Q2))

− 1

M2
qαqβ(pµ1 + pµ2)G3(Q2)

]
.

Comparing the tensor structure of this expression with (2.17), we conclude that the

hard-wall model predicts G
(n)
1 (Q2) = G

(n)
2 (Q2) = Fnn(Q2), and G

(n)
3 (Q2) = 0 for

form factors G
(n)
i (Q2) of nth bound state. It was argued (see [46]) that this is a
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general feature of AdS/QCD models for the ρ-meson form factors. Since J (Q =
0, z) = 1, the diagonal form factors Fnn(Q2) in the hard-wall are normalized to unity,
while the nondiagonal ones vanish for Q2 = 0 (the functions ψn(z) are orthonormal
on [0, z0]).

The form factors Gi are related to electric GC , magnetic GM and quadrupole
GQ form factors by

GC = G1 +
Q2

6M2
GQ , GM = G1 +G2 ,

GQ =

(
1 +

Q2

4M2

)
G3 −G2 . (2.39)

For these form factors, hard-wall gives

G
(n)
Q (Q2) = −Fnn(Q2) , G

(n)
M (Q2) = 2Fnn(Q2) , (2.40)

G
(n)
C (Q2) =

(
1− Q2

6M2

)
Fnn(Q2) .

For Q2 = 0, it correctly reproduces the unit electric charge of the meson, and
“predicts” µ ≡ GM(0) = 2 for the magnetic moment and D ≡ GQ(0)/M2 = −1/M2

for the quadrupole moment, which are just the canonical values for a pointlike vector
particle [60].

Another interesting combination of form factors

F(Q2) = G1(Q2) +
Q2

2M2
G2(Q2)−

(
Q2

2M2

)2

G3(Q2) (2.41)

appears if one takes the “+++” component of the 3-point correlator (obtained,
e.g., by convoluting it with nαnβnµ, where n2 = 0, (np1) = 1, (nq) = 0 [35]). The
hard-wall model result (2.37) for F(Q2) is particularly simple:

Fnn(Q2) =

∫ z0

0

dz z J (Q, z) |φn(z)|2 . (2.42)

Thus, it is the form factors Fnn(Q2) that are the most direct analogues of diagonal
bound state form factors in quantum mechanics.

2.6 Low-Q2 Behavior

Our expression for Fnn(Q2) is close to that proposed for a generic meson form
factor in the holographic model of Ref. [30]. There, the authors used K(Qz) ≡
QzK1(Qz) as the q-channel factor. Indeed, the difference between J (Q, z) and
K(Qz) is exponentially small when Qz0 � 1, but the two functions radically differ
in the region of small Q2, where the function K(Qz) displays the logarithmic branch
singularity

K(Qz) = 1− z2Q2

4

[
1− 2γE − ln(Q2z2/4)

]
+O(Q4) , (2.43)
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Figure 2.6: Plots of GC(Q2) and Q2GC(Q2) as a function of Q2 (GeV2).

that leads to incorrect infinite slope at Q2 = 0. To implant the AdS/QCD infor-
mation about the hadron spectrum in the q-channel one should use J (Q, z) that
corresponds to a tower of bound states in the q-channel. The lowest singularity in
this case is located at Q2 = −M2

1 . Since it is separated by a finite gap from zero,
the form factor slopes at Q2 = 0 are finite.

To analyze the form factor behavior in the Qz0 � 1 limit, we expand

J (Q, z)|Qz0�1 = 1− z2Q2

4

[
1− ln

z2

z2
0

]
+O(Q4) . (2.44)

As expected, the result is analytic in Q2. For the lowest transition (i.e., for the
ρ-meson form factor), explicit numbers are as follows:

F11(Q2) ≈ 1− 0.692
Q2

M2
+ 0.633

Q4

M4
+O(Q6) , (2.45)

where M = M1 = mρ. Another small-Q2 expansion

F11(Q2) ≈ 1− 1.192
Q2

M2
+ 1.229

Q4

M4
+O(Q6) , (2.46)
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can be either calculated from the original expression (2.32) involving ψ-functions
or by dividing F11(Q2) by (1 + Q2/2M2). The latter approach easily explains the
difference in slopes of these two form factors at Q2 = 0. Finally, for the electric
form factor, we obtain

G
(1)
C (Q2) ≈ 1− 1.359

Q2

M2
+ 1.428

Q4

M4
+O(Q6) . (2.47)

For the electric radius of the ρ-meson this gives

〈r2
ρ〉C = 0.53 fm2 , (2.48)

the value that is very close to the recent result (0.54 fm2) obtained within the
Dyson-Schwinger equations (DSE) approach [43]. Lattice gauge calculations [44]
indicate a similar value in the m2

π → 0 limit.

2.7 Vector Meson Dominance Patterns

Numerically, the result 1.359/M2 for the slope of G
(1)
C (Q2) is larger than the simple

VMD expectation 1/M2. In fact, a part of this larger value is due to the factor

(1−Q2/6M2) relating G
(1)
C (Q2) and F11(Q2), which is kinematic to some extent. The

F11(Q2) form factor, however, can be written in the generalized VMD representation
(cf. [46])

F11(Q2) =
∞∑
m=1

Fm,11

1 +Q2/M2
m

, (2.49)

with the coefficients Fm,11 given by the overlap integrals

Fm,11 = 4

∫ 1

0

dξ ξ2 J1(γ0,mξ) J
2
1 (γ0,1ξ)

γ0,mJ2
1 (γ0,m)J2

1 (γ0,1)
, (2.50)

apparently having a purely dynamical origin. The coefficients Fm,11 satisfy the sum
rule

∞∑
m=1

Fm,11 = 1 (2.51)

that provides correct normalization F11(Q2 = 0) = 1. Numerically, the unity value
of the form factor F11(Q2) for Q2 = 0 is dominated by the first bound state that gives
1.237. The second bound state makes a sizable correction by −0.239, while adding
a small 0.002 contribution from the third bound state fine-tunes 1 beyond the 10−3

accuracy. Contributions from higher bound states to the form factor normalization
are negligible at this precision.

The slope of F11(Q2) at Q2 = 0 is given by the sum of Fm,11/M
2
m coefficients.

Now, the dominance of the first bound state is even more pronounced: the Q2

coefficient 1.192/M2 in Eq. (2.46) is basically contributed by the first bound state
that gives 1.237/M2, with small −0.045/M2 correction from the second bound state.
Other resonances are not visible at the three-digit precision.
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Thus, for small Q2, the hard-wall model predicts a rather peculiar pattern of
VMD for F11(Q2) (observed originally in Ref. [46] for a form factor considered there):
strong dominance of the first q-channel bound state, whose coupling F1,11 exceeds
1, with the second resonance (having the negative coupling F2,11) compensating this
excess.

Similarly, the F11(Q2) form factor has the generalized VMD representation with
coefficients Fm,11 given by the overlap integrals

Fm,11 = 4

∫ 1

0

dξ ξ2 J1(γ0,mξ) J
2
0 (γ0,1ξ)

γ0,mJ2
1 (γ0,m)J2

1 (γ0,1)
. (2.52)

Now, F1,11 ≈ 0.619, F2,11 ≈ 0.391, F3,11 ≈ −0.012, F4,11 ≈ 0.002, etc. In this
case also, the value of the F11(Q2) form factor for Q2 = 0 is dominated by the
first two bound states. For the slope of the form factor at Q2 = 0, the dominance
of the first bound state is again more pronounced: the Q2 coefficient 0.692/M2 in
Eq. (2.45) is basically contributed by the first bound state that gives 0.619/M2, with
a small 0.074/M2 correction from the second bound state and a tiny −0.001/M2

contribution from the third one.
Thus, for F11(Q2), hard-wall gives again a two-resonance dominance pattern,

with the coupling F2,11 of the second resonance being now just somewhat smaller
than the coupling F1,11 of the first resonance, both being positive. The relation
between the two VMD patterns follows from Eq. (2.37):

Fm,11 =
Fm,11

1−M2
m/2M

2
1

. (2.53)

In particular, it gives F1,11 = 2F1,11, and negative sign for F2,11. It also determines
that if higher coefficients Fm,11 are small then Fm,11’s are even smaller.

2.8 Large-Q2 Behavior

Eq. (2.37) tells us that asymptotically F11(Q2) is suppressed by a power of 1/Q2

compared to F11(Q2), which is known to behave like 1/Q2 for large Q2 [30, 35].
The absence of 1/Q2 term in the asymptotic expansion for F11(Q2) means that the
coefficients Fm,11 defined in Eq. (2.49) satisfy the “superconvergence” relation

∞∑
m=1

M2
mFm,11 = 0 (2.54)

reflecting a “conspiracy” [46] between the poles. Writing M2
mFm,11 ≡ AmM

2, we
obtain that A1 ≈ 1.237, A2 ≈ −1.261, A3 ≈ 0.027 (our results for the ratios A2/A1,
A3/A1 agree with the calculation of Ref. [46]). Again, the sum rule is practically
saturated by the first two bound states, which give contributions that are close in
magnitude but opposite in sign.

In the case of F(Q2), the two lowest bound states both give positive O(1/Q2)
contributions at large Q2. In Ref. [35], it was shown that the asymptotic normaliza-
tion of F11(Q2) exceeds the VMD expectation M2

1/Q
2 by a factor of 2.566. We can
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infer this normalization from the values of the coefficients Fm,11 defined in Eq. (2.52).
Writing M2

mFm,11 ≡ AmM2
1 , we obtain that A1 ≈ 0.619, A2 ≈ 2.061, A3 ≈ −0.150,

A4 ≈ 0.054. Note, that the total result is dominated by the second bound state,
which is responsible for about 80% of the value. The lowest bound state contributes
only about 25%, while the higher states give just small corrections.

It is worth noting that the large-Q2 behavior of F11(Q2) is determined by the
large-Qz0 form of J (Q, z): it can be (and was) calculated using K(Qz), the free-field
version of J (Q, z). As a result, the value of the asymptotic coefficient (2.566 in case
of F11(Q2)) is settled by the sum rule

∞∑
m=1

M2
mFm,11 = |φ1(0)|2

∫ ∞
0

dχχ2K1(χ) = 2 |φ1(0)|2 (2.55)

that should be satisfied by any set of coefficients Fm,11. A particular distribution
of “2.566” among the bound states is governed by the specific q-channel dynamics
(in our case, by the choice of the Neumann b.c. for J (Q, z) at z = z0). Thus, in
the dynamics described by J (Q, z), the large value of the asymptotic coefficient is
explained by large contribution due to the second bound state.

It was shown in Ref. [35] that the asymptotic 1/Q2 behavior for F11(Q2) is
established only for Q2 ∼ 10 GeV2, and one may question the applicability of the
hard-wall model for such large Q2. The discussion of this problem, however, is
beyond the scope of the present work.

2.9 Summary

In this chapter, we described the formalism that allows one to study form factors of
vector mesons in the holographic QCD model of Refs. [27, 26, 28] (hard-wall model).
An essential ingredient of our approach is a systematic use of the Kneser-Sommerfeld
representation that explicitly displays the poles of two- and three-point functions
and describes the structure of the corresponding bound states by eigenfunctions
of the 5D equation of motion, the “ψ wave functions”. These functions vanish at
z = 0 and satisfy Neumann b.c. at z = z0, which prevents a direct analogy with
bound state wave functions in quantum mechanics. To this end, we introduced
an alternative description in terms of “φ wave functions” that satisfy Dirichlet b.c.
at z = z0 and have finite values at z = 0 which determine bound state couplings
fn/Mn. Thus, the φ wave functions have the properties necessary for the light-cone
interpretation proposed in Ref. [30] and discussed also in Ref.[35].

Analyzing the three-point function, we derived expressions for bound state form
factors both in terms of ψ and φ wave functions, and obtained specific predictions for
form factor behavior at small and large values of the invariant momentum transfer
Q2. In particular, we calculated the electric radius of the ρ meson, and obtained
the value 〈r2

ρ〉C = 0.53 fm2 that practically coincides with the recent result [43]
obtained within the DSE approach. Our result is also consistent with the m2

π → 0
extrapolation of the recent lattice gauge calculation [44].
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We derived a generalized VMD representation both for the F11(Q2) form factor
(the expression for which coincides with a model ρ-meson form factor considered in
Ref. [46]) and for the F11(Q2) form factor introduced in the Ref. [36] (present work),
and demonstrated that hard-wall model predicts a very specific VMD pattern, in
which these form factors are essentially given by contributions due to the first two
bound states in the Q2-channel, with the higher bound states playing a negligible
role. We showed that, while the form factor slopes at Q2 = 0 in this picture are
dominated by the first bound state, the second bound state plays a crucial role in the
large-Q2 asymptotic limit. In particular, it provides the bulk part of the negative
contribution necessary to cancel the näıve VMD 1/Q2 asymptotics for the F11(Q2)
form factor (corresponding to the overlap integral involving the ψ functions), and
it dominates the asymptotic 1/Q2 behavior of the F(Q2) form factor (given by the
overlap of the φ functions).

A possible future application of our approach is the analysis of bound state form
factors in the model of Ref. [32] in which the hard-wall boundary conditions at the
z = z0 IR boundary are substituted by an oscillator-type potential. This model
provides the M2

n ∼ nΛ2 asymptotic behavior of the spectrum of highly excited
mesons, which is more consistent with the semiclassical limit of QCD [45] than the
M2

n ∼ n2Λ2 result of the hard-wall model.
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Chapter 3

Form Factors in Holographic
Model with Linear Confinement

3.1 Introduction

In the hard-wall model, the confinement is modeled by the hard-wall cutting off
the AdS space along the extra fifth dimension at some finite value z = z0. The
solutions of the relevant eigenvalue equation are given by the Bessel functions, and
masses of bound states are given by the roots Mn = γ0,n/z0 of J0(Mz0). As a result,
the masses of higher excitations behave like M2

n ∼ n2. It was argued [32, 45] that,
instead, one should expect M2

n ∼ n behavior. This connection can be derived from
semiclassical arguments [47, 45]. An explicit AdS/QCD model which gives such a
linear behavior was proposed in Ref. [32]. The hard-wall boundary conditions in
this model are substituted by an oscillator-type potential providing a soft IR cut-off
in the action integral (for this reason, it will be referred to as “soft-wall model”).

In the present chapter∗, we study form factors and wave functions of vector
mesons within the framework of the soft-wall model formulated in Ref. [32], and
compare the results with those we obtained in Ref. [36] investigating the hard-wall
model. To this end, we extend the approach developed in Ref. [36]. We start with
recalling the basics of the soft-wall model and some results obtained in Ref. [32],
in particular, the form of the relevant action, the eigenvalue equation for bound
states and its solution. We derive a useful integral representation for the bulk-to-
boundary propagator V(p, z) that allows us to write V(p, z) as an explicit expansion
over bound state poles with the z-dependence of each pole contribution given by
“ψ wave functions” that are eigenfunctions of the 5D equation of motion. Then we
show that the same representation can be obtained from the general formalism of
Green’s functions. However, as we already emphasized in Ref. [36], the ψn(z) wave
functions are not direct analogues of the usual quantum-mechanical wave functions.
In particular, a meson coupling constant fn is obtained from the derivative of ψn(z)
at z = 0 rather than from its value at this point. To this end, we introduce “φ
wave functions” which look more like wave functions of oscillator bound states in

∗The main results from the Ref. [37] are printed by permission from the APS, see Appendix.
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quantum mechanics. Their values at z = 0 give the bound state couplings g5fn/Mn,
they exponentially decrease with z2, and thus they have properties necessary for
the light-cone interpretation of AdS/QCD results proposed in Ref. [30]. Further,
we study the three-point function 〈JJJ〉 and obtain expressions for transition form
factors that involves ψ wave functions and the nonnormalizable mode factor J (Q, z).
The latter is written as a sum over all bound states in the channel of electromagnetic
current, which gives an analogue of generalized vector meson dominance (VMD)
representation for hadronic form factors. We also show that it is possible to rewrite
form factors in terms of φ functions. Then we formulate predictions for ρ-meson
form factors, and analyze these predictions in the regions of small and large Q2. In
particular, our formalism allows us to calculate the ρ-meson electric radius, and the
radii of higher excited states. It is also shown that, for the basic ρ-meson form factor
F(Q2) given by the overlap of the φ wave functions, the soft-wall model predicts
exact VMD pattern, when just one lowest bound state in the Q2-channel contributes.
For another ρ-meson form factor F (Q2), which is given by the overlap of the ψ wave
functions, a two-resonance dominance is established, with only two lowest bound
states in the Q2-channel contributing. We compare our results obtained in the soft-
wall model with those derived in the hard-wall model studies performed in Ref. [36].
Finally, we summarize our results obtained in this chapter.

3.2 Preliminaries

We consider the gravity background with a smooth cutoff that was proposed in
Ref. [32] instead of a hard-wall infrared (IR) cutoff. In this case, the only background
fields are dilaton χ(z) = z2κ2 and metric gMN . The metric can be written as

gMNdx
MdxN =

1

z2

(
ηµνdx

µdxν − dz2
)
, (3.1)

where ηµν = Diag(1,−1,−1,−1) and µ, ν = (0, 1, 2, 3), M,N = (0, 1, 2, 3, z). To
determine the spectrum of vector mesons, one needs the quadratic part of the action

SAdS = − 1

4g2
5

∫
d4x

dz

z
e−χ Tr

(
FMNF

MN
)
, (3.2)

where FMN = ∂MVN − ∂NVM − i[VM , VN ], VM = taV a
M , (ta = σa/2, with σa being

Pauli matrices). In the axial-like gauge Vz = 0, the vector field V a
µ (x, z = 0)

corresponds to the source for the vector current Jaµ(x). To obtain the equations of
motion for the transverse component of the field, it is convenient to work with the
Fourier transform Ṽ a

µ (p, z) of V a
µ (x, z), for which one has(

∂z

[
1

z
e−z

2

∂zṼ
a
µ (p, z)

]
+ p2 1

z
e−z

2

Ṽ a
µ (p, z)

)
⊥

= 0 . (3.3)

(Here, and in the rest of this chapter, we find it convenient to follow the convention
of Ref. [32], in which the oscillator scale κ is treated as 1, i.e., we write below z2
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instead of κ2z2, e−z
2

instead of e−z
2κ2

, etc. Using dimensional analysis, the reader
can easily restore the hidden factors of κ in our expressions. In some cases, when
κ is not accompanied by z, we restore κ explicitly.) The eigenvalue equation for
wave functions ψn(z) of the normalizable modes can be obtained from Eq. (3.3) by
requiring p2 = M2

n, which gives

∂z

[
1

z
e−z

2

∂z ψn

]
+M2

n

1

z
e−z

2

ψn = 0 . (3.4)

As noted in Ref. [32], the substitution

ψn(z) = ez
2/2
√
zΨn(z) (3.5)

gives a Schrödinger equation

−Ψ′′n +

(
z2 +

3

4z2

)
Ψn = M2

n Ψn , (3.6)

which happens to be exactly solvable. The resulting spectrum is M2
n = 4(n + 1)

(with n = 0, 1, . . . ), and the solutions ψn(z) of the original equation (3.4) are given
by

ψn(z) = z2

√
2

n+ 1
L1
n(z2) , (3.7)

where L1
n(z2) are Laguerre polynomials. The functions ψn(z) are normalized accord-

ing to ∫ ∞
0

dz

z
e−z

2

ψm(z)ψn(z) = δmn . (3.8)

Correspondingly, the Ψn(z) functions of the Schrödinger equation (3.6) are normal-
ized by ∫ ∞

0

dzΨm(z) Ψn(z) = δmn , (3.9)

i.e., just like wave functions of bound states in quantum mechanics. Note, however,
that the functions Ψn(z) behave like z3/2 for small z, while quantum-mechanical
wave functions of bound states with zero angular momentum have finite non-zero
values at the origin.

3.3 Bulk-to-Boundary Propagator

It is convenient to represent Ṽ a
µ (p, z) as the product of the 4-dimensional bound-

ary field Ṽ a
µ (p) and the bulk-to-boundary propagator V(p, z) which obeys the basic

equation

∂z

[
1

z
e−z

2

∂zV
]

+ p2 1

z
e−z

2V = 0 (3.10)
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that follows from Eq. (3.3) and satisfies the boundary condition

V(p, z = 0) = 1 . (3.11)

Its general solution is given by the confluent hypergeometric functions of the first
and second kind

V(p, z) = A z2
1F1(a+ 1, 2, z2) +B U(a, 0, z2) , (3.12)

where a = −p2/4κ2, A and B are constants. Since the function proportional to A is
singular at z = 0, we take A = 0. Then, for a > 0, the bulk-to-boundary propagator
V(p, z) can be written as

V(p, z) = a

∫ 1

0

dx xa−1 exp

[
− x

1− x
z2

]
. (3.13)

It is easy to check that this expression satisfies Eqs. (3.10) and (3.11). Integrating
by parts produces the representation

V(p, z) = z2

∫ 1

0

dx

(1− x)2
xa exp

[
− x

1− x
z2

]
, (3.14)

from which it follows that if p2 = 0 (or a = 0), then

V(0, z) = 1 (3.15)

for all z. The integrand of Eq. (3.14) contains the generating function

1

(1− x)2
exp

[
− x

1− x
z2

]
=
∞∑
n=0

L1
n(z2)xn (3.16)

for the Laguerre polynomials L1
n(z2), which gives the representation

V(p, z) = z2

∞∑
n=0

L1
n(z2)

a+ n+ 1
(3.17)

that can be analytically continued into the timelike a < 0 region. One can see that
V(p, z) has poles there at expected locations p2 = 4(n+ 1)κ2.

The same representation for V(p, z) can be obtained from the Green’s function

G(p; z, z′) =
∞∑
n=0

ψn(z)ψn(z′)

p2 −M2
n

(3.18)

corresponding to Eq. (3.10), namely,

V(p, z′) = −
[

1

z
e−z

2

∂zG(p; z, z′)

]
z=ε→0

(3.19)

= −
∞∑
n=0

√
8(n+ 1)ψn(z′)

p2 −M2
n

= −4
∞∑
n=0

z
′2L1

n(z
′2)

p2 −M2
n

,
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which coincides with Eq. (3.17).
The two-point density function can also be obtained from the Green’s function:

Σ(p2) =
1

g2
5

[
1

z′
e−z

′2
∂z′

[
1

z
e−z

2

∂zG(p; z, z′)

]]
z,z′=ε→0

=
∞∑
n=0

f 2
n

p2 −M2
n

, (3.20)

where the coupling constants fn = κ2
√

8(n+ 1)/g5 obtained in [32] are determined
by

fn =
1

g5z
e−z

2

∂zψn(z)

∣∣∣∣
z=ε→0

. (3.21)

The propagator V(p, z) can be represented now as

V(p, z) = g5

∞∑
n=0

fn ψn(z)

M2
n − p2

, (3.22)

where ψn(z) are the original wave functions (3.7) corresponding to the solutions of
the eigenvalue equation (3.4).

Given the structure of Eq. (3.21), it is natural to introduce the conjugate wave
functions

φn(z) ≡ 1

Mnz
e−z

2

∂zψn(z)

=

√
2

n+ 1
e−z

2 [
L1
n(z2)− z2L2

n−1(z2)
]

=
√

2 e−z
2

Ln(z2) , (3.23)

whose nonzero values at the origin fng5/Mn are proportional to the coupling constant
fn (in this particular case, fng5/Mn =

√
2κ). The inverse relation between the ψ

and φ wave functions

ψn(z) = − z

Mn

ez
2

∂zφn(z) (3.24)

can be obtained from Eq. (3.4). The φ-functions are normalized by∫ ∞
0

dz z ez
2

φm(z)φn(z) = δmn . (3.25)

In particular, for the lowest states, we have

φ0(z) =
√

2e−z
2

, φ1(z) =
√

2e−z
2

(1− z2) . (3.26)
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Just like zero angular momentum oscillator wave functions in quantum mechanics,
these functions have finite values at z = 0. They also have a Gaussian fall-off e−z

2

for large z. To make a more close analogy with the oscillator wave functions, it
makes sense to absorb the weight ez

2
in Eq. (3.25) into the wave functions, i.e., to

introduce “Φ” wave functions

Φn(z) ≡ ez
2/2φn(z) =

1

Mnz
e−z

2/2∂zψn(z) =
√

2Ln(z2) , (3.27)

which are nonzero at z = 0, decrease like e−z
2/2 for large z, and are normalized

according to ∫ ∞
0

dz zΦm(z) Φn(z) = δmn . (3.28)

The presence of the z weight in this condition (which cannot be absorbed into
wave functions without spoiling their behavior at z = 0) suggests that pursuing
the analogy with quantum mechanics one should treat z as the radial variable of a
2-dimensional quantum mechanical system.

3.4 Three-Point Function

The variation of the trilinear (in V ) term of the action

S
(3)
AdS = −εabc

2g2
5

∫
d4x

∫ ∞
ε

dz

z
e−z

2

(∂µV
a
ν )V µ,bV ν,c (3.29)

calculated on the solutions of the basic equation (3.10) gives the following result for
the 3-point correlator:

〈Jαa (p1)Jβb (−p2)Jµc (q)〉 = εabc (2π)4 2i

g2
5

δ(4)(p1 − p2 + q)

×Tαβµ(p1, p2, q)W (p1, p2, q) , (3.30)

with the dynamical part given by

W (p1, p2, q) ≡
∫ ∞
ε

dz

z
e−z

2V(p1, z)V(p2, z)V(q, z) , (3.31)

and the kinematical factor having the structure of a nonabelian three-field vertex:

Tαβµ(p1, p2, q) = ηαµ(q − p1)β − ηβµ(p2 + q)α

+ ηαβ(p1 + p2)µ . (3.32)

Incorporating the representation Eq. (3.22) for the bulk-to-boundary propagators
gives the expression

T (p2
1, p

2
2, Q

2) =
∞∑

n,k=1

fnfkFnk(Q
2)

(p2
1 −M2

n) (p2
2 −M2

k )
(3.33)
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for T (p2
1, p

2
2, Q

2) ≡ W (p1, p2, q)/g
2
5 as a sum over the poles of the bound states in the

initial and final states. In the z-integral of Eq. (3.31), the contribution of each bound
state is accompanied by its wave function ψn(z), while the q-channel is represented
by J (Q, z) = V(iQ, z). This gives the Q2-dependent coefficients

Fnk(Q
2) =

∫ ∞
0

dz

z
e−z

2J (Q, z)ψn(z)ψk(z) , (3.34)

which have the meaning of transition form factors. Note that since J (0, z) = 1, the
orthonormality relation (3.8) assures that Fnn(Q2 = 0) = 1 for diagonal transitions
and Fnk(Q

2 = 0) = 0 if n 6= k.
The factor J (Q, z) can be written as a sum of monopole contributions from the

infinite tower of vector mesons:

J (Q, z) = g5

∞∑
m=1

fmψm(z)

Q2 +M2
m

. (3.35)

This decomposition, discussed in Refs. [46, 36], directly follows from Eq. (3.22). As
a result, the form factors Fnk(Q

2) can be written in the form of a generalized VMD
representation:

Fnk(Q
2) =

∞∑
m=1

Fm,nk
1 +Q2/M2

m

, (3.36)

where the coefficients Fm,nk are given by the overlap integrals

Fm,nk =
g5fm
M2

m

∫ ∞
0

dz

z
e−z

2

ψm(z)ψn(z)ψk(z) . (3.37)

3.5 Form Factors

In terms of the Ψ wave functions of the Schrödinger equation (3.6), the form factors
are given by

Fnk(Q
2) =

∫ ∞
0

dz J (Q, z) Ψn(z) Ψk(z) , (3.38)

which looks like an expression for form factors in quantum mechanics. However,
as we discussed above, the Ψ wave functions are not direct analogues of quantum
mechanical wave functions. For such an analogy, the Φ wave functions (3.27) are
much more suitable objects. So, let us introduce form factors involving Φ wave
functions

Fnk(Q2) ≡
∫ ∞

0

dz z J (Q, z) Φn(z)Φk(z) . (3.39)

Again, since J (Q = 0, z) = 1 for all z, the normalization condition (3.28) for
the Φn(z) wave functions guarantees that the diagonal form factors Fnn(Q2) are
normalized to 1 for Q2 = 0, while the non-diagonal ones vanish when Q2 = 0. To
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establish connection with Fnk(Q
2) form factors, we use Eq. (3.27) to substitute Φ

functions by derivatives of ψ wave functions, which gives

MnMkFnk(Q2) =

∫ ∞
0

dz

z
e−z

2J (Q, z)ψ′n(z)ψ′k(z) . (3.40)

Integrating ψ′k by parts, taking into account that ψk(0) = 0 and incorporating the
eigenvalue equation (3.4) for ψn gives

MnMkFnk(Q2) = M2
nFnk(Q

2) (3.41)

−
∫ ∞

0

dz

z
e−z

2

ψ′n(z)ψk(z) ∂zJ (Q, z) .

Similarly, integrating ψ′n by parts we obtain

MnMkFnk(Q2) = M2
kFnk(Q

2) (3.42)

−
∫ ∞

0

dz

z
e−z

2

ψn(z)ψ′k(z) ∂zJ (Q, z) .

Adding these two expressions, integrating (ψnψk)
′ by parts and using the basic

equation (3.10) for J (Q, z) gives

Fnk(Q
2) =

2MnMk

Q2 +M2
n +M2

k

Fnk(Q2) . (3.43)

For the case of diagonal n→ n transitions this gives

Fnn(Q2) =
Fnn(Q2)

1 +Q2/2M2
n

, (3.44)

expression similar to that derived in Ref. [36].
Thus, we can obtain Fnk(Q

2) form factors from the basic form factors Fnk(Q2).
Note, that these form factors also have a generalized VMD representation

Fnk(Q2) =
∞∑
m=1

Fm,nk
1 +Q2/M2

m

, (3.45)

with the coefficients Fm,nk given by the overlap integrals

Fm,nk =
g5fm
M2

m

∫ ∞
0

dz z ψm(z) Φn(z) Φk(z) (3.46)

=
1

m+ 1

∫ ∞
0

dx x L1
m(x)Ln(x)Lk(x) .

For the lowest diagonal transition (i.e., for n = k = 0) we have

F00(Q2) = 2

∫ ∞
0

dz z e−z
2 J (Q, z) . (3.47)
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Incorporating the representation (3.14) for J (Q, z) and using a = Q2/4κ2, we obtain

F00(Q2) =
1

1 + a
=

1

1 +Q2/M2
0

. (3.48)

Here, we took into account that the mass of the lowest bound state (i.e., ρ−meson)
is M0 = Mρ = 2κ.

Notice, that we obtained exact vector meson dominance for F00(Q2): this form
factor is completely determined by the lowest bound state in the q-channel. The
higher states do not contribute because the overlap integral Fm,00 corresponding to
the contribution of the mth q-channel bound state vanishes for m > 0:

Fm,00 = 2

∫ ∞
0

dz z3 e−z
2

L1
m(z2) = δm0 . (3.49)

In the case of the F00(Q2) form factor, we have

F00(Q2) =
1

(1 + a)(1 + a/2)

=
2

1 +Q2/M2
0

− 1

1 +Q2/M2
1

. (3.50)

Thus, the F00(Q2) form factor is given by contributions from the lowest two q-channel
bound states. Since F00(Q2) ∼ 1/Q4 for large Q2, exact VMD is impossible for this
form factor: other resonances are needed to “conspire” to cancel their leading 1/Q2

terms at large Q2. In the soft-wall model, this cancellation is provided by just the
first excited state.

For small Q2, the form factor F S
00(Q2) has the following expansion:

F00(Q2) =

[
1− 3

2

Q2

M2
0

+
7

4

Q4

M4
0

+O(Q6)

]
. (3.51)

The Lorentz structure of the 3-point function in the soft-wall model is the same
as in the hard-wall model considered in Ref. [36], where it was shown that electric
GC , magnetic GM and quadrupole GQ form factors (for definitions, see, e.g., [42, 36])
of the nth bound state are all expressed through the Fnn(Q2) form factor:

G
(n)
Q (Q2) = −Fnn(Q2) , G

(n)
M (Q2) = 2Fnn(Q2) , (3.52)

G
(n)
C (Q2) =

(
1− Q2

6M2

)
Fnn(Q2) .

The same relations hold for the soft-wall model. As a result, small-Q2 expansion of
the electric form factor of the lowest bound state in the soft-wall model is given by

G00(Q2) =

[
1− Q2

6M2
0

]
F00(Q2)

=

[
1− 5

3

Q2

M2
0

+ 2
Q4

M4
0

+O(Q6)

]
, (3.53)
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and the electric radius for the ρ-meson in the soft-wall model is

〈r2
ρ〉S = 0.655 fm2 . (3.54)

This radius is larger than the value 〈r2
ρ〉H = 0.53 fm2 that we obtained in Ref. [36]

in the case of the hard-wall cutoff.
The radius of the nth excited state can be found from the slope of Fnn(Q2). The

latter can be calculated using Eqs. (3.7), (3.34). Defining the slope coefficient Sn by

d

dQ2
Fnn(Q2)

∣∣∣∣
Q2=0

≡ − Sn
M2

0

(3.55)

and using explicit form of Laguerre polynomials, we find

Sn =
n∑

m,l=0

Cm+1
n+1 C

l+1
n+1(−1)l+m

(m+ l + 1)!

(n+ 1)m! l!

m+l+2∑
p=1

1

p
(3.56)

(Cβ
α are binomial coefficients). A faster algorithm for numerical calculations is pro-

vided by the formula

Sn =
n∑

m=0

Cm
n C

n
m+n+1

n−m∑
k=0

Ck
n−m(−2)k

2m+k+2∑
p=1

1

p
. (3.57)

For n = 0, these expressions give the result S0 = 3/2 corresponding to Eq. (3.51).
For higher states, we have S1 = 23/12, S2 = 11/5, S3 ≈ 2.415, S10 ≈ 3.245,
S20 ≈ 3.816, S50 ≈ 4.633, S100 ≈ 5.281, S150 ≈ 5.667, S200 ≈ 5.943 . For n ≥ 2,
these values are well approximated by a simple empirical formula

Sn ≈ ln (n+ 1) +
2

3
+

5

4(n+ 1)
. (3.58)

Thus, the squared sizes of excited states increase with the excitation number
n. However, contrary to expectations of Ref. [32], the raise is only logarithmic,
〈r2
n〉S ∼ lnn rather than linear. Such an outcome is not unnatural since Eq. (3.56)

differs from the identity
n∑

m,l=0

Cm+1
n+1 C

l+1
n+1(−1)l+m

(m+ l + 1)!

(n+ 1)m! l!
= 1 (3.59)

(that follows from the normalization condition (3.9)) by the sum

m+l+2∑
p=1

1

p

∣∣∣∣∣
m+l→∞

∼ ln (m+ l + 2) (3.60)

which has a logarithmic behavior for large m+ l, and for large n it may be approxi-
mated by lnn for the bulk of m, l values. However, it would be interesting to derive
a formal proof.

It should be noted, that in the hard-wall model , the slope of Fnn(Q2) at Q2 = 0
decreases with n. For the lowest state, the value SH1 = 1.192 was found in Ref. [36].
For higher radial excitations, we have SH2 = 0.877, SH3 = 0.833, SH10 = 0.806,
SH20 = 0.804, SH100 = 0.803, i.e., 〈r2

n〉H tends to a constant value as n→∞.
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Figure 3.1: Q2-multiplied ρ-meson form factor F00(Q2) (displayed in GeV2) as a
function of Q2 (given in GeV2) in hard-wall (upper line, red online) and soft-wall
(lower line, blue online) models.

3.6 Comparison with Hard-Wall Model

Note that in the hard-wall model considered in Ref. [36], all the q-channel states give
nonzero contributions to F00(Q2). In fact, it is strongly dominated by two lowest
q-channel states. The role of the first excitation in the hard-wall model is especially
important for large Q2: it gives asymptotically 2.061M2

ρ/Q
2 while the lowest state

contributes only 0.619M2
ρ/Q

2.
It should also be mentioned that in both models F00(Q2) has∼ 1/Q2 behavior for

large Q2. However, the normalization of the asymptotic behavior in hard-wall model
is much larger than in soft-wall model: FH00(Q2)→ 2.566M2

ρ/Q
2, while FS

00(Q2)→
M2

ρ/Q
2.

As discussed in Refs. [35, 36], to calculate the large-Q2 behavior of FH00(Q2), one
should take the large-Q2 limit of J H(Q, z), which is given by zQK1(zQ) ≡ K(Qz),
the free-field version of the nonnormalizable mode. Asymptotically, it behaves like
e−Qz, so only small values of z are important in the relevant integral. As a result,

FH00(Q2)→ |Φ
H
0 (0)|2

Q2

∫ ∞
0

dχχ2K1(χ) =
2 |ΦH

0 (0)|2

Q2
, (3.61)

i.e., the large-Q2 behavior of FH
00(Q2) is determined by the value of the Φ wave

function at the origin, which is given by

ΦH
0 (0) =

√
2Mρ

γ0,1J1(γ0,1)
≈ 1.133Mρ . (3.62)
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The nonnormalizable mode J S(Q, z) of the soft-wall model should also convert into
K(Qz) when Q2 is large. To see this directly, we compare the integral representation

K(Qz) = z2

∫ 1

0

dx

(1− x)2
exp

[
−(1− x)Q2

4x
− x z2

1− x

]
(3.63)

for K(Qz) and the representation

J S(Q, z) = z2

∫ 1

0

dx

(1− x)2
exp

[
−Q

2

4
ln

(
1

x

)
− x z2

1− x

]
(3.64)

for J S(Q, z) following from Eq. (3.14). For large Q2, both integrals are dominated
by the region where 1− x ∼ 2zκ2/Q. Then both (1 − x)/x and ln(1/x) may be
approximated by (1−x). Thus, large-Q2 behavior of J S(Q, z) coincides with that of
K(Qz), and Eq. (3.61) is applicable in soft-wall model as well, with the normalization
of the asymptotically leading term determined by the value of ΦS

0(z) at the origin,
which is

ΦS
0(0) = Mρ/

√
2 ≈ 0.707Mρ . (3.65)

Hence, it is the difference in the values of Φ wave functions at the origin that explains
the difference in the asymptotic normalization of F00(Q2) in these two models.

The difference in the values of Φ(0) leads also to difference in the values of
coupling constants fn related to Φn(0) by

fn = Φn(0)Mn/g5 . (3.66)

The constant g5 is determined by matching the asymptotic behavior

ΣAdS(p2)→ − p2

2g2
5

ln(p2) (3.67)

of the two-point function ΣAdS(p2) given by Eq. (3.20) with the QCD result for the
correlator of the vector currents Jµ = d̄γµu having quantum numbers of the ρ+

meson. Since

ΣQCD(p2)→ − Nc

12π2
p2 ln(p2) , (3.68)

we have
g5 =

√
2π (3.69)

for Nc = 3. This gives

fS
ρ =

M2
ρ

2π
≈ (309 MeV)2 (3.70)

for the ρ coupling constant in the soft-wall model, and

fH
ρ =

M2
ρ

πγ0,1J1(γ0,1)
≈ (392 MeV)2 (3.71)
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in the hard-wall model †. The experimental value [22]

f exp
ρ = (401± 4 MeV)2 (3.72)

is very close to the hard-wall model result, and in this respect the hard-wall model
is more successful. It may be also noted that, unlike the value 〈r2

ρ〉S = 0.655 fm2 in

Eq. (4.5), the hard-wall model result 〈r2
ρ〉H = 0.53 fm2 for the ρ-meson charge radius

obtained in our paper [36] practically coincides both with the Dyson-Schwinger
model result of Ref.[43] and lattice gauge calculation reported in Ref. [44].

It is also instructive to consider the modified coupling gρ ≡ fρ/Mρ that has the
dimension of mass, and determines the asymptotical behavior of the form factor.
Its value in the soft-wall model

gS
ρ =

Mρ

2π
≈ 123 MeV (3.73)

is close to the experimental value of the pion decay constant fπ ≈ 131 MeV. More-
over, the pure ρ-pole result (4.65) is close to the experimental data on the pion form
factor. So, it is tempting to take for the pion the same wave functions that were
obtained in the ρ-meson case and use Eq. (4.65) as a model for the pion form factor.
This was done in the paper [49] (that appeared after we submitted the original ver-
sion [37] of the present paper to the arxive). Taking κ = 375 MeV (which is slightly
smaller than mρ/2), the authors obtained good agreement of the 1/(1 + Q2/4κ2)
curve with the pion form factor data (though the value of f 2

π is then about 30%
below the experimental one). However, within the model of Refs. [26, 28, 32], which
we follow here, the analysis of the axial-vector current channel requires the inclu-
sion of chiral symmetry breaking effects absent in the vector current channel. As a
result, wave function equations for the pion are completely different from those for
the ρ-meson. We discuss the pion form factor in a separate publication [38].

3.7 Summary

In the present chapter, we studied wave functions and form factors of vector mesons
within the framework of the soft-wall model [32] which produces a more realistic
spectrum for higher excited mesons [45] than the hard-wall model of Refs. [26, 27,
28]. Our analysis uses the approach similar to that we developed in Ref. [36] in
application to the hard-wall model.

An essential element of our study of the soft-wall model is the integral represen-
tation, which we found for the bulk-to-boundary propagator V(p, z). It allows to
write V(p, z) as an explicit expansion over bound state poles. In this sense, it plays
the same role as the Kneser-Sommerfeld expansion that we used in our study [36]
of the hard-wall model.

†The hard-wall model result F
1/2
ρ ≈ 329 MeV presented in Ref. [26] corresponds to the

(ūγµu − d̄γµd)/2 current which differs by
√

2 from the current (ūγµu − d̄γµd)/
√

2 that has the
same normalization as d̄γµu.
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The pole expansion of V(p, z) involves “ψ wave functions” that describe z-
dependence of a particular pole contribution and are eigenfunctions of the 5D equa-
tion of motion. However, since ψn(z) wave functions are not direct analogues of
the usual quantum-mechanical wave functions, we introduced “Φ wave functions”
resembling wave functions of oscillator states in quantum mechanics. In particular,
the values of these functions at the origin give the couplings g5fn/Mn of the bound
states, and these functions exponentially decrease with z2.

Analyzing the three-point function, we obtained expressions for transition form
factors both in terms of the ψ wave functions and the “more physical” Φ wave func-
tions. We demonstrated that, just like in the hard-wall model, the form factors can
be written in the form of generalized vector meson dominance representation, i.e.,
as a sum over all bound states in the channel of electromagnetic current (this result
confirms the claim [46] that generalized VMD is a common feature of AdS/QCD
models).

We derived an explicit expression for ρ-meson form factors, and analyzed their
behavior in the regions of small and large Q2. In particular, we calculated the ρ-
meson electric radius in the soft-wall model, and found that it is larger than in the
hard-wall model (the latter agrees with calculations in Dyson-Schwinger model [43]
and lattice QCD [44]). Our calculation also demonstrated that the squared radii
of higher excited states increase with n, the number of the radially excited level.
However, contrary to expectations of Ref. [32], the increase is only logarithmic rather
than linear. Another result is that, in the soft-wall model, the ρ-meson form factor
Fρ(Q2) (corresponding to the overlap of the Φ wave functions) exhibits an exact
VMD pattern, i.e., it is given by a single monopole term due to the lowest bound
state in the Q2-channel. In the case of the ρ-meson form factor Fρ(Q

2) (that is
given by the overlap of the ψ-wave functions), we found a two-resonance dominance
pattern, where just two lowest bound states in the Q2-channel contribute.

Analyzing the large-Q2 behavior of the Fρ(Q2) form factor (given by exact ρ-pole
VMD), we established that its asymptotic normalization in the soft-wall model is
much lower (by factor 2.566) than that of the hard-wall model. This difference is
explained by essentially lower value of the soft-wall model Φ wave function at the
origin.

Finally, we calculated the ρ-meson coupling constant fρ both in the soft-wall and
hard-wall models, and found that the experimental value is closer to the hard-wall
model result.

38



Chapter 4

Massless Pion in Holographic
Model of QCD

4.1 Introduction

In general, the vector sector is less sensitive to infrared (IR) effects, since global
vector symmetry is not broken in QCD. However, the axial-vector sector appears to
be very sensitive to the particular way the chiral symmetry is broken or, in other
words, to the bulk content and the shape of the IR wall [32]. In this respect, one of
the interesting objects to study in the holographic dual models of QCD is the pion.
The properties of the pion have been studied in various holographic approaches,
(see e.g. Refs. [25, 26, 28, 58, 104, 29, 105, 108, 111, 30, 35]). In particular, the
approach of Ref. [26] (see also recent papers [105, 108, 111]) managed to reproduce
the (Gell-Mann–Oakes–Renner) relation m2

π ∼ mq between the quark mass mq and
mass of the pion mπ and also the gρππ coupling (the coupling between ρ meson
and two pions). In Ref. [28], the solution of the pion wave-function equation was
explicitly written for the mq = 0 limit.

In this chapter∗, working in the framework of the hard-wall model, we describe
a formalism to calculate the form factor and wave functions (and also the density
function) of the pion (see also [59]). Since the fits of Ref. [26] give a very small
mq ∼ 2 MeV value for the explicit chiral symmetry breaking parameter mq, we
consider only the chiral limit mq = 0 of the hard-wall holographic dual model of
two-flavor QCD. Resorting to the chiral limit allows us to utilize one of the main
advantages of AdS/QCD - the possibility to work with explicit analytic solutions
of the basic equations of motion. Expressing the pion form factor in terms of these
solutions, we are able, in particular, to extract and analyze the behavior of the
pion electric radius in various regions of the holographic parameters space. On the
numerical side, we come to the conclusion that the radius of the pion is smaller than
what is known from experiment. However, we suggest that, as in case of the radius
of the ρ meson, smoothing the IR wall may increase the pion radius.

In our analysis, we introduce and systematically use two types of holographic

∗The main results from the Ref. [38] are printed by permission from the APS, see Appendix.
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wave functions Φ(z) and Ψ(z), which are conjugate to each other and basically
similar to the analogous objects introduced in our papers [36, 37], where we studied
vector mesons.

We start with recalling the basics of the hard-wall model in the axial sector and
some results obtained in Ref. [26], in particular, the form of the relevant action,
the eigenvalue equations for bound states and their solutions. Then, we describe a
formalism for calculating the pion form factor and express it in terms of the two
wave functions mentioned above. We also discuss the relation of our AdS/QCD
results to experimental data. Furthermore, we express the values of the pion decay
constant and the pion charge radius in terms of the fundamental parameters of the
theory and study their behavior in different regions of the parametric space. At the
end, we study the behavior of the pion form factor at large momentum transfer.
Finally, we summarize the chapter.

4.2 Preliminaries

In the holographic model of hadrons, QCD resonances correspond to Kaluza-Klein
(KK) excitations in the sliced AdS5 background. In particular, vector mesons cor-
respond to the KK modes of the transverse vector gauge field in this background.
Since the gauge symmetry in the vector sector of the hard-wall model is not bro-
ken, the longitudinal component of the vector gauge field is unphysical, and only
transverse components correspond to physical mesons. Similarly, the axial-vector
mesons are the modes of the transverse part of the axial-vector gauge field. How-
ever, because the axial-vector gauge symmetry is broken in the 5D background, the
longitudinal components have physical meaning and are related to the pion field.
This should be taken into account if we want to treat the pion in a consistent way.

4.2.1 Action and Equations of Motion

The standard prescription of the holographic model is that there is a correspondence
between the 4D vector and axial-vector currents and the corresponding 5D gauge
fields:

JaV µ(x) = q̄(x)γµt
aq(x)→ V a

µ (x, z) (4.1)

JaAµ(x) = q̄(x)γµγ5t
aq(x)→ Aaµ(x, z) ,

where ta = σa/2, (a = 1, 2, 3 and σa are usual Pauli matrices).
In general, one can write A = A⊥ + A‖, where A⊥ and A‖ are transverse

and longitudinal components of the axial-vector field. The spontaneous symme-
try breaking causes A‖ to be physical and associated with the Goldstone boson,
the pion in this case. The longitudinal component may be written in the form:
AaM‖(x, z) = ∂Mψ

a(x, z). Then ψa(x, z) corresponds to the pion field. Physics of the
axial-vector and pseudoscalar sectors is described by the action

SAAdS = Tr

∫
d4x dz

[
1

z3
(DMX)†(DMX) +

3

z5
X†X − 1

4g2
5z
AMNAMN

]
, (4.2)
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where DX = ∂X − iALX + iXAR, (AL(R) = V ±A) and X(x, z) = v(z)U(x, z)/2 is
taken as a product of the chiral field U(x, z) = exp (2itaπa(x, z)) and the function
v(z) = mqz + σz3 containing the chiral symmetry breaking parameters mq and σ,
with mq playing the role of the quark mass and σ that of the quark condensate.
Expanding U(x, z) in powers of πa gives the relevant piece of the action

S
A (2)
AdS = Tr

∫
d4x dz

[
− 1

4g2
5z
AMNAMN +

v2(z)

2z3
(AaM − ∂Mπa)2

]
. (4.3)

This Higgs-like mechanism breaks the axial-vector gauge symmetry by bringing a
z-dependent mass term in the A-part of the lagrangian. Varying the action with
respect to the transverse part of the axial-vector gauge field Aa⊥µ(x, z) and represent-

ing the Fourier image of Aa⊥µ(x, z) as Ãa⊥µ(p, z) we will get the following equation of
motion [

z3∂z

(
1

z
∂zÃ

a
µ

)
+ p2z2Ãaµ − g2

5v
2Ãaµ

]
⊥

= 0 , (4.4)

that determines physics of the axial-vector mesons, like A1. The axial-vector bulk-to-
boundary propagator A(p, z) is introduced by the relation Ãa⊥µ(p, z) = A(p, z)Aaµ(p).
It satisfies Eq. (4.4) with boundary conditions (b.c.) A(p, 0) = 1 and A′(p, z0) = 0.
Similarly, variation with respect to the longitudinal component ∂µψ

a gives

z3∂z

(
1

z
∂zψ

a

)
− g2

5v
2 (ψa − πa) = 0 . (4.5)

Finally, varying with respect to Az produces

p2z2∂zψ
a − g2

5v
2∂zπ

a = 0 . (4.6)

The pion wave function is determined from Eqs. (4.5) and (4.6) with b.c. ∂zψ(z0) =
0, ψ(ε) = 0 and π(ε) = 0.

Within the framework of the model of Ref. [26], it is possible to derive the Gell-
Mann–Oakes–Renner relation m2

π ∼ mq producing massless pion in the mq = 0
limit. Taking p2 = m2

π in Eq. (4.6) gives

∂zπ =
m2
πz

2

g2
5v

2
∂zψ . (4.7)

A perturbative solution in the form of m2
π expansion was proposed in Ref [26], with

ψ(z) = A(0, z) − 1 in the lowest order. Then it was shown that, in the mq → 0
limit, π(z) tends to −θ(z− z0) or, roughly speaking, π = −1 in this limit. Since our
goal is to calculate the pion form factor in the chiral limit, this approximation will
be sufficient for us.
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4.2.2 Two-Point Function

The spectrum in the axial-current channel consists of the pseudoscalar pion 〈0|JαA|π(p)〉 =
ifπp

α and axial-vector mesons 〈0|JαA|An(p, s)〉 = FA,nε
α
n(p, s), where FA,n corre-

sponds to the nth axial-vector meson decay constant (and we ignored the flavor
indexes). Thus, the two-point function for the axial-vector currents has the form:

〈 JαA(p)JβA(−p) 〉 = pαpβ
f 2
π

p2
+
∑
n

Παβ
n (p)

F 2
A,n

p2 −M2
A,n

. (4.8)

where the meson polarization tensor is given by

Παβ
n (p) =

∑
s

εαn(p, s)εβn(p, s) = −ηαβ +
pαpβ

M2
A,n

. (4.9)

The representation for the two-point function can be also written as

〈 JαA(p)JβA(−p) 〉 = pαpβ
f 2
π

p2
+

(
−ηαβ +

pαpβ

p2

)∑
n

F 2
A,n

p2 −M2
A,n

+ (nonpole terms),

(4.10)

in which the second term on the rhs is explicitly transverse to p.
As noted in Ref. [26], using holographic correspondence one can relate the two-

point function to [∂zA(p, z)/z]z=0 and derive that

f 2
π = − 1

g2
5

(
1

z
∂zA(0, z)

)
z=ε→0

. (4.11)

For large spacelike p2, Eq. (4.4) gives the same solution as in case of vector mesons,
and the same asymptotic logarithmic behavior, just as expected from QCD.

4.2.3 Pion Wave Functions

The longitudinal component of the axial-vector gauge field was defined as A‖ = ∂ψ.
In the chiral limit, when p2 = m2

π = 0, we have ∂zπ = 0, and the basic equation for
ψ, Eq. (4.5) can be rewritten as the equation

z3∂z

(
1

z
∂zΨ

)
− g2

5v
2Ψ = 0 (4.12)

for the function Ψ ≡ ψ − π. In the chiral limit, when π(z)→ −1, the value of Ψ(ε)
tends to 1 as ε → 0. This value and the b.c. Ψ′(z0) = 0 are the same as those for
A(p, z) and, furthermore, Eq. (4.12) coincides with the p2 = 0 version of equation
(4.4) for A(p, z). Hence, the solution for Ψ(z) coincides with A(0, z):

Ψ(z) = A(0, z) , (4.13)
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and we may write

f 2
π = − 1

g2
5

(
1

z
∂zΨ(z)

)
z=ε→0

. (4.14)

In our analysis of ρ-meson wave functions in Refs. [36, 37], we emphasized that it
makes sense to consider also the conjugate functions Φ(z) ∼ Ψ′(z)/z of the corre-
sponding Sturm-Liouville equation. As we observed, they are closer in their struc-
ture to the usual quantum mechanical bound state wave functions than the solutions
of the original equation. In the pion case, it is convenient to define the Φ function
as

Φ(z) = − 1

g2
5f

2
π

(
1

z
∂zΨ(z)

)
. (4.15)

It vanishes at the IR boundary z = z0 and, according to Eq. (4.11), is normalized
as

Φ(0) = 1 (4.16)

at the origin. Note also that using Eq. (4.12) we can express Ψ as derivative of Φ:

Ψ(z) = −f
2
π z

3

v2
∂zΦ(z) . (4.17)

4.3 Pion Electromagnetic Form Factor

4.3.1 Three-Point Function

To obtain the pion form factor, we need to consider three-point correlation functions.
The correlator should include the external EM current Jelµ (0) and currents having

nonzero projection onto the pion states, e.g. the axial currents Ja5α(x1), Ja†5β(x2)

Tµαβ(p1, p2) =

∫
d4x1

∫
d4x2 e

ip1x1−ip2x2 〈0|T J†5β(x2)Jel
µ (0)J5α(x1)|0〉 , (4.18)

where p1, p2 are the corresponding momenta, with the momentum transfer carried by
the EM source being q = p2−p1 (as usual, we denote q2 = −Q2, Q2 > 0). The spec-
tral representation for the three-point function is a two-dimensional generalization
of Eq. (4.8)

T µαβ(p1, p2) = pα1p
β
2 (p1 + p2)µ

f 2
π Fπ(Q2)

p2
1p

2
2

+
∑
n,m

(transverse terms) + (nonpole terms),

(4.19)

where the first term, longitudinal both with respect to pα1 and pβ2 contains the pion
electromagnetic form factor Fπ(Q2)

〈π(p1)|Jelµ (0)|π(p2)〉 = Fπ(q2)(p1 + p2)µ , (4.20)
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(normalized by Fπ(0) = 1), while other pole terms contain the contributions involv-
ing axial-vector mesons and are transverse either with respect to pα1 or pβ2 , or both.
Hence, the pion form factor can be extracted from the three-point function using

p1αp2βT µαβ(p1, p2)|p21=0,p22=0 = (p1 + p2)µf 2
π Fπ(Q2) . (4.21)

4.3.2 Trilinear Terms in F 2 Part of Action

To obtain the form factor from the holographic model, we need the action of the
third order in the fields. There are two types of terms contributing to the pion
electromagnetic form factor: |DX|2 term and F 2 terms. Let us consider first the
contribution from F 2 terms. They contain V V V , V AA and AV A interactions and
may be written as

SF
2

AdS|3 =
i

g2
5

Tr

∫
d4x dz

1

z

(
VMN [V M , V N ] + VMN [AM , AN ] + AMN [V M , AN ]

)
,

(4.22)

where VMN = ∂MVN − ∂NVM and AMN = ∂MAN − ∂NAM . Taking Vz = Az = 0
gauge, we pick out the part of the action which is contributing to the 3-point function
〈J5αJµJ5β〉:

W3 =
i

g2
5

Tr

∫
d4x dz

1

z
(Vµν [A

µ, Aν ] + Aµν [V
µ, Aν ]) . (4.23)

Introducing Fourier transforms of fields, we define, as usual, Vµ(q, z) = Ṽµ(q)V(q, z)
for the vector field, where Ṽµ(q) is the Fourier transform of the 4-dimensional field
Vµ(x) and V(q, z) is the bulk-to-boundary propagator satisfying the equation

z ∂z

(
1

z
∂zV(q, z)

)
+ q2 V(q, z) = 0 (4.24)

with b.c. V(q, 0) = 1 and ∂zV(q, z0) = 0. It can be written as the sum

V(q, z) = g5

∞∑
m=1

fmψ
V
m(z)

−q2 +M2
m

(4.25)

involving all the bound states in the q-channel, with Mm being the mass of the mth
bound state and ψVm(z) its wave function given by a solution of the basic equation
of motion in the vector sector.

The projection (4.21) picks out only the longitudinal part A‖µ(p, z) of the axial-
vector field. Taking into account that Aa‖µ(x, z) = ∂µψ(x, z), we may write

Aa‖µ(p, z) = ipµψ
a(p, z) , (4.26)

where Aa‖µ(p, z) and ψa(p, z) are the Fourier transforms of Aa‖µ(x, z) and ψ(x, z),
respectively. Furthermore, there is only one particle in the expansion over bound
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state in this case, namely, the massless pion. Thus, we have Aa‖µ(p, z) = Ãa‖µ(p)ψ(z)
and, therefore,

ψa(p, z) = −ip
α

p2
Ãa‖α(p)ψ(z) . (4.27)

This allows us to rewrite Aa‖µ(p, z) in the form

Aa‖µ(p, z) =
pαpµ
p2

Ãa‖α(p)ψ(z) (4.28)

involving the longitudinal projector pαpµ/p
2 and the pion wave function ψ(z), which

is the solution of the basic equation (4.5). Using this representation and making
Fourier transform of W3 gives

W3 = − 1

2g2
5

εabc

∫
d4u d4v d4w

(2π)12
i(2π)4δ(4)(u+ v + w)

uµvνuαvβ

u2v2
(4.29)

Ãb‖α(u)Ãc‖β(v)
[
wµṼ

a
ν (w)− wνṼ a

µ (w)
] ∫ z0

ε

dz
1

z
V(w, z)ψ2(z)

(notice that the second term in Eq.(4.23) vanishes for longitudinal axial-vector
fields). Varying this functional with respect to sources produces the following 3-
point function:

〈JµV,a(q)J
α
‖A,b(p1)Jβ‖A,c(−p2)〉 = −i(2π)4δ(4)(q + p1 − p2) εabc

pα1p
β
2

p2
1p

2
2

(p1 + p2)µ

× 1

2g2
5

q2

∫ z0

ε

dz
1

z
V(q, z)ψ2(z) , (4.30)

where, anticipating the limit p2
1 → 0, p2

2 → 0, we took (p1q) = −(p2q) = −q2/2 in the
numerator factors. Now, representing 〈JµV,a(q)Jα‖A,b(p1)Jβ‖A,c(−p2)〉 = i(2π)4δ(4)(q +

p1 − p2) εabcT µαβ(p1, p2) and applying the projection suggested by Eq. (4.21), we
will have

lim
p21→0

lim
p22→0

p1αp2βT µαβ(p1, p2) =
1

2g2
5

(p1 + p2)µQ2J(Q) , (4.31)

where J(Q) is the dynamic factor given by the convolution

J(Q) =

∫ z0

ε

dz

z
J (Q, z)ψ2(z) . (4.32)

4.3.3 Dynamic Factor and Wave Functions

The vector bulk-to-boundary propagator J (Q, z) ≡ V(iQ, z) for spacelike momenta,
entering into the dynamic factor J(Q), satisfies the equation

z ∂z

(
1

z
∂zJ (Q, z)

)
= Q2 J (Q, z) (4.33)
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with b.c. J (Q, 0) = 1 and ∂zJ (Q, z0) = 0. Its explicit form is given by

J (Q, z) = Qz

[
K1(Qz) + I1(Qz)

K0(Qz0)

I0(Qz0)

]
. (4.34)

One can easily see that J (0, z) = 1. Combining all the factors, we get

f 2
πF

(F 2)
π (Q2) =

1

2g2
5

Q2

∫ z0

0

dz

z
J (Q, z)ψ2(z) . (4.35)

Integrating by parts and using equations of motion both for J and ψ gives

F (F 2)
π (Q2) =

1

g2
5f

2
π

∫ z0

0

dz z J (Q, z)

[(
∂zψ

z

)2

+
g2

5v
2

z4
ψ (ψ − π)

]
. (4.36)

We need also to add the V ππ contribution from the |DX|2 term of the AdS action
(5.1). It is generated by

S
|DX|2
AdS |V ππ = εabc

∫
d4x dz

[
v2(z)

z3
(AaM − ∂Mπa) πb V cM

]
, (4.37)

and its inclusion changes ψ(ψ− π) into (ψ− π)2 in Eq. (4.36). The total result (see
also Ref. [26]) may be now conveniently expressed in terms of the Ψ ≡ ψ − π wave
function

Fπ(Q2) =
1

g2
5f

2
π

∫ z0

0

dz z J (Q, z)

[(
∂zΨ

z

)2

+
g2

5v
2

z4
Ψ2(z)

]
. (4.38)

Using equation of motion for Ψ(z), one can see that the expression in square brackets
coincides with

1

z
∂z

(
Ψ(z)

1

z
∂zΨ(z)

)
= −g2

5f
2
π

1

z
∂z

(
Ψ(z) Φ(z)

)
,

and write the form factor as

Fπ(Q2) = −
∫ z0

0

dz J (Q, z) ∂z

(
Ψ(z) Φ(z)

)
. (4.39)

This representation allows one to easily check the normalization

Fπ(0) = −
∫ z0

0

dz ∂z

(
Ψ(z) Φ(z)

)
= Ψ(0) Φ(0) = 1 , (4.40)

where we took into account that J (0, z) = 1 and Φ(z0) = 0. We can also represent
our result for the pion form factor as

Fπ(Q2) =

∫ z0

0

dz z J (Q, z)

[
g2

5f
2
πΦ2(z) +

σ2

f 2
π

z2 Ψ2(z)

]
≡
∫ z0

0

dz z J (Q, z) ρ(z) ,

(4.41)
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and interpret the function ρ(z) as the radial distribution density, as was done in
Refs. [36, 37]. Note that keeping only the first term in square brackets gives an
expression similar to our result [36] for the ρ-meson form factor

F11(Q2) =

∫ z0

0

dz z J (Q, z) |φ1(z)|2 (4.42)

in terms of the function φ1 conjugate to the solution of the basic equation of motion.
The value of φ1(z) at the origin is proportional to the ρ-meson decay constant
fρ/mρ ≡ gρ (experimentally, gexp

ρ ≈ 207 MeV [48]), namely, φ1(0) = g5 gρ. Thus, the
pion wave function g5fπΦ(z) ≡ φπ(z) is a direct analog of the ρ-meson wave function
φ1(z). The main difference is that, in the pion case, there is also the second term
in the form factor expression. The latter, in fact, is necessary to secure correct
normalization of the form factor at Q2 = 0. In Eq. (4.38), this term is written in
terms of the Ψ(z) wave function, but using Eq. (4.17) we can rewrite it also in terms
of Φ(z) or φπ(z):

ρ(z) = φ2
π (z) +

1

g2
5σ

2

(
1

z2
∂zφπ(z)

)2

. (4.43)

4.4 Wave Functions and Form Factor

4.4.1 Structure of Pion Wave Functions

Explicit form of the Ψ wave function follows from the solution of Eq. (4.12):

Ψ(z) = z Γ [2/3]
(α

2

)1/3
[
I−1/3

(
αz3
)
− I1/3

(
αz3
) I2/3 (αz3

0)

I−2/3 (αz3
0)

]
, (4.44)

where α = g5σ/3 ≈ 1.481σ (recall that g5 =
√

2π, see e.g. Ref.[37]). As a result,
Φ(z) is given by

Φ(z) = − 1

g2
5f

2
π

(
1

z
∂zΨ(z)

)
(4.45)

=
3 z2

g2
5f

2
π

Γ [2/3]

(
α4

2

)1/3 [
−I2/3

(
αz3
)

+ I−2/3

(
αz3
) I2/3 (αz3

0)

I−2/3 (αz3
0)

]
.

This formula, combined with Eq. (4.16), establishes the relation

f 2
π = 3 · 21/3 Γ[2/3]

Γ[1/3]

I2/3 (αz3
0)

I−2/3 (αz3
0)

α2/3

g2
5

(4.46)

for fπ in terms of the condensate parameter α and the confinement radius z0. Since
σ appears in the solutions only through α, we will use α in what follows. Note also
that α1/3 ≈ 1.14σ1/3.
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Realizing that the equations of motion for the vector sector in this holographic
model are not affected by the chiral symmetry-breaking effects expressed through the
function v(z), it is natural to set the value of z0 from the vector sector spectrum, i.e.,
by the ρ-meson mass. The numerical value of z0 (call it zρ0) is then zρ0 ≈ 1/323 MeV.
As given by Eq. (4.46), fπ looks like a rather complicated function of two scales, z0

and α. Note, however, that the ratio I2/3(a)/I−2/3(a) is very close to 1 for a & 2 and
practically indistinguishable from 1 for a & 3. Hence, for sufficiently large values of
the confinement radius, z0 & 1/α1/3, the value of fπ is determined by the value of α
alone. This limiting value of fπ is given by

fπ|z0→∞ = 21/6 α
1/3

g5

√
3Γ[2/3]

Γ[1/3]
=

31/2

21/3π

√
Γ[2/3]

Γ[1/3]
α1/3 ≈ α1/3

3.21
. (4.47)

Requiring that fπ|z0→∞ coincides with the experimental value, fπ ≈ 131 MeV, one
should take α1/3 ≈ 420 MeV. For such α, the value of 1/α1/3 is close to zρ0 , i.e., we
are in the region αz3

0 ∼ 1 and we may expect that, even if we use exact formula
(4.46) with z0 = zρ0 , the value of fπ would not change much. Indeed, to get fπ ≈
131 MeV from Eq. (4.46) for 1/z0 = 323 MeV, we should take α1/3 ≈ 424 MeV ≡
α

1/3
0 . Thus, in this range of parameters, the value of fπ is practically in one-to-one

correspondence with the value of α. It is convenient to introduce a dimensionless
variable

a ≡ αz3
0 =

1

3
g5σz

3
0 . (4.48)

Then the values α
1/3
0 = 424 MeV and 1/zρ0 = 323 MeV correspond to a = 2.26 ≡ a0.

As one can see from Fig.(4.1), the dependence of fπ is practically flat for a & 2.
The confinement radius z0 presents a natural scale to measure length, so it makes

sense to rewrite the form factor formula (4.38) as an integral over the dimensionless
variable ζ ≡ z/z0:

Fπ(Q2) = 3

∫ 1

0

dζ ζ J (Q, ζ, z0)

[
n(a)ϕ2(ζ, a) +

a2ζ2

n(a)
ψ2(ζ, a)

]
(4.49)

≡
∫ 1

0

dζ ζ J (Q, ζ, z0) ρ(ζ, a) ,

where the mass scale α is reflected by the dimensionless parameter a. The factor
n(a) takes care of the correct normalization of the form factor. It is given by

n(a) = 21/3 a2/3 Γ[2/3]

Γ[1/3]

I2/3(a)

I−2/3(a)
. (4.50)

For small a, it may be approximated by 3
4
a2. For large a, using the fact that

I2/3(a)/I−2/3(a) is very close to 1 for a & 2, we may approximate n(a) ≈ 0.637 a2/3

in this region. In terms of n(a), the pion decay constant can be written as

fπ =
1

πa1/3

√
3

2
n(a)α1/3 . (4.51)
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Figure 4.1: Pion decay constant fπ as a function of a for fixed α1/3 = 424 MeV.

For large a, this gives

fπ
∣∣
a&2
≈ 0.311α1/3 . (4.52)

For small a, we have

fπ

∣∣∣∣
a.1

=
3 a2/3

2
√

2π
α1/3 + . . . ≈ 0.338αz2

0 = 0.338
a

z0

. (4.53)

The functions ϕ(ζ, a), ψ(ζ, a) are just the Φ and Ψ wave functions written in ζ
and a variables. For a = 0, the limiting forms are ϕ(ζ, 0) = 1− ζ4 and ψ(ζ, 0) = 1.
As a increases, both functions become more and more narrow (see Fig.4.3).

For density, we have ρ(ζ, a = 0) = 4ζ2 in the a→ 0 limit, a function that vanishes
at the origin (see Fig.(4.4)). For nonzero a, the value of ρ(ζ = 0, a) monotonically
increases with a, and the function itself narrows.

The increase of ρ(ζ = 0, a) with a is generated by the monotonically increasing
function n(a). It is interesting to compare the pion density ρ(ζ, 2.26) (taken at the
“experimental” value a = 2.26) with the ρ-meson density ρρ(ζ) of Ref. [36]. These
densities are rather close for ζ > 0.5, but strongly differ for small ζ. In particular,
the ρ-meson density is more than two times larger for ζ = 0, which corresponds to
the hard-wall model result that gρ is essentially larger than fπ.

4.4.2 Pion Charge Radius

It is interesting to investigate how well these values z0 = 1/323 MeV and α =
(424 MeV)3 describe another important low-energy characteristic of the pion – its
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charge radius. Using the Q2-expansion of the vector source [36]

J (Q, ζ, z0) = 1− Q2

4
z2

0 ζ
2 [1− 2 ln ζ] + . . . (4.54)

and an explicit form of the density

ρ(ζ, a) =
3

2
Γ(1/3) Γ(2/3) a2ζ4

[(
ν(a) I−2/3(aζ3)−

I2/3(aζ3)

ν(a)

)2

(4.55)

+

(
I−1/3(aζ3)

ν(a)
− ν(a)I1/3(aζ3)

)2]
,

where ν(a) ≡
√
I2/3(a)/I−2/3(a), we obtain for the pion charge radius:

〈r2
π〉 =

3

2
z2

0

∫ 1

0

dζ ζ3

[
1− 2 ln ζ

]
ρ(ζ, a) =

4

3
z2

0

{
1− a2

4
+O(a4)

}
. (4.56)

Hence, for fixed z0 and small a, when α � 1/z3
0 , the pion radius is basically

determined by the confinement scale z0. In particular, 〈r2
π〉 = 4

3
z2

0 for α = 0.
Numerically, taking z0 = zρ0 ≈ 1/323 MeV = 0.619 fm, we obtain 〈r2

π〉 = 0.51 fm2.
This result is very close to the value 〈r2

ρ〉C ≈ 0.53 fm2 that we obtained in the hard-
wall model for the ρ-meson electric radius determined in [36] from the slope of the
GC(Q2) form factor. However, since GC(Q2) involves kinematic-type terms Q2/m2

ρ,
it seems more appropriate to compare Fπ(Q2) with the F11(Q2) form factor (4.42)
given directly by a wave function overlap integral. The slope of F11(Q2) is smaller
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Figure 4.3: Functions ϕ(ζ, a) (top) and ψ(ζ, a) (bottom) for several values of a:
a = 0 (uppermost lines), a = 1, a = 2.26, a = 5, a = 10 (lowermost lines).

than that of GC(Q2), and the corresponding radius is also smaller: 〈r2
ρ〉F = 0.27 fm2.

Thus, for α = 0, the pion r.m.s. radius is about 1.4 times larger than the ρ-meson
size determined by 〈r2

ρ〉
1/2
F .

With the increase of α, the pion becomes smaller (see Fig.4.5). The experimental
value of 0.45 fm2 [48] is reached for a ∼ 0.9. However, the corresponding value
fπ ≈ 80 MeV is too small. If we take a = a0 = 2.26, then 〈r2

π〉 = 0.34 fm2. Thus,
if we insist on using z0 = zρ0 dictated by the hard-wall model calculation of the
ρ-meson mass, and the value of α producing the experimental fπ (note that then
α−2/3 ≈ 0.222 fm2), the pion radius is smaller than the experimental value. In linear
units, the difference, in fact, does not look very drastic: just 0.58 fm instead of 0.66
fm. Given that the hard-wall model for confinement is rather crude, the agreement
may be considered as encouraging. Furthermore, one may expect that, in a more
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Figure 4.4: Top: Function ρ(ζ, a) for a = 0, a = 1, a = 2.26, a = 5, a = 10. Middle:
Densities ρ(ζ, 2.26) for pion and ρρ(ζ) for ρ-meson in the hard-wall model. Bottom:
Same for densities multiplied by ζ.
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Figure 4.5: 〈r2
π〉 in fm2 for z0 = zρ0 as a function of a.

realistic softer model of confinement, the size of the pion will be larger. Such an
expectation is supported by our soft-wall model calculation of the ρ-meson electric
radius, for which we obtained 〈r2

ρ〉C =0.66 fm2 (0.40 fm2 for 〈r2
ρ〉F), i.e., the result

by 0.13 fm2 larger than in the hard-wall model. If 〈r2
π〉 would increase by a similar

amount, the result would be very close to the quoted experimental value.
To find 〈r2

π〉 for large a (i.e., when α & z−3
0 for fixed z0, or when z0 & α−1/3 for

fixed α), we use first the observation that, in the region a & 2, we may approximate
ν(a) ≈ 1. Then the factor in square brackets in Eq. (4.55) becomes a function of
the combination aζ3 ≡ µ (call it R(µ)), and we can write

〈r2
π〉
∣∣∣
a&2
≈ 3

4
Γ(1/3) Γ(2/3)

(
1

α

)2/3 ∫ a

0

dµµ5/3R(µ)

[
1− 2

3
ln
µ

a

]
. (4.57)

For a & 2, the upper limit of integration in this expression may be safely substituted
by infinity producing ∫ ∞

0

dµµ5/3R(µ) =
22/3

3 Γ2(2/3)
≡ G , (4.58)

∫ ∞
0

dµµ5/3R(µ) lnµ ≈ G ln 0.566 ,

which gives

〈r2
π〉
∣∣∣
a&2

=
Γ(1/3)

24/3Γ(2/3)

(
1

α

)2/3 [
1 +

2

3
ln
( a

0.566

)]
. (4.59)
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Using Eq. (4.47), we can express the coefficient in front of the square bracket in
terms of fπ:

〈r2
π〉
∣∣∣
a&2

=
3

4π2f 2
π

+
1

2π2f 2
π

ln

(
αz3

0

0.566

)
. (4.60)

Thus, 〈r2
π〉 in the a & 2 region consists of two componens: a fixed term 3/4π2f 2

π

and a term logarithmically increasing with z0. As z0 → ∞, the pion charge radius
becomes infinite, reflecting the fact that the pion in this model is massless. A
similar structure in the expression for the pion charge radius was obtained [51] in
the Nambu-Jona-Lasinio (NJL) model

〈r2
π〉NJL =

3

2π2f 2
π

+
1

8π2f 2
π

ln

(
m2
σ

m2
π

)
. (4.61)

It also has the logarithmic term lnm2
π [52, 53] resulting in the infinite radius for

massless pion and the infrared-finite piece 3/2π2f 2
π [54, 55]. The latter, however,

is twice larger than that in our result (4.60) and contributes 0.34 fm2 to 〈r2
π〉, with

the chiral logarithm term producing the extra 0.11 fm2 required for agreement with
experiment. In our case, the logarithmic term taken for a = a0 is approximately
equal to 3/4π2f 2

π , thus almost doubling the outcome value for 〈r2
π〉. More precisely,

we can write

〈r2
π〉
∣∣∣
a&2

=
3

2π2f 2
π

[
1 +

1

3
ln
( a

2.54

)]
. (4.62)

For a = 2.26, the modified logarithmic term gives a very small contribution, and
our net result is very close to the value given by the NJL fixed term. Numeri-
cally, though, this prediction of the hard-wall AdS/QCD model, as we have seen, is
essentially smaller than the experimental value.

4.4.3 Form Factor at Large Q2

In the large-Q2 limit, the source J (Q, z) is given by its free-field version zQK1(Qz)
that behaves asymptotically like e−Qz. As a result, only small values z ∼ 1/Q are
important in the form factor integral, and the large-Q2 asymptotic behavior of the
form factor is determined by the value of ρ(z) at the origin [23, 24, 37], namely,

Fπ(Q2)→ 2 ρ(0)

Q2
=

2φ2
π(0)

Q2
=

4π2f 2
π

Q2
≡ s0

Q2
. (4.63)

Note that the combination 4π2f 2
π ≡ s0 ≈ 0.68 GeV2 frequently appears in the pion

studies. In particular, it is the basic scale of the pion wave function in the local
quark-hadron duality model [124, 56], where it corresponds to the “pion duality
interval”.

The leading contribution comes entirely from the Φ2 term of the form factor
integral (4.41) while the Ψ2 term contribution behaves asymptotically like 1/Q4
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Figure 4.6: Top: Contributions to pion form factor Fπ(Q2) from Ψ2-term (lower
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Same for Q2Fπ(Q2).

55



since it is accompanied by extra z2 factor. Note, however, that it is quite visible
in the experimentally interesting region Q2 . 10 GeV2: it is responsible for more
than 20% of the form factor value in this region (moreover, at Q2 = 0, the Ψ2 term
contributes about 40% into the normalization of the form factor).

From a phenomenological point of view, different AdS/QCD-like models for the
pion form factor differ in the shape of the density ρ(ζ) that they produce. If we
require that the density ρ(z) equals 2π2f 2

π at the origin, the asymptotic behavior
is Fπ(Q2) → s0/Q

2 in any such model. For Q2 = 0, the form factor is normalized
to one, so basically the models would differ in how they interpolate between these
two limits. In particular, the simplest interpolation is provided by the monopole
formula

Fmono
π (Q2) =

1

1 +Q2/s0

, (4.64)

while our hard-wall calculation gives a curve that goes above Fmono
π (Q2): the ratio

Fπ(Q2)/Fmono
π (Q2) is larger than 1 for all Q2 > 0, slowly approaching unity as

Q2 →∞ (see Fig.4.7).
In fact, a purely monopole form factor was obtained in our paper [37], where

we studied the ρ-meson form factors in the soft-wall holographic model, in which
confinement is generated by ∼z2 oscillator-type potential. It was shown in [37] that
the form factor integral

F(Q2, κ) =

∫ ∞
0

dz z J O(Q, z) |Φ(z, κ)|2 , (4.65)

in which Φ(z, κ) =
√

2κ e−z
2κ2/2 is the lowest bound state wave function, and

J O(Q, z) = z2κ2

∫ 1

0

dx

(1− x)2
xQ

2/4κ2

exp

[
− x

1− x
z2κ2

]
(4.66)

is the bulk-to-boundary propagator of this oscillator-type model, is exactly equal
to 1/(1 +Q2/(4κ2)). The magnitude of the oscillator scale κ was fixed in our paper
[37] by the value of the ρ-meson mass: κ = κρ ≡ mρ/2. As a result, the form factor
F(Q2, κ = mρ/2) had the ρ-dominance behavior 1/(1 +Q2/m2

ρ).
If we take κ = κπ ≡ πfπ ≈ 410 MeV both for Φ(z, κ) and J O(Q, z), the integral

(4.65) gives 1/(1 + Q2/s0). The relevant wave function Φ(z, κπ) has the expected
correct normalization Φ(0, κπ) =

√
2πfπ, however, the slope 1/s0 of 1/(1 + Q2/s0)

at Q2 = 0 (corresponding to 0.35 fm2 for the radius squared) is smaller than that
of the experimental pion form factor. Furthermore, Q2Fmono

π (Q2) tends to s0 ≈
0.68 GeV2 for large Q2, achieving values about 0.5 GeV2 for Q2 ∼ 2 GeV2, and
thus exceeding by more than 25% the experimental JLab values [50] measured for
Q2 = 1.6 and 2.45 GeV2. The authors of Ref. [49] proposed to use Eqs. (4.65),(4.66)
as an AdS/QCD model for the pion form factor, with κ = 375 MeV chosen so as
to fit these high-Q2 data. However, such a choice underestimates the value of f 2

π

by almost 30%. Our opinion is that the AdS/QCD models should describe first
the low-energy properties of hadrons, and the basic low-energy characteristics, such
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as mρ and fπ, should be used to fix the model parameters. On the other hand,
if the form factor calculations based on these parameters disagree with the large-
Q2 data, it is quite possible that this is just an indication that one is using the
model beyond its applicability limits. Furthermore, as we have seen in the hard-
wall model, to correctly describe the pion one needs to include the chiral symmetry
breaking effects absent in the vector channel. As a result, equations for pion wave
functions are rather different from those in the ρ-meson case. Similarly, there are no
reasons to expect that, in a soft-wall model, the pion density should have the same
shape as the ρ-meson one. Unfortunately, the procedure of bringing in the chiral
symmetry breaking effects that was used in the hard-wall model of Ref. [26] faces
serious difficulties when applied to the AdS/QCD model [32] with the z2 soft wall.
As discussed in Ref. [32], the solution of the equation for the X field in this model
requires that chiral condensate σ and the mass parameter mq are proportional to
each other, so that σ cannot be varied independently of mq. Moreover, if one takes
the chiral limit mq = 0, the chiral condensate should also vanish. This difficulty may
be avoided by switching to more sophisticated recent models (cf. [105, 106, 107]) in
which the chiral condensate is generated dynamically. However, such a consideration
goes well beyond the scope of the present work ([38]). Thus, we just resort to an idea
that whatever mechanism is involved, the net practical outcome is a particular shape
of the density ρ(z) that eventually determines the pion form factor and other pion
characteristics. Below, we give an example of a density ρmod(z) that is normalized
at the origin by the experimental value of fπ, i.e., ρmod(0) = 2κ2

π, but which is also
able to reproduce the experimental value of the pion charge radius.

Evidently, to increase the radius, we should take a density which is larger for
large z than Φ2(z, κ = πfπ). Since the overall integral normalization of the density
is kept fixed, this can be achieved only by decreasing the density for small z values.

Consider a simple ansatz (see Fig.4.8)

ρmod(z) = 2κ2
π e
−z2κ2

ρ
[
1− Az2κ2

ρ +B z4κ4
ρ

]
, (4.67)

with A = 1− κ2
ρ/κ

2
π + 2B. It has both the desired value for z = 0 and satisfies the

normalization condition ∫ ∞
0

dz zρmod(z) = 1 . (4.68)

Integrating it with J O(Q, z) taken at κ = κρ produces the model form factor given
by the following sum of contributions of the three lowest vector states:

Fmod
π (Q2) =

2− (1− 2B)s0/m
2
ρ

1 +Q2/m2
ρ

−
1− (1− 4B)s0/m

2
ρ

1 +Q2/2m2
ρ

+
2Bs0/m

2
ρ

1 +Q2/3m2
ρ

. (4.69)

The slope of Fmod
π (Q2) at Q2 = 0 is given by

dFmod
π (Q2)

dQ2
= − 1

m2
ρ

[
3

2
−
(

1

2
− 2

3
B

)
s0

m2
ρ

]
. (4.70)
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Figure 4.9: Experimental results for the pion form factor Q2Fπ(Q2) compared with
hard-wall holographic model and the model with soft-wall like ansatz (figure edited
using the JLab resources).

Taking B = 1/4, one obtains the experimental value 0.45 fm2 for 〈r2
π〉. It is inter-

esting to note that the model density providing this value, has an enhancement for
larger values of z (see Fig.4.8), just like the pion densities in the hard-wall model
(see Fig.(4.4)). Due to a larger slope, Fmod

π (Q2) decreases faster than the simple
monopole interpolation Fmono

π (Q2) and, as a result, is in better agreement with the
data. In fact, it goes very close to Q2 . 1 GeV2 data, but exceeds the values of the
JLab Q2 =1.6 and 2.45 GeV2 points by roughly 10% and 20%, respectively.

This discrepancy has a general reason. The asymptotic AdS/QCD prediction is
Q2Fπ(Q2)|Q2→∞ → 4π2f 2

π which is ≈ 0.68 GeV2 for experimental value of fπ. On
the other hand, JLab experimental points correspond to Q2F exp

π (Q2) ≈ 0.4 GeV2,
which is much smaller than the theoretical value quoted above. The pre-asymptotic
effects, as we have seen, reduce the discrepancy, but there still remains a sizable gap.
As we already stated, such a disagreement may be just a signal that we are reaching
a region where AdS/QCD models should not be expected to work. In particular,
AdS/QCD models of Refs. [23, 24, 26, 28] describe the pion in terms of an effective
field or current, without specifying whether the current is built from spin-1/2 fields,
or from scalar fields, etc. For Q2 above 1 GeV2, the quark substructure of the pion
may be resolved by the electromagnetic probe (which is a wide-spread belief), and
the description of the pion “as a whole” may be insufficient.
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4.5 Summary

In this chapter, we studied the pion in the chiral limit of two flavor QCD. To this end,
we described a formalism that allows us to extract the pion form factor within the
framework of the holographic dual model of QCD with hard-wall cutoff. Following
Ref. [26], we identified the pion with the longitudinal component of the axial-vector
gauge field. We defined two (Sturm-Liouville) conjugate wave functions Φ(z) and
Ψ(z) that describe the structure of the pion along the 5th dimension coordinate z.
These wave functions provide a very convenient framework to study the holographic
physics of the pion. We demonstrated that, just like in the ρ-meson case [36], the
pion form factor is given by an integral involving the function ρ(z) that has the
meaning of the charge density inside the pion. However, in contrast to the ρ-case,
where the density was simply given by |Φ(z)|2, the pion density has an additional
term proportional to |Ψ(z)|2 and entering with a z-dependent coefficient reflecting
the mechanism of the spontaneous symmetry breaking. Both terms are required for
normalization of the form factor at Q2 = 0.

We found an analytic expression for the pion decay constant in terms of two
parameters of the model: σ and z0, similar to those used in Ref. [28]. Analyzing
the results, we found it convenient to work with two combinations α = g5σ/3 and
a = αz3

0 of the basic parameters. In particular, we found a = a0 = 2.26 for the
value of a corresponding to the experimental ρ-meson mass mρ and pion decay
constant fπ. The importance of the parameter a is that its magnitude determines
the regions where the pion properties are either governed by the confinement effects
or by the effects from the spontaneous chiral symmetry breaking. For example,
in the practically important domain a > 2, the pion decay constant is determined
primarily by σ, with negligibly tiny corrections due to the value of z0. However,
when a < 1 the pion decay constant is proportional to the ratio a/z0. For small
a � 1, the radius of the pion is given by 〈r2

π〉 = 4
3
z2

0 , i.e., as one may expect, the
pion size is completely determined by the confinement radius. On the other hand,
for a > 2 the radius is basically determined by 1/σ1/3, slowly increasing with z0 due
to the ln a/a0 correction.

We also found that the pion rms charge radius 〈r2
π〉1/2 ≈ 0.58 fm in the hard-

wall model is smaller than that measured experimentally. In a sense, the hard wall
at the distance z0 ≈ 0.62 fm (fixed from the ρ-meson mass), “does not allow” the
pion to get larger. So, we argued that if the IR wall is “softened”, the size of
the pion may be increased by an amount sufficient to accommodate the data. A
straightforward idea is to use the soft-wall model of Ref. [32] and treat the pion in
a way similar to what was done in [37] for the ρ-meson case. Unfortunately, there
are prohibiting complications with directly introducing the chiral symmetry effects
within the AdS/QCD model with the z2 soft wall. As explained in Ref. [32], the
chiral condensate σ in such a model is proportional to the mass parameter mq, so
that in the chiral limit the condensate vanishes together with the quark mass.

To illustrate a possible change in the form factor predictions due to the soften-
ing of the IR wall, we proposed an ansatz for the pion density function and used
the vector current source from the soft-wall model considered in Ref. [37]. We
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demonstrated that this ansatz is capable of giving the experimental value of the
pion charge radius. It also closely follows the data in the Q2 < 1 GeV2 region,
while still overshoots available data in the Q2 ∼ 2 GeV2 region. The basic source of
this discrepancy is very general: the asymptotic AdS/QCD prediction for the pion
form factor is Q2Fπ(Q2) → 4π2f 2

π , and if one takes the experimental value for fπ,
one obtains Q2Fπ(Q2) → 0.68 GeV2, which is much larger than the 0.4 GeV2 value
given by Q2 ∼ 2 GeV2 JLab data. For this reason, we argued that the disagree-
ment mentioned above may be a signal that the region Q2 & 2 GeV2 is beyond the
applicability region of AdS/QCD models.
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Chapter 5

Anomalous Form Factor of Pion in
AdS/QCD Model

5.1 Introduction

The form factor Fγ∗γ∗π0(Q2
1, Q

2
2) describing the coupling of two (in general, virtual)

photons with the lightest hadron, the pion, plays a special role in the studies of
exclusive processes in quantum chromodynamics (QCD). When both photons are
real, the form factor Fγ∗γ∗π0(0, 0) determines the rate of the π0 → γγ decay, and
its value at this point is deeply related to the axial anomaly [67]. Because of this
relation, the γ∗γ∗π0 form factor has been an object of intensive studies since the
60’s [68]-[72].

At large photon virtualities, its behavior was studied [73, 74, 75] within a per-
turbative QCD (pQCD) factorization approach for exclusive processes [76, 77, 73].
Since only one hadron is involved, the γ∗γ∗π0 form factor has the simplest structure
for pQCD analysis, with the nonperturbative information about the pion accumu-
lated in the pion distribution amplitude ϕπ(x) introduced in Refs. [78, 79]. Another
simplification is that the short-distance amplitude for the γ∗γ∗π0 vertex is given, at
the leading order, just by a single quark propagator. Theoretically, the most clean
situation is when both photon virtualities are large, but the experimental study of
Fγ∗γ∗π0(Q2

1, Q
2
2) in this regime through the γ∗γ∗ → π0 process is very difficult due

to a very small cross section.
The leading-twist pQCD factorization, however, works even if one of the photons

is real or almost real. Furthermore, this kinematics is amenable to experimental in-
vestigation through the γγ∗ → π0 process at e+e− colliders. Comparison of the data
obtained by the CELLO [80] and CLEO [81] collaborations with the original lead-
ing [73, 74] and next-to-leading order [82, 83, 84, 85] pQCD predictions amended
by later studies [86, 87] that incorporate a more thorough treatment of the real
photon channel using the light-cone QCD sum rule ideas provided important in-
formation about the shape of the pion distribution amplitude ϕπ(x) (for the most
recent review see [88]). The momentum dependence of the Fγ∗γ∗π0(0, Q2) form fac-
tor was also studied in various models of nonperturbative QCD dynamics (see, e.g.,
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[89]-[102] and references therein).
In the present chapter∗, our goal is to extend the holographic dual model of

QCD to incorporate the anomalous Fγ∗γ∗π0(Q2
1, Q

2
2) form factor. During the last

few years applications of gauge/gravity duality [4] to hadronic physics attracted a
lot of attention, and various holographic dual models of QCD were proposed in the
literature (see, e.g., [23]-[111]). These models were able to incorporate such essential
properties of QCD as confinement and dynamical chiral symmetry breaking, and also
to reproduce many of the static hadronic observables (decay constants, masses), with
values rather close to the experimental ones.

As the basis for our extension, we follow the holographic approach of Refs. [26,
28], and then intend to proceed along the lines of formalism outlined in our recent
papers [36, 38], where it was first applied to form factors and wave functions of
vector mesons [36, 39] (tensor form factors of vector mesons were considered in [112])
and later [38] to the pion electromagnetic form factor. However, a straightforward
application of the approach of Refs. [26, 28, 36, 38] to the Fγ∗γ∗π0(Q2

1, Q
2
2) form

factor gives a vanishing result. There are two obvious reasons for such an outcome.
First, the five-dimensional (5D) gauge fieldsBa(x, z) in the AdS/QCD lagrangian

of Refs. [26, 28] are only dual to the 4D isovector currents Ja(x). On the other hand,
a nonzero result for the matrix element 〈0|JµEMJ

ν
EM|π0〉 defining the Fγ∗γ∗π0(Q2

1, Q
2
2)

form factor may be obtained only when the electromagnetic currents JµEM, JνEM have
both isovector and isoscalar components, which is the case in two-flavor QCD, but
not in the holographic models of Refs. [26, 28].

Thus, we need an AdS/QCD model that includes gauge fields in the 5D bulk
which are dual to both isovector and isoscalar currents. The natural way to do this
is to extend the gauge group SU(2)L ⊗ SU(2)R in the bulk up to U(2)L ⊗ U(2)R.
After explicit separation of the isosinglet and isovector parts, the new 5D field can
be written as

Bµ = taBa
µ + 1

B̂µ

2
,

with 1 being the unity matrix. The B̂ part is dual to 4D isosinglet vector cur-
rent. Even after this modification, the AdS/QCD action gives zero result for the

correlator 〈0|J{I=1}
µ J

{I=0}
ν JAα |0〉 involving two vector currents J

{I=1}
µ , J

{I=0}
ν and the

axial current JAα (that has nonzero projection onto the pion state). To bring the
anomalous amplitude into the model, the next step (similar to [114]) is to add a
Chern-Simons term [115] to the action. After these extensions, the calculation of
the Fγ∗γ∗π0(Q2

1, Q
2
2) form factor may be performed using the methods developed in

Refs. [36, 38].
To make this section clear by itself, we start by recalling the basics of the hard-

wall model, in particular, the form of the action given in Ref. [26] and our results
[38] for the pion wave function. We consider the generalization of the AdS/QCD
model that includes isoscalar fields and Chern-Simons term. Using this extended
model we describe the calculation of the Fγ∗γ∗π0(Q2

1, Q
2
2) form factor and express

∗The main results from the Ref. [40] are printed by permission from the APS, see Appendix.
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it in terms of the pion wave function and two bulk-to-boundary propagators for
the vector currents describing EM sources. We study the results obtained within
the extended AdS/QCD model with one real and one slightly virtual photon and
calculate the value of the Q2-slope of the form factor. We also discuss the formal
limit of large photon virtualities, and compare these results to those obtained in
pQCD. Furthermore, we study the generalized VMD structure of the AdS/QCD
model expression for the Fγ∗γ∗π0(Q2

1, Q
2
2) form factor. Finally, we conclude this

chapter by summary.

5.2 Overview

In the holographic model, QCD resonances correspond to Kaluza-Klein type ex-
citations of the sliced AdS5 space. The basic prescription is that there is a cor-
respondence between the 4D vector and axial-vector currents and 5D gauge fields
V a
µ (x, z) and Aaµ(x, z). Furthermore, since the gauge invariance corresponding to the

axial-vector current is spontaneously broken in the 5D background, the longitudinal
component of the axial-vector field becomes physical and related to the pion field.

5.2.1 AdS/QCD Action

The action of the holographic model of Ref. [26] can be written in the form

SBAdS = Tr

∫
d4x

∫ z0

0

dz

[
1

z3
(DMX)†(DMX) +

3

z5
X†X (5.1)

− 1

8g2
5z

(BMN
(L) B(L)MN +BMN

(R) B(R)MN)

]
,

whereDX = ∂X−iB(L)X+iXB(R), (B(L,R) = V±A) andX(x, z) = v(z)U(x, z)/2 is
taken as a product of the chiral field U(x, z) = exp [2itaπa(x, z)] (as usual, ta = σa/2,
with σa being Pauli matrices) and the function v(z) = (mqz + σz3) containing the
chiral symmetry breaking parameters mq and σ, with mq playing the role of the
quark mass and σ that of the quark condensate.

In general, one can write A = A⊥+A‖, where A⊥ and A‖ are transverse and lon-
gitudinal components of the axial-vector field. The spontaneous symmetry breaking
causes A‖ to be physical and associated with the Goldstone boson, the pion in this
case. The longitudinal component is written in the form:

Aa‖M(x, z) = ∂Mψ
a(x, z) . (5.2)

Then ψa(x, z) corresponds to the pion field. This Higgs-like mechanism breaks the
axial-vector gauge invariance by bringing a z-dependent mass term into the A-part
of the lagrangian.

Varying the action with respect to the transverse gauge fields V a
µ and Aa⊥µ gives

equations of motion for these fields describing (via the holographic correspondence)
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the physics of vector and axial-vector mesons. Variation with respect to Aa‖µ and Aaz
gives two coupled equations for the chiral field πa(x, z) and the pion field ψa(x, z).
It is convenient to work in Fourier representation, where Ṽ a

µ (p, z) = Ṽ a
µ (p)V(p, z) is

the Fourier transform of V a
µ (x, z), and Ãaµ(p, z) is the Fourier transform of Aaµ(x, z).

5.2.2 Vector Channel

The vector bulk-to-boundary propagator

V(p, z) = g5

∞∑
m=1

fmψ
V
m(z)

−p2 +M2
m

(5.3)

has the bound-state poles for p2 = M2
n, with the resonance masses Mn = γ0,n/z0

(γ0,n is nth zero of the Bessel function J0(x)) determined by the eigenvalues of the
equation of motion

∂z

[
1

z
∂zψ

V
n (z)

]
+

1

z
M2

nψ
V
n (z) = 0 , (5.4)

subject to boundary conditions ψVn (0) = ∂zψ
V
n (z0) = 0. The eigenfunctions of this

equation give the “ψ” wave functions

ψVn (z) =

√
2

z0J1(γ0,n)
zJ1(Mnz) (5.5)

for the relevant resonances. The coupling constants fn are determined from the ψ
wave functions through

fn =
1

g5

[
1

z
∂zψ

V
n (z)

]
z=0

=

√
2Mn

g5z0J1(γ0,n)
. (5.6)

In Ref. [36], we introduced “φ wave functions”

φVn (z) ≡ 1

Mnz
∂zψ

V
n (z) =

√
2

z0J1(γ0,n)
J0(Mnz) , (5.7)

which give the couplings g5fn/Mn as their values at the origin, just like the (L = 0)
bound state wave functions in quantum mechanics. Moreover, these functions satisfy
Dirichlet b.c. φVn (z0) = 0. Physically, the ψV wave functions describe the vector
bound states in terms of the vector potential Vµ, while the φV wave functions describe
them in terms of the field-strength tensor ∂zVµ = Vzµ (we work in the axial gauge,
where Vz = 0).

An essential ingredient of form factor formulas is the vector bulk-to-boundary
propagator J (Q, z) ≡ V(iQ, z) taken at a spacelike momentum p with p2 = −Q2.
It can be written in a closed form as

J (Q, z) = Qz

[
K1(Qz) + I1(Qz)

K0(Qz0)

I0(Qz0)

]
. (5.8)

The function J (Q, z) satisfies the relations J (Q, 0) = 1, J (0, z) = 1 and ∂zJ (Q, z0) =
0.
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5.2.3 Pion Channel

An important achievement of the hard-wall model of Ref. [26] is its compliance with
the Gell-Mann–Oakes–Renner relation m2

π ∼ mq that produces a massless pion in
the mq = 0 limit. The fits of Ref. [26] give a very small value mq ∼ 2 MeV for the
“quark mass” parameter mq, so it makes sense to resort to the chiral mq = 0 limit,
which has an additional advantage that solutions of the equations of motion in this
case can be found analytically. The pion wave function ψ(z) is introduced through
the longitudinal part of the axial-vector field:

Ãa‖µ(p, z) =
pµp

α

p2
Ãaα(p)ψ(z) , (5.9)

The bulk-to-boundary part π(z) of the πa(z) field in the zeroth order of the of
m2
π expansion proposed in Ref [26] tends to −1. Then the equation for Ψ(z) ≡

ψ(z)− π(z) is exactly solvable, with the result

Ψ(z) = z Γ (2/3)
(α

2

)1/3
[
I−1/3

(
αz3
)
− I1/3

(
αz3
) I2/3 (αz3

0)

I−2/3 (αz3
0)

]
, (5.10)

where α = g5σ/3 (one may use here Airy functions instead of I−1/3(x), I2/3(x), cf.
[59]). The pion wave function Ψ(z) coincides with the axial-vector bulk-to-boundary
propagator A(0, z) taken at p2 = 0. It is normalized by Ψ(0) = 1, satisfies Neumann
boundary condition Ψ′(z0) = 0 at the IR boundary and, due to the holographic
correspondence, has the property that

f 2
π = − 1

g2
5

(
1

z
∂zΨ(z)

)
z=ε→0

. (5.11)

For the neutral pion, it is convenient to define fπ through the matrix element of
the σ3 projection of the axial-vector current

〈0|JA,3µ |π0(p)〉 ≡
〈

0

∣∣∣∣ ūγµγ5u− d̄γµγ5d

2

∣∣∣∣ π0(p)

〉
= ifπpµ . (5.12)

Then, the (experimental) numerical value of fπ is 92.4 MeV. Matching AdS5 result
ΣAdS(p2) ∼ ln p2/(2g2

5) and QCD result ΣQCD
3 (p2) ∼ ln p2/(8π2) for the large-p2

behavior of the correlator of JA,3µ currents gives g5 = 2π [26]. Analyzing the pion EM
form factor, one deals with charged pions, and the choice of the axial-vector current
as J

A,(c)
µ = d̄γµγ5u is more natural. Then f

(c)
π = 130.7 MeV, while ΣQCD

(c) (p2) ∼
ln p2/(4π2), hence, g

(c)
5 =

√
2π [37]. Of course, the combination g2

5f
2
π , being the

ratio of the coefficient of the pion pole contribution Σπ(p2) ∼ f 2
π/p

2 to the coefficient
∼ 1/g2

5 in Σ(p2)’s large-p2 behavior, remains intact:

g2
5f

2
π = 4π2f 2

π = 2π2(f (c)
π )2 = (g

(c)
5 f (c)

π )2 ≡ s0/2 , (5.13)

where s0 ≈ 0.67 GeV2. It is this convention-independent combination that enters
Eq. (5.11).
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Again, it is convenient to introduce the conjugate wave function [38]:

Φ(z) = − 1

g2
5f

2
π

(
1

z
∂zΨ(z)

)
= − 2

s0

(
1

z
∂zΨ(z)

)
. (5.14)

It vanishes at the IR boundary z = z0, i.e., Φ(z0) = 0 and, according to Eq. (5.11),
is normalized as Φ(0) = 1 at the origin. From Φ(0) = 1, it follows that the pion
decay constant can be written as a function

g2
5f

2
π = 3 · 21/3 Γ(2/3)

Γ(1/3)

I2/3 (αz3
0)

I−2/3 (αz3
0)
α2/3 (5.15)

of the condensate parameter α and the confinement radius z0. Note that the mag-
nitude of α is independent of the g5-convention, while the value of σ depends on the
g5-convention used.

After fixing z0 through the ρ-meson mass, z0 = zρ0 = (323 MeV)−1, the experi-
mental fπ is obtained for α = (424 MeV)3. For these values, the argument a ≡ αz3

0 of
the modified Bessel functions in Eq. (5.15) equals 2.26 ≡ a0. Since I2/3(a)/I−2/3(a) ≈
1 for a & 1, then

g2
5f

2
π ≈ 3 · 21/3 Γ(2/3)

Γ(1/3)
α2/3 , (5.16)

i.e., the value of fπ is basically determined by α alone (the same observation was
made in the pioneering paper [28] and in a recent paper [59] in which the pion
channel was studied numerically).

In Fig. 5.1, we illustrate the behavior of the pion wave functions Ψ and Φ rep-
resenting them Ψ → ψ(ζ, a), Φ → ϕ(ζ, a) as functions of dimensionless variables
ζ ≡ z/z0 and a ≡ αz3

0 . For a = 0 (i.e. when the chiral symmetry breaking param-
eter α vanishes), the limiting forms are ψ(ζ, 0) = 1 and ϕ(ζ, 0) = 1 − ζ4 [38]. As
a increases, both functions become more and more narrow, with ψ(ζ, a) becoming
smaller and smaller at the IR boundary ζ = 1.

5.3 Anomalous Amplitude

5.3.1 Isosinglet Fields

The π0γ∗γ∗ form factor is defined by∫
〈π, p|T {JµEM(x) JνEM(0)} |0〉e−iq1xd4x = εµναβq1αq2β Fγ∗γ∗π0

(
Q2

1, Q
2
2

)
, (5.17)

where p = q1 + q2 and q2
1,2 = −Q2

1,2. Its value for real photons

Fγ∗γ∗π0(0, 0) =
Nc

12π2fπ
(5.18)
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Figure 5.1: Functions ψ(ζ, a) (top) and ϕ(ζ, a) (bottom) for several values of a:
a = 0 (uppermost lines), a = 1, a = 2.26, a = 5, a = 10 (lowermost lines).
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is related in QCD to the axial anomaly.
Since π0 meson is described by the third component A3 of an isovector field, only

the isovector component of the product of two electromagnetic currents gives nonzero
contribution to the matrix element in Eq. (5.17). In QCD, the electromagnetic
current is given by the sum

JEM
µ = J{I=1},3

µ +
1

3
J{I=0}
µ (5.19)

of isovector J
{I=1},a
µ (x) (“ρ-type”) and isosinglet J

{I=0}
µ (x) (“ω-type”) currents,

J{I=1},3
µ =

1

2

(
ūγµu− d̄γµd

)
= q̄γµt

3q , (5.20)

J{I=0}
µ =

1

2

(
ūγµu+ d̄γµd

)
=

1

2
q̄γµ1 q .

As a result, the matrix element 〈π0|JEMJEM|0〉 is nonzero since

〈π0|J{I=1},3J{I=0}|0〉 ∼ Tr(t3t3) .

To extract Fγ∗γ∗π0(Q2
1, Q

2
2) form factor via holographic correspondence, we consider

the correlator of the axial-vector current

JA,aµ = q̄γµγ5t
aq (5.21)

and vector currents J
{I=1},b
µ , J

{I=0}
ν . To proceed, we need to have isoscalar fields

on the AdS side of the holographic correspondence. This is achieved by gauging
U(2)L ⊗ U(2)R rather than SU(2)L ⊗ SU(2)R group in the AdS/QCD action, i.e.,
by substituting taBa

µ by

Bµ = taBa
µ + 1

B̂µ

2
(5.22)

in Eq. (5.1). Then the 4D currents correspond to the following 5D gauge fields

JA,aµ (x)→ Aaµ(x, z) , (5.23)

J{I=0}
µ (x)→ V̂µ(x, z) ,

J{I=1},a
µ (x)→ V a

µ (x, z) .

5.3.2 Chern-Simons Term

The terms contained in the original AdS/QCD action (5.1) cannot produce a 3-point
function accompanied by the Levi-Civita εµναβ factor. However, such a contribution
may be obtained by adding the Chern-Simons (CS) term. We follow Refs. [113] in
choosing the form of the O(B3) part of the D = 5 CS action (the only one we need).
In the axial gauge Bz = 0, it is written as

S
(3)
CS [B] = k

Nc

48π2
εµνρσTr

∫
d4x dz (∂zBµ)

[
FνρBσ + BνFρσ

]
, (5.24)
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where F is the field-strength generated by B and k should be an integer number
adjusted to reproduce the QCD anomaly result. Then, in the U(2)L⊗U(2)R model,
the relevant part of the CS term is [114]

SAdS
CS [BL,BR] = S

(3)
CS [BL]− S(3)

CS [BR] . (5.25)

Taking into account that BL,R = V±A, and keeping only the longitudinal component
of the axial-vector field A → A‖ (that brings in the pion), for which FA

µν = 0, we
have

SAdS
CS = k

Nc

24π2
εµνρσ

∫
d4x

∫ z0

0

dz (5.26)

×
[(
∂ρV

a
µ

) (
Aa‖σ

↔
∂z V̂ν

)
+
(
∂ρV̂µ

)(
Aa‖σ

↔
∂z V

a
ν

)]
,

where
↔
∂z ≡

→
∂z −

←
∂z. Representing Aa‖σ = ∂σψ

a and integrating by parts gives

SAdS
CS = k

Nc

24π2
εµνρσ

∫
d4x

∫ z0

0

dz (5.27)

×
[
2(∂zψ

a)
(
∂ρV

a
µ

) (
∂σV̂ν

)
− ψa∂z

(
∂ρV

a
µ ∂σV̂ν

)]
.

Note that the z-derivative of ψa is proportional to the Φ-function of the pion (5.14),
which, as we argued in Refs. [36, 37, 38], is the most direct analog of the quantum-
mechanical bound state wave functions, i.e., it is the derivative ∂zψ

a(z) rather than
ψa(z) itself that is an analog of the pion 4D field. Then, the first term in the square
brackets in Eq. (5.27) has the structure similar to the πωρ interaction term

Lπωρ =
Ncg

2

8π2fπ
εµναβπa (∂µρ

a
ν) (∂αωβ) , (5.28)

obtained in the hidden local symmetries approach [116] from the anomalous Wess-
Zumino [117, 118] lagrangian (see also a review [119]). Here g is the universal gauge
coupling constant of that approach.

Integrating by parts over z, the second term of Eq. (5.27) can be also converted
into a contribution of this form plus a z = z0 surface term:

SAdS
CS = k

Nc

24π2
εµνρσ

∫
d4x

{
−
[
ψa(∂ρV

a
µ ) (∂σV̂ν)

]∣∣∣∣
z=z0

+ 3

∫ z0

0

dz (∂zψ
a)
(
∂ρV

a
µ

) (
∂σV̂ν

)}
. (5.29)

The latter can be eliminated by adding a compensating surface term into the original
Chern-Simons action, so that the resulting anomalous part of the action in the
extended AdS/QCD model

Sanom = k
Nc

8π2
εµνρσ

∫
d4x

∫ z0

0

dz (∂zψ
a)
(
∂ρV

a
µ

) (
∂σV̂ν

)
(5.30)

has the structure of Eq. (5.28).
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5.3.3 Three-Point Function

The action (5.29) produces the 3-point function

〈JA,3α (−p)JEM
µ (q1)JEM

ν (q2)〉 = Tαµν(p, q1, q2) i(2π)4δ(4)(q1 + q2 − p) , (5.31)

with

Tαµν(p, q1, q2) =
Nc

12π2

pα
p2
εµνρσ q

ρ
1q
σ
2Kb(Q

2
1, Q

2
2) .

Here, p is the momentum of the pion and q1, q2 are the momenta of the photons.
The “bare” function Kb(Q

2
1, Q

2
2) is given by

Kb(Q
2
1, Q

2
2) = −k

2

∫ z0

0

J (Q1, z)J (Q2, z)∂zψ(z) dz , (5.32)

where J (Q1, z), J (Q2, z) are the vector bulk-to-boundary propagators (5.8), and
ψ(z) is the pion wave function (5.10).

5.3.4 Conforming to QCD Axial Anomaly

For real photons, i.e., when Q2
1 = Q2

2 = 0, the value of the Fπγ∗γ∗(Q
2
1, Q

2
2) form factor

in QCD (with massless quarks) is settled by the axial anomaly, which corresponds
to KQCD(0, 0) = 1. Our goal is to build an AdS/QCD model for Fπγ∗γ∗(Q

2
1, Q

2
2) that

reproduces this value. Taking Q2
1 = Q2

2 = 0, we have J (0 , z) = 1, and Eq. (5.32)
gives

Kb(0, 0) = −k
2

∫ z0

0

∂zψ(z) dz =− k

2
ψ(z0) =

k

2

[
1−Ψ(z0)

]
. (5.33)

On the IR boundary z = z0, the pion wave function Ψ(z) from Eq. (5.10) is

Ψ(z0) =

√
3 Γ (2/3)

πI−2/3(a)

(
1

2a2

)1/3

. (5.34)

As we discussed above, experimental values of mρ and fπ correspond to a = 2.26,
which gives Ψ(z0) = 0.14. The magnitude of Ψ(z0) rapidly decreases for larger a
(e.g., Ψ(z0)|a=4 ≈ 0.02, see Fig. 5.1). Still, the value of Ψ(z0) is nonzero at any
finite value of a, and it is impossible to exactly reproduce the anomaly result by
simply adjusting the integer number k. To conform to the QCD anomaly value
KQCD(0, 0) = 1, we add a surface term compensating the Ψ(z0) contribution in
Eq. (34) and then take k = 2. To fix the form of the surface term, we note first that
it should have the structure of a V V A 3-point function taken on the z = z0 surface.
Furthermore, using the derivatives J ′z(Qi, z0) of the bulk-to-boundary propagators
in this term is excluded, because J ′z(Qi = 0, z0) = 0 at the real photon point. On the

72



other hand, J (Qi = 0, z0) = 1, and our final model for Fπγ∗γ∗(Q
2
1, Q

2
2) corresponds

to the function

K(Q2
1, Q

2
2) = Ψ(z0)J (Q1, z0)J (Q2, z0) (5.35)

−
∫ z0

0

J (Q1, z)J (Q2, z) ∂zΨ(z) dz .

The extra term provides K(0, 0) = 1, and since

J (Q, z0) =
1

I0(Qz0)
, (5.36)

it rapidly decreases with the growth of Q1 and/or Q2. We will see later that in these
regions the behavior of Fπγ∗γ∗(Q

2
1, Q

2
2) is determined by small-z region of integration.

Thus, the effects of fixing the Ψ(z0) 6= 0 artifact at the infrared boundary are wiped
out in the “short-distance” regime.

5.4 Momentum Dependence

5.4.1 Small Virtualities

If one of the photons is real Q2
1 = 0, while another is almost real, Q2

2 = Q2 � 1/z2
0 ,

we may use the expansion

J (Q, z) = 1− 1

4
Q2z2

[
1− ln

z2

z2
0

]
+O(Q4) , (5.37)

which gives (for z0 = zρ0 and a = a0 = 2.26)

K(0, Q2) ' 1− 0.66
Q2z2

0

4

' 1− 0.96
Q2

m2
ρ

. (5.38)

The predicted slope is very close to the value 1/m2
ρ expected from a naive vector-

meson dominance. Experimentally, the slope of the Fπγ∗γ∗(0, Q
2) form factor for

small timelike (negative) Q2 is measured through the Dalitz decay π0 → e+e−γ. In
our notations, the usual representation of the results is

K(0, Q2) = 1− aπ
Q2

m2
π

, (5.39)

where mπ is the experimental pion mass. Then the Q2-slope given by Eq. (5.38)
corresponds to aπ ≈ 0.031. This number is not very far from the (central) values of
two recent experiments, aπ = 0.026±0.024±0.0048 [120], aπ = 0.025±0.014±0.026
[121], but the experimental errors are rather large. An earlier experiment [122]
produced aπ = −0.11± 0.03± 0.08, a result whose (central) value has the opposite
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sign and much larger absolute magnitude. In the spacelike region, data are available
only for the values Q2 & 0.5 GeV2 (CELLO [80]) and Q2 & 1.5 GeV2 (CLEO [81])
which cannot be treated as very small. The CELLO collaboration [80] gives the
value aπ = 0.0326± 0.0026 that is very close to our result. To settle the uncertainty
of the timelike data (and also on its own grounds), it would be interesting to have
data on the slope from the spacelike region of very small Q2, which may be obtained
by modification of the PRIMEX experiment [123] at JLab.

5.4.2 Large Virtualities

Since J (Q, z0) exponentially ∼ e−Qz0 vanishes for large Q, we can neglect the first
term of Eq. (5.35) in the asymptotic Q2 →∞ region. Representing ∂zψ(z) in terms
of the Φ(z) wave function, we write K(Q2

1, Q
2
2) as

K(Q2
1, Q

2
2) ' s0

2

∫ z0

0

J (Q1, z)J (Q2, z) Φ(z) z dz . (5.40)

Our goal is to compare the predictions based on this formula with the leading-order
perturbative QCD results. Note that the situation is different from that with the
charged pion form factor, where the leading-power 1/Q2 pQCD result [77]

F pQCD
π (Q2)→ 2 (αs/π) s0/Q

2 ,

corresponding to the hard contribution is the O(αs) correction to the soft contribu-
tion, for which AdS/QCD gives [38]

FAdS/QCD
π (Q2)→ s0/Q

2 .

In that situation, it makes no sense to discuss whether pQCD and AdS/QCD asymp-
totic predictions agree with each other numerically or not. In general, our AdS/QCD
model contains no information about hard gluon exchanges of pQCD that produce
the αs factors. However, the pQCD expression for the γ∗γ∗ → π0 form factor has zero
order in αs, so now it makes sense to compare the leading-order pQCD predictions
for this particular (in fact, exceptional) form factor with AdS/QCD calculations.

It is instructive to consider first two simple kinematic situations (Q2
1 = 0, Q2

2 =
Q2 and Q2

1 = Q2
2 = Q2), and then analyze the general case.

One Real Photon

The form factor in the kinematics where the virtuality of one of the photons can be
treated as zero Q2

1 ≈ 0, while another Q2
2 = Q2 is large was studied experimentally

by the CELLO [80] and CLEO [81] collaborations.
In perturbative QCD, the K(0, Q2) form factor at large Q2 is obtained from the

factorization formula

K(0, Q2) =

∫ 1

0

T (Q2, x)ϕπ(x) dx , (5.41)
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where T (Q2, x) is the amplitude of the hard subprocess γγ∗ → q̄q. The latter,
modulo logarithms of Q2, has a 1/Q2 behavior. In the lowest order, when

KpQCD(0, Q2) =
s0

3Q2

∫ 1

0

ϕπ(x)

x
dx ≡ s0

3Q2
Iϕ , (5.42)

the purely 1/Q2 outcome reflects the large-Q2 behavior of the hard quark propagator
connecting the photon vertices. A particular form of the pion distribution amplitude
(DA) is irrelevant to the power of the large-Q2 behavior of K(0, Q2), as far as it
provides a convergent x-integral in Eq. (5.42). The latter requirement is fulfilled,
e.g., if the pion distribution amplitude ϕπ(x) vanishes at the end-points (x = 0 or 1)
as a positive power of x(1−x). Whether it vanishes at x = 0 as x, x2 or

√
x does not

matter – this would not affect the 1/Q2 large-Q2 behavior of the γγ∗π0 form factor
in the lowest pQCD order. However, the shape of the pion distribution amplitude
ϕπ(x) determines the value of the coefficient Iϕ that provides the normalization of
the O(1/Q2) term. For the asymptotic shape ϕas

π (x) = 6 x(1− x), we have Iϕ
as

= 3
and KpQCD (as)(0, Q2) = s0/Q

2.
Take now our extended AdS/QCD model for the K(0, Q2) form factor. It gives

K(0, Q2) ' s0

2

∫ z0

0

J (Q, z) Φ(z) z dz . (5.43)

At first sight, this expression, though completely different analytically from the
pQCD formula (5.41), has a general structure similar to it: the Q2-dependence is
accumulated in the universal current factor J (Q, z), while the bound state dynam-
ics is described by the Q2-independent wave function Φ(z). The obvious difference
is that the bulk-to-boundary propagator J (Q, z) does not have a power behav-
ior at large Q2: it behaves in that region like e−Qz, coinciding in this limit with
zQK1(zQ) ≡ K(Qz), the free-field version of the nonnormalizable mode. The power
behavior in Q2 appears only after integration of the exponentially decreasing function
over z. As a result, only small values of z are important in the relevant integral,
and the outcome is determined by the small-z behavior of the wave function Φ(z).
As far as Φ(z) tends to a nonzero value Φ(0) when z → 0, the outcome is the 1/Q2

behavior:

K(0, Q2)→ Φ(0)s0

2Q2

∫ ∞
0

dχχ2K1(χ) =
Φ(0) s0

Q2
. (5.44)

Just like in the case of the (charged) pion EM form factor [38], the large-Q2 behavior
of K(0, Q2) is determined by the value of the Φ(z) wave function at the origin. Note,
that this value is fixed: Φ(0) = 1, which gives K(0, Q2) = s0/Q

2, the result that
coincides with the leading-order prediction of pQCD for Iϕ = 3, the value that is
obtained, e.g., if one takes the asymptotic pion DA ϕas

π (x) = 6x(1− x).
Experimentally, the leading-order pQCD prediction with Iϕ = 3 is somewhat

above the data. However, the next-to-leading O(αs) pQCD correction is negative,
and decreases the result by about 15%, producing a satisfactory agreement. More
elaborate fits [88] favor DAs that differ from the asymptotic one by higher Gegen-
bauer harmonics x(1 − x)Cn(2x − 1) with n = 2 and n = 4. Still, for all the
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DAs obtained from these fits, the magnitude of the integral Iϕ is very close to the
value Ias = 3 given by the asymptotic DA (see Ref. [88] for details and references).
Thus, the result of our calculation is in full agreement with the magnitude of the
leading-order pQCD part of the NLO fits of existing experimental data.

Equal Virtualities

Another interesting kinematics is when the photons have equal large virtualities,
Q2

1 = Q2
2 = Q2. In this case, the leading-order pQCD prediction

KpQCD(Q2, Q2) =
s0

3

∫ 1

0

ϕπ(x) dx

xQ2 + (1− x)Q2
=

s0

3Q2
(5.45)

does not depend on the shape of the pion DA. In our extended AdS/QCD model,
we obtain

K(Q2, Q2) ' s0

2

∫ z0

0

[J (Q, z)]2Φ(z) z dz . (5.46)

Asymptotically, we have

K(Q2, Q2)→ Φ(0)s0

Q2

∫ ∞
0

dχχ3 [K1(χ)]2 =
s0

3Q2
, (5.47)

which is the same result as in the leading-order pQCD.

General Case

Finally, let us consider the general kinematics, when Q2
1 = (1 + ω)Q2, and Q2

2 =
(1− ω)Q2. The leading-order pQCD formula gives in this case

KpQCD((1 + ω)Q2, (1− ω)Q2) =
s0

3Q2

∫ 1

0

ϕπ(x) dx

1 + ω(2x− 1)
≡ s0

3Q2
Iϕ(ω) , (5.48)

while Eq. (5.40) of our AdS/QCD model reduces, for large Q2, to

K((1 + ω)Q2, (1− ω)Q2)→ Φ(0)s0

2Q2

√
1− ω2

∫ ∞
0

dχχ3K1(χ
√

1 + ω)K1(χ
√

1− ω)

≡ s0

3Q2
IAdS(ω) , (5.49)

with the function IAdS(ω) given by

IAdS(ω) =
3

4ω3

[
2ω − (1− ω2) ln

(
1− ω
1 + ω

)]
. (5.50)

It is straightforward to check that IAdS(ω) coincides with the pQCD function Iϕ(ω)
calculated for the asymptotic distribution amplitude ϕas(x) = 6x(1 − x). Indeed,
using the representation

χK1(χ) =

∫ ∞
0

e−χ
2/4u−u du , (5.51)
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we can easily integrate over χ in Eq. (5.49) to get

K(Q2
1, Q

2
2)→ s0

Q2

∫ ∞
0

∫ ∞
0

u1u2 e
−u1−u2du1du2

u2(1 + ω) + u1(1− ω)
. (5.52)

Changing variables u2 = xλ, u1 = (1− x)λ and integrating over λ, we obtain

K(Q2
1, Q

2
2)→ s0

3Q2

∫ 1

0

6x(1− x) dx

1 + ω(2x− 1)
, (5.53)

which coincides with the pQCD formula (5.45) if we take ϕπ(x) = 6 x(1− x).
Note that the absolute normalization of the asymptotic behavior of K(Q2

1, Q
2
2)

for large Qi in our model is fixed by the choice k = 2 that allows to conform
to the value K(Q2

1, Q
2
2) = 1 corresponding to the QCD anomaly result. As we

have seen, this choice exactly reproduces also the leading-order pQCD result for
the equal-virtualities form factor K(Q2, Q2). The origin of this rather unexpected
result needs further studies. Recall also that in pQCD the result for K(Q2, Q2)
is the same for any pion distribution amplitude, while the result for the unequal-
virtualities form factor K((1 + ω)Q2, (1− ω)Q2) depends on the choice of the pion
distribution amplitude. The fact that our AdS/QCD model gives the same result
as the leading-order pQCD calculation performed for the asymptotic distribution
amplitude, also deserves a further investigation.

From Small to Large Q2

Both K(0, Q2) and K(Q2, Q2) functions are equal to 1 at Q2 = 0. For large Q2, the
first one tends to s0/Q

2 and the second one to s0/3Q
2. The question is how these

functions interpolate between the regions of small and large Q2. Long ago, Brodsky
and Lepage [74] proposed a simple monopole (BL) interpolation

KBL(0, Q2) =
1

1 +Q2/s0

(5.54)

between the Q2 = 0 value and the large-Q2 asymptotic prediction of perturbative
QCD for K(0, Q2). Later, this behavior was obtained within the “local quark-hadron
duality” approach [124, 56], in which K(0, Q2) is obtained by integrating the spectral
density ρ(s, 0, Q2) = Q2/(s + Q2)2 of the 3-point function over the “pion duality
interval” 0 6 s 6 s0. The curve for Q2K(0, Q2) based on Eq. (5.43) practically
coincides with that based on BL interpolation (5.54), see Figs. 5.2 and 5.3. For
comparison, we also show on Fig. 5.2 the monopole fitKCLEO(0, Q2) = 1/(1+Q2/Λ2

π)
(with Λπ = 776 MeV) of CLEO data [81]. As we mentioned, an accurate fit to CLEO
data [88] was obtained in the next-to-leading order (NLO) pQCD, with the leading
order part of the NLO pQCD fit being very close to BL-interpolation curve, and
hence, to our AdS/QCD result as well.

In the case of K(Q2, Q2) function, our model predicts the slope 1.92/m2
ρ ≈

2.15/s0 (twice the slope of K(0, Q2), see Eq. (5.38)), while the local duality model
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Figure 5.2: Function Q2K(0, Q2) in AdS/QCD model (solid curve, red online) and
in local quark hadron duality model (coinciding with Brodsky-Lepage interpolation
formula, dashed curve, blue online). The monopole fit of CLEO data is shown by
dash-dotted curve (black online).
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Figure 5.3: Form factor K(0, Q2) in AdS/QCD model (solid curve, red online)
compared to BL interpolation formula (dashed curve, blue online).
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Figure 5.4: Form factor K(Q2, Q2) in AdS/QCD model (solid curve, red online)
compared to the local quark-hadron duality model prediction (dashed curve, blue
online).

gives [56]

KLD(Q2, Q2) = 1−Q4

∫ 1

0

dx

[Q2 + s0x(1− x)]2

=1− 2Q2

s0 + 4Q2
−

8Q4 tanh−1
√
s0/(s0 + 4Q2)√

s0(s0 + 4Q2)3
, (5.55)

a curve which has the slope 2/s0 at Q2 = 0 :

KLD(Q2, Q2) = 1− 2
Q2

s0

+O(Q4) . (5.56)

However, higher terms of Q2 expansion become important for Q2 as small as 0.01
GeV2, where KAdS(Q2, Q2) becomes larger than KLD(Q2, Q2), and the ratio

KAdS(Q2, Q2)/KLD(Q2, Q2)

reaches its maximum value of 1.08 forQ2 ∼ 0.3 GeV2, then slowly decreasing towards
the limiting value of 1. For large Q2, the local duality model gives the same result

KLD(Q2, Q2) =
s0

3Q2
+O(1/Q4) (5.57)

as our present model (5.47) and pQCD (5.45). As a consequence, our present model
produces a curve that is very close to the curve based on the local duality model,
see Fig. 5.4.
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5.5 Bound-State Decomposition

The bulk-to-boundary propagator J (Q, z) may be written as a sum

J (Q, z) =
∞∑
n=1

g5fnψ
V
n (z)

Q2 +M2
n

(5.58)

over all vector bound states. For this reason, the form factor K(Q2
1, Q

2
2) also has a

generalized vector meson dominance (GVMD) representation

K(Q2
1, Q

2
2) =

∞∑
n=1

∞∑
k=1

An,k +Bn,k

(1 +Q2
1/M

2
n)(1 +Q2

2/M
2
k )

, (5.59)

where An,k’s come from the first (surface) term in Eq.(5.35),

An,k =
4Ψ(z0)

γ0,nγ0,kJ1(γ0,n)J1(γ0,k)
, (5.60)

while Bn,k’s are obtained from the second term and are given by the convolutions

Bn,k = − 4

z2
0γ0,nγ0,kJ2

1 (γ0,n)J2
1 (γ0,k)

∫ z0

0

Ψ′(z) J1(γ0,nz/z0) J1(γ0,kz/z0) z2 dz .

(5.61)

Let us study the structure of the bound-state decomposition in two most interesting
cases: for K(0, Q2) and K(Q2, Q2).

5.5.1 One Real Photon

To study the bound-state decomposition of K(0, Q2), we write the basic expression

K(0, Q2) = Ψ(z0)J (Q, z0)−
∫ z0

0

J (Q, z) Ψ′(z) dz (5.62)

and use GVMD representation (5.58) for J (Q, z). This gives

K(0, Q2) =
∞∑
n=1

An +Bn

1 +Q2/M2
n

, (5.63)

where

An =
2Ψ(z0)

γ0,nJ1(γ0,n)
(5.64)

and Bn’s coincide with the coefficients

Bn = − 2

z0γ0,nJ2
1 (γ0,n)

∫ z0

0

Ψ′(z) J1(γ0,nz/z0) z dz (5.65)
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for the expansion

Ψ′(z) = − 1

z0

∞∑
n=1

Bnγ0,nJ1(γ0,nz/z0) (5.66)

of the pion wave function Ψ′(z) over the ψVn (z)/z wave functions (5.7) of vector
meson bound states. In particular,

K(0, 0) =
∞∑
n=1

An +
∞∑
n=1

Bn

= Ψ(z0) + [Ψ(0)−Ψ(z0)] = 1 . (5.67)

This relation may be directly obtained from the formula

2
∞∑
n=1

xJ1(γ0,nx)

γ0,nJ2
1 (γ0,n)

∣∣∣∣∣
x61

= 1 . (5.68)

The bound state decomposition of K(0, 0) looks like

K(0, 0) = 1 = 0.9512+0.0408 + 0.0446− 0.0753 (5.69)

+0.0764− 0.0736 + 0.0703 + . . . .

There is a strong dominance of the lowest vector state, while each of the higher states
is suppressed by more than factor of 10. The slow convergence of higher terms is
due to An terms proportional to Ψ(z0) ≈ 0.14. For large n, one can approximate
An ≈ Ψ(z0)(−1)n

√
2/n.

Integrating by parts in Eq. (5.65) gives a representation directly for the total
coefficient

An +Bn =
2

z2
0J

2
1 (γ0,n)

∫ z0

0

Ψ(z) J0(γ0,nz/z0) z dz , (5.70)

that is related to the expansion of the pion wave function Ψ(z) over the φn-functions
(5.7) of vector meson bound states:

Ψ(z) =
∞∑
n=1

(An +Bn) J0(γ0,nz/z0) . (5.71)

Using it, one obtains again that K(0, 0) = Ψ(0) = 1. The slow convergence of higher
terms in Eq. (5.69) is now explained by the necessity to reproduce the finite value
of Ψ(z) at z = z0 by functions vanishing at z = z0.

The slope of K(0, Q2) at Q2 = 0 is given by the sum of (An+Bn)/M2
n coefficients,

which converges rather fast:

K(0, Q2) = 1−Q
2

m2
ρ

{
0.9512 + 0.0077 + 0.0034− 0.0031

+ 0.0020− 0.0013 + 0.0009 + . . .

}
, (5.72)

81



and the contribution of the lowest state completely dominates the outcome.
Each term of the GVMD expansion (5.63) behaves like 1/Q2 at large Q2. In

particular, the lowest-state contribution behaves like

0.95m2
ρ/Q

2 ≈ (0.57 GeV2)/Q2 .

We also obtained above that K(0, Q2) behaves asymptotically like

s0/Q
2 ≈ (0.67 GeV2)/Q2 .

The two scales are not so different, and one may be tempted to speculate that the
large-Q2 behavior of K(0, Q2) also reflects the dominance of the lowest resonance.
However, the coefficient of 1/Q2 is formally given by the sum of (An+Bn)M2

n terms,
which does not show good convergence even after 7 terms are taken:

∞∑
n=1

(An +Bn)M2
n = m2

ρ

{
0.951 + 0.215 + 0.577

− 1.811 + 2.945− 4.158 + 5.473 + . . .

}
. (5.73)

A simple comment is in order now: within the AdS/QCD model [26] the ρ-meson
mass is determined by the “confinement radius” z0, while the scale s0 = 8π2f 2

π is
basically determined by the chiral symmetry breaking parameter α (see Eq. (5.15)
and preceding discussion). Calculationally, the coefficient s0 of 1/Q2 asymptotic
behavior was determined solely by the magnitude of the pion wave function Ψ′(z)/z
at the origin. Furthermore, it was legitimate to take the free-field form of the vector
bulk-to-boundary propagator in our calculation, i.e., no information about vector
channel mass scales was involved.

Moreover, one may write the bound-state decomposition for the J(Q, z0) func-
tion. Again, each term of such a decomposition has 1/Q2 asymptotic behavior, while
J(Q, z0) exponentially decreases for large Q. In fact, the formal sum

∑
nAnM

2
n in

this case diverges like
∑

n(−1)nn3/2.
Summarizing, the 1/Q2 asymptotic behavior of K(0, Q2) has nothing to do with

the fact that the contribution of each particular bound state has 1/Q2 behavior.
If, instead of Φ(z), one would take a function with ∼ z∆ behavior for small z, one
would still be able to write the GVMD representation for such a version of K(0, Q2),
but its asymptotic behavior will be ∼ 1/Q2+∆.

5.5.2 Two Deeply Virtual Photons

Each term of the bound-state decomposition (5.59) forK(Q2, Q2) has 1/Q4 behavior.
Thus, in the case of strong dominance of a few lowest states, one would expect 1/Q4

large-Q2 behavior of this function.
However, as we already obtained, the function K(Q2, Q2) behaves like 1/Q2 for

large Q2. This result was a consequence of two features of the form factor integral
(5.40). The first is the fact that the bulk-to-boundary propagator J (Q, z) behaves
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like e−Qz for large Q. This is a very general property: in this limit J (Q, z) should
coincide with its free-field version K(Qz) = zQK1(zQ). The second feature is that
the pion wave function Φ(z) is finite at the origin, which follows from the basic
formula (5.11) that defines fπ.

Hence, to qualitatively understand the mechanism that produces a 1/Q2 result
from the doubly-infinite sum of 1/Q4 terms, one may consider a simpler “toy”
model that also has these general properties, but allows one to analytically calculate
integrals that determine the coefficients in Eq. (5.59). In particular, an explicit result
for K(Q2

1, Q
2
2) may be obtained if we take the soft-model expression [37]

J s(Q, z) = a

∫ 1

0

xa−1 exp

[
− x

1− x
κ2z2

]
dx (5.74)

for the bulk-to-boundary propagators (with κ being the oscillator parameter and
a = Q2/4κ2) and

Ψs(z) = e−κ
2z2 (5.75)

for the pion wave function. This model has the required properties, namely, J s(Q, z)
approaches the free-field function K(Qz) for large Q2, while Φ(0) is finite.

Calculating the integral

Ks(Q2
1, Q

2
2) = 2κ2

∫ ∞
0

J s(Q1, z)J s(Q2, z) e
−κ2z2 zdz (5.76)

gives

Ks(Q2
1, Q

2
2) =

∞∑
n=0

a1

(a1 + n)(a1 + n+ 1)

a2

(a2 + n)(a2 + n+ 1)
, (5.77)

where a1 = Q2
1/M

2, a2 = Q2
2/M

2 and M = 2κ is the mass of the lowest bound state.
The spectrum corresponding to J s(Q, z) is given by M2

m = mM2, with m = 1, 2, . . .,
and Eq. (5.77) explicitly displays the bound state poles. For large Q2

1, Q
2
2, each term

of this sum behaves like 1/Q2
1Q

2
2. However, taking a1 = a2 = a� 1 gives

Ks(Q2, Q2)→ a2

∫ ∞
0

dn

(n+ a)4
=

1

3a
=
M2

3Q2
. (5.78)

Thus, the conversion from the 1/Q4 asymptotics of individual terms to the 1/Q2

asymptotics of the sum is due to nondecreasing O(n0) behavior of the coefficients
accompanying nth term of the sum. In other words, transitions involving higher
bound states are important, i.e., the pole decomposition is far from being dominated
by a few lowest states.
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5.5.3 Structure of Two-Channel Pole Decomposition

However, to make specific statements about the transitions, one should realize that
Eq. (5.77) does not have the form of Eq. (5.59). In particular, it is not a double sum,
and having a sum over a single parameter implies that the summation parameters
n and k in the double sum representation are correlated. A simple inspection of
Eq. (5.77) shows that either k = n or k = n ± 1. Furthermore, the representation
(5.77) has Q2

1Q
2
2 factor in the numerator, which should be canceled against the

denominator factors to get an expression in which Q2
1 and Q2

2 appear in denominators
only. The easiest way to obtain the desired GVMD-type expansion for Ks(Q2

1, Q
2
2)

is to use another representation [37]

J s(Q, z) = κ2z2

∫ 1

0

exp

[
− x

1− x
κ2z2

]
xa dx

(1− x)2
(5.79)

for the bulk-to-boundary propagators. Then

Ks(Q2
1, Q

2
2) =

∞∑
n=0

(n+ 1)(n+ 2)

(a1 + n+ 1)(a1 + n+ 2)(a2 + n+ 1)(a2 + n+ 2)
. (5.80)

Now, each term of the sum decreases as 1/Q4
1Q

4
2, but the sum may be rewritten as

Ks(Q2
1, Q

2
2) =

∞∑
n=1

1

1 +Q2
1/M

2
n

{
2

1 +Q2
2/M

2
n

− 1

1 +Q2
2/M

2
n+1

− 1

1 +Q2
2/M

2
n−1

}
,

(5.81)

i.e., the coefficients Bs
n,k of the bound-state expansion (5.59) in this model are given

by

Bs
n,k = 2δn,k − δn,k+1 − δn,k−1 (5.82)

(there is no need to add surface terms in this model since Ψs(∞) = 0, and hence
As
n,k = 0).

When Q2
2 = 0, only the n = 1 term contributes, and K(Q2, 0) in this model is

formally dominated by the lowest resonance:

Ks(Q2, 0) =
1

1 +Q2/M2
1

. (5.83)

This fact may create an impression that the π0 → γγ decay in this model is domi-
nated by the ρω intermediate state. However, the outcome that the sums of brack-
eted terms are zero for n ≥ 2 is a result of cancellation of the contribution of a
diagonal transition that gives 2, and two off-diagonal transitions, each of which
gives −1.

In fact, the coefficients Bs
n,n = 2 of diagonal transitions do not depend on n, and

their total contribution into Ks(Q2
1, Q

2
2) diverges. On the other hand, the coefficients
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Table 5.1: Coefficients Bn,k in the hard-wall model.

k�n 1 2 3 4 5
1 0.7905 0.0272 -0.1331 0.0562 -0.0275
2 0.0272 0.2484 -0.0423 -0.0608 0.0287
3 -0.1331 -0.0423 0.1624 -0.0367 -0.0403
4 0.0562 -0.0608 -0.0367 0.1199 -0.0303
5 -0.0275 0.0287 -0.0403 -0.0303 0.0951

Table 5.2: Coefficients An,k in the hard-wall model.

k�n 1 2 3 4 5
1 0.3641 -0.2420 0.1935 -0.1658 0.1474
2 -0.2420 0.1609 -0.1286 0.1102 -0.0980
3 0.1935 -0.1286 0.1028 -0.0881 0.0783
4 -0.1658 0.1102 -0.0881 0.0755 -0.0671
5 0.1474 -0.0980 0.0783 -0.0671 0.0597

Bs
n,n+1 = −1 and Bs

n+1,n = −1 of subdiagonal transitions are negative, and also do
not depend on n. The total contribution into Ks(Q2

1, Q
2
2) of each of k = n + 1 or

k = n − 1 off-diagonal transitions also diverges. In such a situation, claiming the
dominance of the lowest states contribution makes no sense.

In the hard-wall model, the diagonal coefficients Bn,n decrease with n, and they
are visibly larger than the neighboring off-diagonal ones (see Table I). Thus, one
may say that, for small Q2

1, Q
2
2, the value of K(Q2

1, Q
2
2) is dominated by the lowest

bound states (the coefficients An,n also decrease with n, see Table II, asymptotically
they behave like 2Ψ(z0)/n).

However, the large-Q2
1, Q

2
2 expansion is given by

K(Q2
1, Q

2
2) =

M4
1

Q2
1Q

2
2

∞∑
n,k=1

M2
nM

2
k

M4
1

(An,k +Bn,k) + . . . , (5.84)

i.e., one should deal with the coefficients

Bn,k
M2

nM
2
k

M4
1

= Bn,k

γ2
0,nγ

2
0,k

γ4
0,1

and An,k
M2

nM
2
k

M4
1

, (5.85)

the lowest of which are given in Tables III and IV. Again, the coefficients increase
with n and k producing divergent series, just like in the toy soft-like model. Note,
that asymptotically the sum of A-type terms gives a contribution exponentially de-
creasing with Q1 and/or Q2, i.e., much faster than the ∼ 1/Q4 asymptotic behavior
of each particular transition. On the other hand, the sum of B-type terms gives a
contribution that has ∼ 1/Q2 asymptotic behavior, i.e., it drops slower than 1/Q4.
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Table 5.3: Coefficients Bn,kM
2
nM

2
k/M

4
1 in the hard-wall model.

k�n 1 2 3 4 5
1 0.7905 0.1433 -1.7236 1.3514 -1.0593
2 0.1433 6.8952 -2.8875 -7.6956 5.8234
3 -1.7236 -2.8875 27.2323 -11.4306 -20.1136
4 1.3514 -7.6956 -11.4306 69.3299 -28.0684
5 -1.0593 5.8234 -20.1136 -28.0684 141.2499

Table 5.4: Coefficients An,kM
2
nM

2
k/M

4
1 in the hard-wall model.

k�n 1 2 3 4 5
1 0.3641 -1.2751 2.5056 -3.9868 5.6816
2 -1.2751 4.4655 -8.775 13.9624 -19.8979
3 2.5056 -8.775 17.2437 -27.4374 39.1011
4 -3.9868 13.9624 -27.4374 43.6572 -62.216
5 5.6816 -19.8979 39.1011 -62.216 88.6642

The convergence situation may be different in the real-world QCD, in which
higher resonances are broad, with the width increasing with n (or k). Then the
diagonal and neighboring non-diagonal transitions strongly overlap for large n and
may essentially cancel each other.

5.6 Summary

At the end of the pioneering paper [26], it was indicated that one of the future
developments of the holographic models would be an incorporation of the 5D Chern-
Simons term to reproduce the chiral anomaly of QCD. However, only relatively
recently Ref. [114] discussed a holographic model of QCD that includes Chern-
Simons term (see also [125]) and, furthermore, extends the gauged SU(2)L⊗SU(2)R
flavor group to U(2)L ⊗ U(2)R.

In the present chapter, we develop an extension of the AdS/QCD model, similar
in form to that proposed in [114], but adjusted to study the anomalous coupling of
the neutral pion to two (in general, virtual) photons. The additional part of the
gauge field in the 5D bulk is associated with the isoscalar vector current (related to
ω-like mesons). The Chern-Simons term allows to reproduce the tensor structure of
the anomalous form factor Fγ∗γ∗π0(Q2

1, Q
2
2). To exactly reproduce the QCD anomaly

result for real photons, we added contributions localized at the IR boundary z = z0,
and then studied the momentum dependence of the Fγ∗γ∗π0(Q2

1, Q
2
2) form factor in

our model.
In particular, we calculated the slope of the form factor with one real and one

86



slightly off-shell photon. Our result aπ ≈ 0.031 for the parameter of the usual

Fγ∗γ∗π0(0, Q2) = Fγ∗γ∗π0(0, 0)(1− aπQ2/m2
π)

low-Q2 experimental representation of the data is very close to the value aπ =
0.0326 ± 0.0026 obtained by CELLO collaboration [80] from spacelike Q2 mea-
surements, and rather close to the central values aπ ∼ 0.024 of two most recent
experiments [120, 121] for timelike Q2.

Although the holographic model is expected to work for low energies, where QCD
is in the strong coupling regime, we found it interesting to investigate the behavior of
the model form factor also in the regions where at least one of the photon virtualities
is large. For the case with one real and one highly virtual photon, we demonstrated
that our AdS/QCD result is in full agreement with the magnitude of the leading-
order part of the next-to-leading-order pQCD fits of existing experimental data. In
the kinematics where both photons have equal and large virtualities we obtained
the same result as in the leading-order pQCD. Finally, we considered the general
case of unequal and large photon virtualities. In this case, the form factor has a
nontrivial dependence on the ratio Q2

1/Q
2
2 of photon virtualities. Our calculation

shows that the final result of our AdS/QCD model analytically coincides with the
pQCD expression calculated using the asymptotic distribution amplitude ϕas

π (x) =
6x(1 − x). This result is rather unexpected, because initial expressions for the
form factor have very different structure. It should be noted that the absolute
normalization of the form factor K(Q2

1, Q
2
2) in our model is fixed by adjusting its

value to K(0, 0) = 1 at the real photon point, which allows us to conform to the
QCD axial anomaly. The outcome that this choice exactly reproduces the leading-
order pQCD result for the equal-virtualities form factor K(Q2, Q2) needs further
studies, as well as our result that the ω-dependence of the unequal-virtualities form
factor K((1+ω)Q2, (1−ω)Q2) coincides with the leading-order pQCD result derived
by assuming the asymptotic shape for the pion distribution amplitude.

The bulk-to-boundary propagators entering into AdS/QCD formulas for form
factors have a generalized vector-meson-dominance (GVMD) decomposition. As
a result, the form factors also can be written in GVMD form. We studied the
interplay between the GVMD decomposition of form factors and their behavior
for large photon virtualities. In the case of one real photon, the function K(0, Q2)
asymptotically behaves like 1/Q2. However, we demonstrated that this behavior has
nothing to do with the fact that each term of the GVMD expansion for K(0, Q2)
also behaves like 1/Q2 for large Q2. In fact, a formal GVMD expression for the
coefficient of the 1/Q2 term diverges. When both photons are highly virtual, each
term of the GVMD expansion for K(Q2, Q2) behaves like 1/Q4, while K(Q2, Q2) has
1/Q2 asymptotic behavior. Thus, we observe that only in the region of small photon
virtualities does it make sense to talk about the dominating role of the lowest states.
In particular, for real photons, when Q2

1 = Q2
2 = 0, the lowest (“ρω π”) transition

amplitude contributes 1.15 into the K(0, 0) = 1 value, the excess being primarily
cancelled by the neighboring non-diagonal transitions.
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Chapter 6

Dimension Six Corrections to
AdS/QCD Model

6.1 Introduction

The significant progress of the holographic duals of QCD (based on [4]) in deter-
mination of basic hadronic observables (see, e.g., Refs. [26]–[59]) suggests further
development. In this chapter∗, we work in the vector sector of the AdS/QCD model
with the hard-wall cutoff, proposed in the Ref. [26]. We study the effects of dimen-
sion six terms on the vector meson form factors and extract the values of observables
such as the ρ-meson’s electric radius, the mass, the decay constant, the magnetic
and the quadrupole moments.

The leading order contribution to the vector meson form factors coming from the
F 2 term has already been studied in detail in Refs. [37, 36], where it has been shown
that the holographic models in Refs. [26, 32] reproduce only the trivial structure of
vector mesons. In particular, instead of three independent form factors that describe
vector meson, these holographic models predict only one.

We show that the inclusion of dimension six terms changes the situation towards
a more interesting scenario in which all of the three form factors are corrected
in different amounts. We also observe, that the only dimension six terms which
give nontrivial contribution to the vector meson form factors are X2F 2 and F 3.
The contribution from the rest of the dimension six terms can be removed by the
redefinition of the coupling constant g2

5.
We find that the addition of a term such as X2F 2 is equivalent to the AdS metric

deformation and, according to Ref. [57], this, in turn, is equivalent to the inclusion
of the vacuum condensates. This is in agreement with the point made in Ref. [26]
that the higher dimension (HD) operators which appear in the operator product
expansion of QCD arise in the holographic model from the higher terms in the 5D
lagrangian such as X2F 2. We also notice that the term X2F 2 doesn’t alter the
values of the magnetic and the quadrupole moments, however, changes the values
of the vector meson electric radius, the mass and the decay constant.

∗The main results from the Ref. [39] are printed by permission from the Elsevier, see Appendix.
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This chapter is organized as follows, first we go through the basics of the holo-
graphic model, and in particular, discuss the leading order action, the equations of
motion for the vector bound states and the forms of dimension six terms that can
enter the action. Then, we demonstrate that a term like X2F 2 doesn’t change the
values of the magnetic and the quadrupole moments and that its effect is equivalent
to the AdS metric deformation. We also discuss, how this term, to a first approxi-
mation, changes the values of the ρ-meson mass, the decay constant and the electric
charge radius. We consider the relevant part of the F 3 lagrangian and calculate
the three-point function which is then used to derive the corrections to the form
factors of vector mesons. Then, we calculate the charge radius, the magnetic and
the quadrupole moments of the ρ-meson and compare these with the predictions
from the other models given in Refs. [61]–[66]. Finally, we summarize and also show
that the form factor of the pion can get corrections only from a term like X2F 2.

6.2 Preliminaries

We are working in the background of the sliced AdS metric of the form:

ds2 =
1

z2

(
ηµνdx

µdxν − dz2
)
, 0 < z ≤ z0 , (6.1)

where ηµν = Diag (1,−1,−1,−1), z = z0 imposes the IR hard wall cutoff, (with
z0 ∼ 1/ΛQCD) and z = ε → 0 determines the position of UV brane. From the
dictionary of the AdS/QCD model, we will correspond to the 4D vector current
Jaµ(x) = q̄(x)γµt

aq(x) a bulk gauge field Aaµ(x, z) whose boundary value is the source
for Jaµ(x). The 5D gauge action in the AdS5 space is

SAdS = − 1

4g2
5

Tr

∫
d4x dz

√
g FMNFMN , (6.2)

where FMN = ∂MAN − ∂NAM − i[AM , AN ], AM = taAaM , (M,N = 0, 1, 2, 3, z;
µ, ν = 0, 1, 2, 3 and ta = σa/2, where σa are usual Pauli matrices with a = 1, 2, 3).
We work in the Az = 0 gauge and require ∂µA

µ = 0.
Working in the Fourier image representation and definingAaµ(q, z) = Aaµ(q)A(q, z),

we can determine the linearized equation of motion for A(q, z), which is[
z2∂2

z − z∂z + q2z2
]
A(q, z) = 0 , (6.3)

with boundary conditions A(q, 0) = 1 and ∂zA(q, z0) = 0.
In general, the 5D gauge theories are not renormalizable, since the 5D gauge

coupling g2
5 has negative mass dimension. This means that these theories can only

be considered as an effective theories below some scale Λ. In particular, for our case,
the cutoff scale Λ should be set by 1/g2

5.
Since, the holographic model is an effective theory with physical cutoff scale

Λ ∼ 1/g2
5, we are free to add HD terms into the lagrangian which respect all the

required symmetries. The coefficients in front of the dimension six operators are
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of the form c/Λ, where c is some dimensionless constant and Λ = v/g2
5 (it can be

estimated that v ∼ 24π3). In general, since g2
5 = 12π2/Nc, according to Ref. [26],

we have c/Λ = 12π2c/(vNc) ∼ c/Nc and, therefore, for large Nc the HD terms are
Nc–suppressed.

There are three groups of dimension six terms one can add into the AdS/QCD
lagrangian, which may contribute to the three-point function,

1. (∇AFMN)2, (∇MF
MN)2 ,

F 3, FMN∇2FMN , (∇KF
MN)(∇NF

K
M) ,

2. RF 2, RMNFMKF
K
N , RMNKPFMNFKP ,

3. X†XFF , X†FXF ,

where ∇M is a covariant derivative, RMNPK , RMN are Riemann and Ricci curvature
tensors and R is a Ricci scalar. Here, we will ignore the backreaction of the matter
on the metric of the AdS space. As a result, the contribution from the terms of the
second group becomes formal, since in the AdS space these terms are proportional
to F 2 and can be absorbed into the coupling g2

5.
Using the equation of motion

∇MF
MN = i[AK , F

KM ] ≡ JM , (6.4)

it can be shown that the term (∇MF
MN)2 doesn’t contribute to the two-point

and three-point functions. Notice, that the terms FMN∇2FMN and (∇AFMN)2 are
equivalent, since they differ by a full covariant derivative which vanishes after the
integration because of the boundary conditions on the fields. The terms in the third
group contribute to the three-point function in such a way that the magnetic and
the quadrupole moments remain unchanged. We will show this on the example with
the X2F 2 term.

The remaining dimension six terms which can contribute to the three-point func-
tion are given in the second line of the first group. Using the properties of the
covariant derivatives and the equation of motion, it can be shown that

FMN∇2FMN ⊃ 2FMN∇MJN ⊃ 2∇M(FMNJN) , (6.5)

where we indicated only the parts which are not expressed through the terms in
the second group or through the terms which don’t contribute to the three-point
function. The last term enters into the action as

Tr

∫
d5x
√
g ∇M(FMNJN) = −iTr

∫
d4x (

√
g F zν [Aµ, Fµν ])z=0 . (6.6)

It can be shown that this term doesn’t contribute to the vector meson form factors.
There are different ways to see this. One of the ways is, to notice, that the form factor
is obtained as a double residue of the three-point function (see, e.g., Ref. [36]). Then,
working in the Fourier image representation, we have A(q, 0) = 1 and, therefore, the
term [Aµ, F

µν ]z=0 can’t have any poles. As can be seen from the Eq. (6.25), only the
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F zν = Aν(q)∂zA(q, z = 0) term in (6.6), has poles on the UV boundary. Therefore,
since, we have only one term which has poles, the double residue will vanish, leading
to zero corrections for the vector meson form factors. The similar arguments are
applied for the term (∇KF

MN)(∇NF
K
M). It appears, that only the term F 3 in this

group can give non zero corrections to the form factors of vector mesons.
The terms of the first group FMN∇2FMN and (∇KF

MN)(∇NF
K
M), contribute

to the two-point function only through the terms in the second group. Therefore,
the effect of these terms on the two point function is trivial and can be absorbed by
the coupling g2

5.

6.3 The Effects From the X2F 2 Term

Consider the correction to the action (6.2), of the form

SX2F 2 = κg2
5 Tr

∫
d4x dz

√
g X†XFMNFMN , (6.7)

where κ is some constant and following Ref. [26], we have X2 = 1(2×2)v
2(z)/4. In

particular, v(z) = (mqz + σz3), where mq is the quark mass parameter and σ plays
the role of the chiral condensate.

We observe that the total action can be written as

SF 2 + SX2F 2 = − 1

4g2
5

Tr

∫
d4x dz

p(z)

z
FMNFMN ,

where the Lorentz indexes are now governed by the flat metric ηMN , p(z) = 1 −
κg4

5v
2(z) and it is clear that, in general, the contribution from all the terms like

X2nF 2, (n is natural number), will modify p(z) to a function P (v(z)) ≡ 1 +
C1g

4
5v

2(z) + · · · + Cng
4n
5 v2n(z), where Cn are some unknown coefficients. There-

fore, the inclusion of the X2F 2 term corresponds effectively to the deformation of
the AdS metric, that is instead of the 1/z2 factor in the metric (6.1), we will have
p2(z)/z2. The similar arguments are applied also for the term X†FXF .

This observation allows the direct application of the result from the Ref. [36] to
the present case, leaving us with the following expression for the elastic form factors:

F̃nn(Q2) =

∫ z0

0

dz
p(z)

z
J (Q, z) |ψn(z)|2 , (6.8)

where ψn(z) are the solutions of the equations of motion,

∂z

[
p(z)

z
∂zψn(z)

]
+
p(z)

z
M2

nψn(z) = 0 , (6.9)

with b.c. ψn(0) = ψ′n(z0) = 0 and q2 = M2
n. The function J (Q, z) is a solution of

the same equation of motion but with q2 = −Q2 instead of M2
n and b.c. J (Q, 0) = 1,

∂zJ (Q, z0) = 0. The eigenfunctions of Eq. (6.9) are normalized as∫ z0

0

dz
p(z)

z
|ψn(z)|2 = 1 . (6.10)
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Therefore, F̃nn(0) = 1 and, since, the electric GC , magnetic GM and quadrupole GQ

form factors are:

G
(n)
Q (Q2) = −F̃nn(Q2) , G

(n)
M (Q2) = 2F̃nn(Q2) ,

G
(n)
C (Q2) =

(
1− Q2

6M2
n

)
F̃nn(Q2) , (6.11)

one can check that at Q2 = 0, these form factors reproduce the same values for
electric charge, magnetic and quadrupole moments, as in the case with κ = 0, that
is in the absence of the X2F 2 term. This term, however, can change masses and
decay constants of vector mesons. Besides, it also changes the electric radius of the
ρ-meson.

Notice, that the eigenvalues of the Eq. (6.9) may be expressed through the eigen-
functions in the following way:

M2
n =

∫ z0

0

dz
p(z)

z
|∂zψn(z)|2 . (6.12)

Up to a first order approximation, using the same eigenfunctions as in case with
κ = 0, that is

ψ(0)
n (z) =

√
2

z0J1(γ0,n)
zJ1(M (0)

n z) , (6.13)

with M
(0)
n = γ0,n/z0 (where J0(γ0,n) = 0) but with metric perturbation p(z), we will

have for the ρ-meson mass Mρ ≡M1 the following result:

Mρ 'M (0)
ρ

(
1− 0.02κg4

5

)
, (6.14)

where M
(0)
ρ is the mass of the ρ-meson in case κ = 0, and we used the values of

parameters: mq = 2.3MeV, σ = (327MeV)3, z0 = 1/(323MeV), taken from the
Model A of Ref. [26].

The decay constant of the ρ-meson, fρ, in terms of the eigenfunctions of the 5D
equation of motion has the form

fρ =
1

g5

(
p(z)

z
∂zψρ(z)

)
z→0

, (6.15)

as was discussed, for example, in the Ref. [37]. The solution for ψρ(z) ≡ ψ1(z) near
the z = 0 is of the same form as in case κ = 0 thus,

fρ =

√
2Mρ

g5z0J1(γ0,1)
. (6.16)

Therefore, to lowest order in κ, we will have:

fρ ' f (0)
ρ

(
1− 0.02κg4

5

)
, (6.17)
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where f
(0)
ρ is the decay constant in case when κ = 0.

We can also express the electric charge radius of the ρ-meson, 〈r̃2
ρ〉C , defined as

〈r̃2
ρ〉C ≡ −6

(
dG

(1)
C (Q2)

dQ2

)
Q2=0

, (6.18)

in terms of the parameter κ. In this case, using the Eqs. (6.8), (6.11) and (6.18), to
lowest order in the coefficient κ, the electric charge radius is:

〈r̃2
ρ〉C ' (0.53− 0.16κg4

5)fm2 , (6.19)

where 0.53fm2 is the result for the electric radius obtained in Ref. [36] (again, we
used parameters taken from the Model A of Ref. [26]).

The similar analysis can be applied for the case of Model B in Ref. [26], for which
we have:

Mρ 'M (0)
ρ

(
1− 0.01κg4

5

)
, (6.20)

fρ ' f (0)
ρ

(
1− 0.01κg4

5

)
,

〈r̃2
ρ〉C ' (0.46− 0.07κg4

5)fm2 .

Notice, that the coefficients in front of κ, in the case of Model B are almost twice as
small as that in the Model A. Also, it is straightforward to see that the contribution
from the term X†FXF can be absorbed by κ.

Now, since g2
5 = 12π2/Nc, it follows that the corrections to the observables

(∼ κg4
5) are 1/N2

c suppressed. The natural constraint on the coefficient κ should
come from the requirement that the corrections to the observables are small. This
means that, if Nc = 3, then for the first two observables in (6.20), we should have
|κ| � 0.06 and for the third one we expect to have |κ| � 0.004. Therefore, we
conclude, that it is natural for the coefficient κ to satisfy the condition |κ| � 10−3.

6.4 Corrections From the F 3 Term

The action relevant for finding the corrections to the 3-point function is

SF 3 =
1

2
αg2

5 Tr

∫
d4x dz

√
g
(
[FMN , F

NK ]F M
K

)
(6.21)

⊃ iαg2
5ε
abc

4

∫
d4x dz z

[
3(∂µA

a
ν)(∂zA

b,ν)(∂zA
c,µ) + 2(∂µAa,ν)F b,α

ν F c
αµ

]
,

where α is a new dimensionless parameter of the theory and the Lorentz indexes are
governed by the Minkowski flat metric ηµν . Therefore, using the prescription of the
holographic model, for the 3-point function we will have:

T abcµαβ(p1, p2, q) ≡ 〈J bα(p1)Jaµ(q)J cβ(−p2)〉 (6.22)

= εabcTµαβ(p1, p2, q)i(2π)4δ(4)(q − p2 + p1) ,
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where

Tµαβ(p1, p2, q) =
3αg2

5

4

{[
q2K2 −K11

]
ηαβ(p1 + p2)µ

+
[
2M2K2 −K12

]
(ηµαqβ − ηµβqα)

− 2K2qαqβ(p1 + p2)µ

}
, (6.23)

and

K11(p1, p2, q) =

∫ z0

0

dz z∂zA(q, z)A(p1, z)∂zA(p2, z) ,

K12(p1, p2, q) =

∫ z0

0

dz z∂z [A(q, z)A(p1, z)] ∂zA(p2, z) ,

K2(p1, p2, q) =

∫ z0

0

dz zA(q, z)A(p1, z)A(p2, z) , (6.24)

where we used that the functions K(p1, p2, q) are symmetric under the exchange
of p1 ↔ p2 (to understand this, see Eq. (6.25)), but not p1,2 ↔ q, (q = p2 − p1)
and anticipating the on-shell limit, we applied conditions: p2

1 = p2
2 = M2, (p1p2) =

M2 − q2/2 and (p2q) = −(p1q) = q2/2, for the diagonal transitions (one can easily
generalize this to non diagonal transition). Since we are dealing with the transverse
components of the gauge field, to simplify the tensor structure, we applied, as in
[37], the transverse projectors Παα′(p1) ≡ (ηαα

′ − pα1pα
′

1 /p
2
1), etc, (that allows us to

add or eliminate terms proportional to p1α or p2β). The solution of the (6.3) for
timelike momentum can be written as an infinite sum:

A(p, z) = −g5

∞∑
m=1

fmψm(z)

p2 −M2
m

, (6.25)

where ψm(z) are the solutions of the (6.3) with b.c. ψm(0) = ψ′m(z0) = 0 and
q2 = M2

m. Then, for a spacelike momentum transfer, q2 = −Q2, it follows that:

Tµαβ(p1, p2, q) =
3αg4

5

4

∞∑
n,k=1

fmfnR
nk
µαβ(Q2)

(p2
1 −M2

n)(p2
2 −M2

k )
,

and for the diagonal n↔ n transition:

R
(n)
µαβ(Q2) ≡ lim

p21→M2
n

lim
p22→M2

n

(p2
1 −M2

n)(p2
2 −M2

n)Tµαβ

=
3αg4

5

4

{
−
[
Q2W nn

2 +W nn
11

]
ηαβ(p1 + p2)µ

+
[
2M2

nW
nn
2 −W nn

12

]
(ηµαqβ − ηµβqα)

− 2W nn
2 qαqβ(p1 + p2)µ

}
, (6.26)
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where we defined new functions as

W nn
11 (Q2) =

∫ z0

0

dz z∂zJ (Q, z)ψn(z)∂zψn(z) , (6.27)

W nn
12 (Q2) =

∫ z0

0

dz z∂z [J (Q, z)ψn(z)] ∂zψn(z) , (6.28)

W nn
2 (Q2) =

∫ z0

0

dz zJ (Q, z)ψn(z)ψn(z) . (6.29)

with

J (Q, z) = Qz

[
K1(Qz) + I1(Qz)

K0(Qz0)

I0(Qz0)

]
, (6.30)

where J (Q, z) = A(Q, z) is the solution of Eq. (6.3).

6.5 Form Factors

Adding the corrections to the form factor coming from the F 3 term to the leading
order result from the F 2 term obtained in Ref. [36] gives for the electric G̃C , magnetic
G̃M and quadrupole G̃Q form factors the following result

G̃
(n)
C (Q2) =

[
1− Q2

6M2
n

]
Fnn −

3αg4
5Q

2

4

[
1 +

Q2

12M2
n

]
W nn

2

− 3αg4
5

4

[
1 +

Q2

6M2
n

]
W nn

11 +
αg4

5Q
2

8M2
n

W nn
12 ,

G̃
(n)
M (Q2) = 2Fnn(Q2) +

3αg4
5

4

[
2M2

nW
nn
2 −W nn

12

]
,

G̃
(n)
Q (Q2) = −Fnn(Q2)− 3αg4

5Q
2

8
W nn

2

− 3αg4
5

4
[W nn

11 −W nn
12 ] . (6.31)

where

Fnn(Q2) =

∫ z0

0

dz

z
J (Q, z) |ψn(z)|2 , (6.32)

see Ref. [36] for more details. In the AdS/QCD model, with α = 0 as was shown
in [36], these three form factors of vector meson are expressed through the sin-
gle function Fnn(Q2). Besides, for Q2 = 0, the AdS/QCD model reproduces the
unit electric charge e of the meson, “predicts” µ ≡ GM(0) = 2 for the magnetic mo-
ment and D ≡ GQ(0)/M2 = −1/M2 for the quadrupole moment, which are just the
canonical values for a vector particle [60]. However, for non zero values of α the
situation changes towards a more realistic scenario.
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6.6 Results

One can verify that at Q2 = 0, we have W nn
11 (0) = 0, because ∂zJ (0, z) = 0, since

∂z J (Q, z) = −zQ2

[
K0(Qz)− I0(Qz)

K0(Qz0)

I0(Qz0)

]
. (6.33)

In addition

W 11
12 (0) =

∫ z0

0

dz z(∂zψ1(z))2 =
2M2z2

0

J2
1 (γ0,1)

∫ 1

0

dζ ζ3J2
0 (γ0,1ζ) , (6.34)

W 11
2 (0) =

∫ z0

0

dz zψ2
1(z) =

2z2
0

J2
1 (γ0,1)

∫ 1

0

dζ ζ3J2
1 (γ0,1ζ) , (6.35)

where J0(γ0,1) = 0, M = γ0,1/z0 is the mass of the ρ-meson and we took into account
that

ψ1(z) =

√
2

z0J1(γ0,1)
zJ1(Mz) . (6.36)

After partial integrations and using the properties of Bessel functions we obtain

W 11
12 (0) = M2W 11

2 (0)− 2 . (6.37)

Now, defining w ≡ W 11
12 (0) ' 1.261, we find (e = 1),

µ ≡ G̃
(1)
M (0) = 2 +

3αg4
5

4
(w + 4) , (6.38)

DM2 ≡ G̃
(1)
Q (0) = −1 +

3αg4
5w

4
.

The electric radius of the ρ-meson is

〈r̃2
ρ〉C ≡ −6

(
dG̃

(1)
C (Q2)

dQ2

)
Q2=0

(6.39)

= 〈r2
ρ〉C + αg4

5

[
3

4M2
(5w + 12) +

9

2

(
dW 11

11 (Q2)

dQ2

)
Q2=0

]
,

where the first term is 〈r2
ρ〉C = 0.53fm2, found in Ref. [36], and the second term

in the square brackets is the correction to the ρ-meson’s radius. Using Eqs. (6.27),
(6.33) and (6.36) one can find that

9

2

(
dW 11

11 (Q2)

dQ2

)
Q2=0

=
9γ0,1z

2
0

J2
1 (γ0,1)

∫ 1

0

dζ ζ4 ln ζ J0(γ0,1ζ)J1(γ0,1ζ) , (6.40)

which is ' −0.255fm2. Therefore,

σ ≡
(
〈r̃2
ρ〉C − 〈r2

ρ〉C
)
/fm2 ' 0.647αg4

5 ' 252α . (6.41)
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Now, in terms of σ, the magnetic and quadrupole moments of the ρ-meson are:
µ ' 2 + 6.1σ and DM2 = 1.46σ− 1. The table of possible values for electric radius,
magnetic and quadrupole moments in terms of a reasonable range of values for σ is
given below:

TABLE I: The observables for different values of σ.
σ -0.15 -0.1 -0.05 -0.01 0.01 0.05 0.1 0.15

r2 0.38 0.43 0.48 0.52 0.54 0.58 0.63 0.68
µ 1.09 1.39 1.7 1.94 2.06 2.31 2.61 2.92
−DM2 1.22 1.15 1.07 1.01 0.99 0.93 0.85 0.78

where r2 ≡ 〈r̃2
ρ〉C/fm2. These results depend explicitly on α (or σ) and implicitly on

z0 which is fixed by the mass of the ρ-meson. Notice, that g4
5|α| < 0.23, therefore,

we are not outside of the perturbative domain and our calculations are consistent.
For comparison with other models, see table below

TABLE II: The observables in different models.
Models [61] [62] [63] [64] [65] [66]

r2 0.27 0.37 0.37 0.39 0.54 0.55
µ 1.92 2.69 2.14 2.48 2.01 2.25
−DM2 0.43 0.84 0.79 0.89 0.41 0.11

It is interesting, that the only HD term in the 5D effective theory that can alter
the canonical values of the magnetic and the quadrupole moments is the term F 3.
Therefore, the more precise knowledge of either one of these observables (µ, D or
r2) can put more stringent constraints on the coefficient α. Here, we showed that
the corrections are proportional to αg4

5 and thus, are 1/N2
c suppressed as expected.

Finally, our estimates suggest that |α| < 10−4.

6.7 Summary

In this chapter, as one of the possible ways to test and improve the AdS/QCD model
proposed in the Ref. [26], we considered the addition of dimension six terms into
the vector sector of the AdS/QCD lagrangian and studied their effect on the vector
meson form factors.

We discussed that ignoring the backreaction of the matter on the metric, the
effect from the terms of the second group involving the AdS curvature tensors and
Ricci scalar, is equivalent to the redefinition of the coupling g2

5. We showed that a
term, likeX2F 2, doesn’t change the electric charge, the magnetic and the quadrupole
moments, but affects the charge radius, the masses and the decay constants of the
vector mesons. The effect of this term is equivalent to the AdS metric deformation
and, in agreement with [26] and [57], it is also equivalent to the addition of vacuum
condensates. However, one should keep in mind that the metric deformations are
also coming from the matter fields, which we ignore compared to the explicit or
effective metric deformations from the X2F 2 term.
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By calculating the form factors, we found a relation between electric charge
radius, mass, decay constant of the ρ-meson and the coefficient κ (to lowest order)
with which the term X2F 2 enters the action. Also, we expressed the electric radius,
magnetic and quadrupole moments of the ρ-meson in terms of the dimensionless
parameter α, with which the term F 3 enters the action. These results can be
straightforwardly generalized to the case of the soft wall model [32, 37].

It is also interesting to study the contribution of the dimension six terms to
the form factor of pion. As discussed in Ref. [38], in the full AdS/QCD model the
pion form factor is derived from the variation of the action with respect to the two
longitudinal axial-vector fields and one transverse vector field. As a result, only
terms like X2F 2 can contribute to the form factor of pion. To demonstrate this,
first, consider the term F 2

AFV , where FA is related to the axial-vector field. This
term may contribute to the three-point function in such a way that only the linear
pieces of the field strength tensors can enter. However, since these linear pieces
vanish for the longitudinal axial-vector field, there can’t be any contribution from
term like F 3 to the form factor of pion (this question was also discussed in Ref. [59]).

The other relevant dimension six terms (∇AFMN)2 and (∇KF
MN)(∇NF

K
M) also

can’t contribute to the form factor of pion. We demonstrate this for example with
the term (∇AFMN)2 which, as shown above contributes to the action in the form
given in Eq. (6.6). However, this term contains two field strength tensors, and at
least one should vanish for the longitudinal components. Similar arguments can be
also applied for the second term.

Finally, we think that the results obtained here are in the range of the values
from the other models. This is encouraging and suggests that the further addition
of the HD terms can improve the holographic dual model of QCD.
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Chapter 7

Conclusion

In 1997, Maldacena conjectured a surprising connection between the QCD-like the-
ory∗ in four-dimensions and the gravity theory† which lives in the warped five-
dimensional AdS space‡. This conjecture is known as the AdS/CFT correspondence.
While CFT is similar to QCD, there are some differences that are partially fixed
in the so-called holographic dual model of QCD or the AdS/QCD model, where one
roughly makes the size of the extra fifth dimension finite. This method allows one to
solve nonperturbative problems of QCD by applying well known perturbative tech-
niques to a 5D theory. This is exciting and relevant to strong interaction physics,
since we are now able to understand QCD at large distances where the strong forces
start to play an important role. Using this method we can calculate the masses of
hadrons and many other observables which couldn’t be calculated otherwise in per-
turbation theory. It is as if the hadronic physics in 4D appears as the holographic
image of the theory which lives in 5D.

To demonstrate the effectiveness of the AdS/QCD model, we have calculated
some of the important hadronic observables which could be compared either with
experiment or with lattice QCD data. As a result, using a framework of AdS/QCD
model with hard-wall cutoff, we developed a formalism to calculate hadronic ob-
servables such as form factors and wave functions of vector mesons. We showed
that these form factors manifest a generalized vector-meson dominance (VMD) rep-
resentation with a very specific VMD pattern, in which form factors are essentially
given by contributions due to the first two bound states. The electric radius of the
rho-meson from the holographic model was shown to be in a good agreement with
predictions from lattice QCD.

In chapter 3, we studied wave functions and form factors of vector mesons within
the framework of the soft-wall model, that can produce a Regge-like spectrum for
higher radially excited mesons, expected from semi-classical arguments. Analyzing
the three-point function, we obtained expressions for transition form factors both in
terms of the ψ wave functions and the “more physical” Φ wave functions, which are
simply Laguerre polynomials. We showed that, just like in the hard-wall model, the

∗More precisely strongly coupled conformal field theory or CFT for short.
†Weakly coupled, type IIB string theory, to be precise.
‡AdS stands for Anti-de Sitter space which has constant negative curvature.
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form factors in the soft-wall model can be written in the form of generalized VMD
representation, i.e., as a sum over all bound states in the channel of electromagnetic
current. We also calculated the ρ-meson electric radius in the soft-wall model, and
found that it is larger than in the hard-wall model. Finally, we calculated the ρ-
meson coupling constant fρ both in the soft-wall and hard-wall models, and found
that the experimental value is closer to the hard-wall model result.

In Chapter 4, using the AdS/QCD model, we studied the pion in the chiral limit
of QCD with two flavors. We described a formalism that allows one to extract the
pion form factor, where we identified the pion with the longitudinal component of
the axial-vector gauge field. We found an analytic expression for the pion decay
constant in terms of two parameters of the model: σ and z0. Analyzing the results,
we found it convenient to work with two combinations α = g5σ/3 and a = αz3

0 of
the basic parameters. In particular, we found a = a0 = 2.26 for the value of a
corresponding to the experimental ρ-meson mass mρ and pion decay constant fπ.
The importance of the parameter a is that its magnitude determines the regions,
where the pion properties are either governed by the confinement effects or by the
effects from the spontaneous chiral symmetry breaking. We also found that the
pion charge radius 〈r2

π〉1/2 ≈ 0.58 fm in the hard-wall model is smaller than that
measured experimentally. The basic source of the discrepancy with experiment
comes from the fact that the asymptotic AdS/QCD prediction for the pion form
factor is Q2Fπ(Q2) → 4π2f 2

π , and if one takes the experimental value for fπ, one
obtains Q2Fπ(Q2)→ 0.68 GeV2, which is much larger than the 0.4 GeV2 value given
by Q2 ∼ 2 GeV2 JLab data.

In Chapter 5, we developed an extension of the AdS/QCD model, adjusted to
study the anomalous coupling of the neutral pion to two (in general, virtual) photons.
The additional part of the gauge field in the 5D bulk is associated with the isoscalar
vector current (related to ω-like mesons). The Chern-Simons term allows one to
reproduce the tensor structure of the anomalous form factor Fγ∗γ∗π0(Q2

1, Q
2
2). To

exactly reproduce the QCD anomaly result for real photons, we added contributions
localized at the IR boundary z = z0, and then studied the momentum dependence
of the Fγ∗γ∗π0(Q2

1, Q
2
2) form factor in our model. In particular, we calculated the

slope of the form factor with one real and one slightly off-shell photon. Our result
aπ ≈ 0.031 is very close to the value aπ = 0.0326 ± 0.0026 obtained by CELLO
collaboration from spacelike Q2 measurements.

In chapter 6, as one of the possible ways to test and improve the AdS/QCD
model, we considered the addition of dimension six terms into the vector sector of
the AdS/QCD lagrangian and studied their effect on the vector meson form factors.
We showed that terms like X2F 2 don’t change the electric charge, the magnetic
and the quadrupole moments, but do affect the charge radius, the masses and the
decay constants of the vector mesons. The effect of this term is equivalent to the AdS
metric deformation and is also equivalent to the addition of the vacuum condensates.
We also expressed the electric radius, magnetic and quadrupole moments of the ρ-
meson in terms of the parameter with which the other dimension six term F 3 enters
the action.
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