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Abstract

The fields of quantum and nonlinear optics have given rise to a variety of nonclassical states

of light that have been proven to surpass certain limitations set by classical physics. Namely,

certain squeezed and entangled states have been shown to beat the shot-noise limit when

making precision phase measurements in interferometry, as well as write lithographic patterns

that are smaller than classically allowed by the Rayleigh diffraction limit. Additionally, single-

photon sources and entangled photon pairs have given rise to provably secure quantum key

distribution for cryptography.

Producing these quantum states of light has proven a difficult task. Nonlinear crystals,

when pumped by a laser, produce pairs of single photons via the process of spontaneous

parametric down conversion (SPDC). This process is mediated by the second order nonlinear

susceptibility of the material. When pumped in a high gain regime, these crystals give rise

to optical parametric amplification, which is a viable source of squeezed light. The vast

majority of research in this area has focused on crystals that are seeded by vacuum in their

two modes.

This dissertation concerns the field of quantum nonlinear optics. It is an investigation

into the processes that occur when nonlinear materials interact with the electromagnetic

field on the single photon level. I have focused on seeding nonlinear crystals with quantum

states of light, including single photons and entangled states. This process results in various

states directly applicable to interferometry, imaging, and cryptography. Another application

investigated is an absolute radiance measurement via stimulated parametric down conversion

resulting from non-vacuum seeding of a nonlinear crystal.

Additionally, other nonlinear processes, including four-wave mixing, nonlinear magneto-

optical effects and coherent population trapping in warm atomic vapor involving quantum

states of light are investigated. The process of seeding third-order nonlinear interactions,

vi



such as in atomic vapors, gives rise to a variety of interesting, nonclassical phenomena such

as entangled image transfer and nonlocal imaging. Strong analogies between SPDC and four-

wave mixing are drawn. I also experimentally show an all optical pi-only phase shift of one

light beam via another in warm Cesium vapor.
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Chapter 1
Introduction

1.1 Nonclassical Light and Entanglement

Nonclassical states of light have been studied in depth both experimentally and theoretically

since the emergence of quantum electronics [1]. Much interesting physics has resulted from

this, including the field of quantum optics [2]. Quantum states of light are applicable to

a variety of systems including interferometric, lithographic and cryptographic applications

[4, 5, 6, 7, 8, 9, 10, 11, 12]. In particular, various types of squeezed light are able to surpass

some limitations set by classical physics. Two important examples of this are the ability

to make phase measurements beyond the shot-noise limit, as well as the ability to write

lithographic patterns that are smaller than classically allowed by the Rayleigh limit. Squeezed

light proves to be a promising tool that has many potential real-world applications that go

beyond the classical physics realm [19, 14, 15, 16, 17, 18, 19, 20].

Another extremely important concept in quantum optics is that of entanglement. This

dates back to the Einstein-Podolsky-Rosen paper written in 1935 [21]. The idea is that two

systems, particles for example, become entangled such that if we make a measurement on one

of the systems, we immediately reveal to ourselves the state of the other system regardless

of its distance (spatially or temporally) to us. This ”spooky action at a distance” caused

much concern to EPR, and rightfully so. At first glance, this strange phenomenon appears

to violate causality by passing information between two points faster than the speed of light

(that is, immediately). This is however untrue, as one is unable to communicate or share any

information between the two points without the need of classical communication. Despite

this fact, entanglement retains many ”spooky” and interesting qualities. For example, one

may exploit entanglement to create a provably secure cryptographic key [11]. Additionally,
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certain entangled states have been shown to also beat the shot-noise limit in interferometry,

as well as the Rayleigh limit in lithography [22, 23, 24, 25].

As one might expect, creating these quantum states of light is not a simple task. The most

commonly used methods available with today’s technology are via nonlinear crystals or alkali

vapor. When discussing single photon type experiments, nonlinear crystals are the backbone

of almost every quantum optics experiment around the globe today. As we will see, the

majority of experiments involving these crystals utilizes an unseeded, low gain limit which

induces a process known as spontaneous parametric down conversion [26, 27, 28, 29, 30, 31].

However, much interesting and new physics arises when we input nonclassical and entangled

light into these crystals, as well as when we look in a higher gain regime [32, 33, 34, 35, 36,

37, 38, 39, 40].

Alkali vapor cells, for example containing Rubidium or Cesium, are also frequently used

to create nonclassical states of light [41, 42, 43, 44, 45, 46, 47, 48]. Many nonlinear effects

may take place when these gases interact with light, such as coherent population trapping,

electromagnetically induced transparency, slow light, and squeezed light production. The

four-wave mixing process in particular has been shown to produce squeezed twin beams, as

well as allow for the creation of entangled images between the output beams.

One of the most intuitive ways to view an electromagnetic field is to look at its phase

space diagram. This is a simple pictorial view of the what we will see are the dimensionless

position and momentum of the state of the electromagnetic field. The phase space diagram

pictorially shows the uncertainty a given state has in the two quadratures depicted. The

uncertainty principle requires that the uncertainty in both quadratures obeys the inequality

〈(∆X̂1)2〉〈(∆X̂2)2〉 ≥ 1/16 [2]. A minimum uncertainty state is a state whose uncertainty is

such that the equality holds in the previous sentence’s equation. The vacuum state |0〉 is a

minimum uncertainty state about the center of the phase space diagram, with quadrature

uncertainties 〈(∆X̂1)2〉 = 〈(∆X̂2)2〉 = 1/4. It contains equal uncertainty in both quadratures,

and is thus depicted as a filled in circle. The most classical state of light, the coherent state

2



FIGURE 1.1: Minimum uncertainty state phase space diagram. The vacuum state |0〉 contains
an equal uncertainty in both the X1 and the X2 quadrature. The coherent state |α〉 is a
displaced vacuum state of amplitude |α|2 and phase ϕ. |α〉 is also a minimum uncertainty
state with equal uncertainty in both quadratures. Additionally, a number state |n〉 is depicted
as a circle, containing a known number of photons, but having a completely uncertain phase
distribution.

|α〉, is also a minimum uncertainty state with 〈(∆X̂1)2〉 = 〈(∆X̂2)2〉 = 1/4.. However, it may

be viewed as displaced vacuum with amplitude |α|2 and phase φ. Additionally, the number

state |n〉 is a state that contains a perfectly well-defined number of photons, but contains

completely uncertain phase. These states phase space diagrams are shown in Figure 1.1.

They will be discussed more in-depth in Chapter 2.

It is possible to create a state such that the uncertainty in one quadrature is lower than

1/4 [1, 2, 3]. The uncertainty in the other quadrature will then increase correspondingly,

in order to maintain the uncertainty principle. This lowering in uncertainty beyond what is

typically possible creates what is known as a squeezed state. The choice of name becomes

obvious when we look at the phase space diagram of a squeezed state below in Figure 2. The

area of the squeezed region is equal to that of a minimum uncertainty state (MUS), which

corresponds to maintaining the equality in the uncertainty principle, without any violation.

3



FIGURE 1.2: Displaced squeezed vacuum state |ξ〉 in a phase space diagram. Uncertainty in
the X1 quadrature is reduced, thus increasing uncertainty in the X2 quadrature.

These states are very nonclassical, and have many interesting characteristics. We may also

view squeezing between two separate optical beams [1, 2, 3, 47]. Defining the quadrature

operators X̂1a, X̂2a for beam ”a” (probe beam) and X̂1b, X̂2b for beam ”b” (conjugate), we

can realize the joint quadrature operators:

X̂1+ = (X̂1a + X̂1b)/
√

2 and X̂2− = (Ŷ2a − Ŷ2b)/
√

2. (1.1)

When these quadratures are observed to have noise fluctuations below the shot-noise limit

(SNL), they are entangled (or inseparable). When two beams are produced by way of non-

linear, parametric processes, they can exhibit squeezing in joint quadratures, such as photon

number difference between the two modes. Much of the work to produce these twin beams

has been in nonlinear crystals enclosed in resonant cavities [49, 50, 51, 52, 53]. Due to

the presence of the cavity, the output beams are typically macroscopic, yet contain pho-

ton number difference squeezing between the two modes. Another consequence of the re-

strictions set by the resonant cavity are that the output modes are typically single-spatial

mode, thus not allowing for pixel and image entanglement. However, neglecting the cavity,
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the process involved in these crystal experiments, resulting from the χ(2) nonlinearity, is

parametric down conversion. The interaction Hamiltonian for this process, again neglect-

ing the resonator, is HI = [−εâ†b̂† + ε∗âb̂], which leads to the unitary evolution operator

Ŝ(η) = exp [−ηâ†b̂† + η∗âb̂] [2]. This is a three wave process, where we have assumed an

undepleted pump such that ε and η are complex numbers rather than operators.

We see that this process produces pairs of photons due to the presence of the operators â

and b̂. The photon number correlations between these two modes are perfect. Entanglement in

this type of setup is inherently multi-spatial-mode because of the phase-matching conditions

involved. In order to extend this toward a macroscopic beam, these crystals are typically

placed in a resonator in order to increase the effective nonlinearity. However, due to inherent

effects when including the resonant cavity, the multi-spatial-mode entanglement is lost and

one is left with single-spatial-mode twin beams. Due to the Hamiltonian mentioned earlier,

the twin beams will exhibit strong intensity correlations.

As mentioned, entanglement is another key concept in nonlinear and quantum optics.

Strictly speaking, a state is entangled if the state vector describing it is inseparable. For

example, using bra-ket notation such that |1〉a corresponds to one photon in mode a, the

two-mode state (|2〉a|0〉b + |0〉a|2〉b)/
√

2 is entangled. Until a measurement is made on one

of the two modes a and b, we must describe the state of the system as having either two

photons in mode a and none in mode b, or vice versa. Entangled states such as this give rise

to improvements beyond those set by classical physics in the fields of interferometry, imaging

and cryptography.

1.2 Metrology, Imaging, and Information

1.2.1 Interferometry and the Shot-Noise Limit

Applications of nonclassical light allow for extremely useful improvements in a variety of

fields. Interferometry, the metrological study of phase, is limited classically by the shot-noise

limit. To understand this, I will take the example of a Mach-Zehnder interferometer, as seen

in Figure 1.3.
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This is a two-mode device consisting of a beam splitter, two mirrors, a path length dif-

ference between the two arms corresponding to a phase difference, another beam splitter

and detectors. If we input classical light, such as a coherent state (a laser), we obtain the

shot-noise limit which says that the minimum value of the phase difference we measure goes

as ∆φ = 1/
√
n̄, where n̄ is the mean number of photons in the input coherent state. This

way of viewing the SNL results from the Poissonian statistics of coherent light, which will be

discussed further in Section 2.1. While it may seem that one can just continue increasing the

number of photons indefinitely, other considerations eventually come into play which limit

the sensitivity, such as radiation pressure.

The other method of seeing how the SNL arises is by viewing it as resulting from vacuum

fluctuations. The example with coherent light results in the SNL when either one or both

of the input ports contains a laser input. However, it has been shown that any time one of

the two input ports is left empty (that is, vacuum input only), the SNL again is the limiting

factor on phase uncertainty [15]. This results in the SNL with any input state, regardless

of how nonclassical it is, so long as one input port remains vacuum. We can now see that

in order to obtain phase information beyond that allowed by the SNL, we must input a

nonclassical state into the interferometer, as well as make sure not to leave either input port

in the vacuum state.

Nonclassical light has a direct application to interferometry in that it can go beyond

the SNL and reach the Heisenberg Limit (HL) ultimate phase sensitivity of ∆φ = 1/N ,

where N is the number of photons input to the interferometer. Squeezed light input into an

interferometer will result not in the HL, but will still be better than the SNL. A variety of

other states have been shown to exhibit phase sensitivity measurements with sensitivities

between the SNL and HL, which is still of much interest due to possible incorporation into

future LIDAR schemes and gravity wave interferometry, such as LIGO [19, 16, 23, 24, 25].

There are however, specific, maximally entangled path states, called N00N states, that do

in fact reach the HL [4, 22, 29, 30]. These are difficult to produce efficiently, though I have
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theoretically shown a method to create N = 4 N00N states at a relatively high rate which

is discussed in Section 4.3 [36].

FIGURE 1.3: Mach-Zehnder interferometer. This is a two-mode device. However, in this
diagram one input is left as vacuum. ϕ is a path length difference between the two arms.

1.2.2 Imaging and the Rayleigh Diffraction Limit

One key goal of classical lithography is to write ever smaller diffraction patterns. Clas-

sically, interferometric lithography fringe patterns are limited by the Rayleigh diffraction

limit, which states that laser light of wavelength λ exhibits deposition patterns that scale

as 1 + cos 2φ, where φ = kx and k = 2π/λ. Here φ is the phase shift corresponding to the

path length difference between the two modes of the interferometer and x is the dimension

along the substrate [4]. Thus, the classical method to produce smaller fringes is to decrease

the wavelength of the light being used to write the interference pattern. This suffers from

the limitation that it quickly becomes difficult to work with materials when using very short

wavelengths, such as x-rays.

Nonclassical states have been shown to beat this Rayleigh diffraction limit [29, 30]. For

example, specific states discussed in section 2.2, can write interferometric lithographic pat-

terns that scale as 1 + cos 2Nφ, where N is the total number of photons input into the

interferometer. This allows for writing smaller lithographic patterns at a given wavelength,
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which will reduce the requirement to move to ever shorter wavelengths to increase fringe

density.

FIGURE 1.4: Interference patterns in imaging. The blue fringes correspond to the Rayleigh
limit at a given wavelength. The red fringes then correspond to interference with a quantum
state allowing two times the fringes per cycle.

Another useful application of nonclassical light to imaging is image transfer. Photode-

tectors that are easily available today are much more efficient at visible wavelengths than

say, the far infrared. Due to the correlations produced via nonlinear interactions, images

and information about photon number at one wavelength may transferred to another. These

processes occur in stimulated parametric down conversion as well as stimulated four-wave

mixing [32, 33, 34, 35, 36, 37, 38, 39, 40]. Section 4.5 discusses an experiment that allows

for exactly this kind of photon number information transfer from an infrared source to the

visible region.

1.2.3 Information and Cryptography

Secure transmission of information via cryptographic methods has been around for centuries.

In general, cryptography requires a method of encrypting a message, as well as a method

to decrypt it. The standard scheme involves a party, Alice, encrypting a message via some

algorithm, sending it over an insecure line in which an eavesdropper, Eve, may try to view

the encrypted message, and the receiving party who is to decrypt and recover the original
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message, Bob. There exists a multitude of cryptography schemes, though many are extremely

easy to break given decent computing power.

Public-key cryptography has become extremely common since the birth of computers. In

this type of cryptography, the encryption method is well known and publicly released such

that many people can encrypt messages. The decryption method is kept secret and only

supposed to be known by the intended receiver of the encrypted message. RSA, which is

a public-key cryptographic algorithm used largely for secure transformation of information

across computers, is not provably (mathematically) secure. The security of the encrypted

message produced via the RSA protocol relies on the mathematical difficulty of factoring a

large number into its constituent primes. Though extremely difficult and needing very large

time frames, factorizing into primes and therefore decrypting a RSA encrypted message is

possible. In fact, in 1994 Shor proved that a quantum computer can factor large numbers

into their prime constituents in polynomial rather than exponential time [55].

On the other hand, a provably (mathematically) secure method of creating and sending

secure messages is the one-time pad. A key used to encrypt a message is used just once, as

well as once to decrypt the message. If the key is truly random, as long as the message to

be encrypted, and only shared between the encrypting and decrypting parties, then the one-

time pad method is completely secure and impossible to be broken. Quantum key distribution

(QKD) schemes, as discussed in section 2.3.3, can reliably create completely random one-time

pads between two parties [6, 7, 8, 11, 56, 57].

Most of the QKD schemes discussed will rely on two parties sharing a random string

of bits. This is called the key and will be used as the one-time pad. The message to be

encrypted is also to be written in binary. The first party encrypts the message by adding the

message and the key base two. They then send the encrypted message to the second party.

This person then decrypts the cryptotext by again adding it to the shared key base two.

The result is the original unencrypted message. This is easily seen by taking the following
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example. Alice takes her message and adds it to the random key that her and Bob privately

share, resulting in the cryptotext:

message→ 1000110111010

+

key → 0110010101110

cryptotext→ 11100100010100

She then sends the cryptotext to Bob, who then adds it to the privately shared, random key,

base two:

cryptotext→ 1110100010100

+

key → 0110010101110

message→ 1000110111010

Thus, Bob has retrieved the original unencrypted message. Any eavesdropper who may obtain

the cryptotext will see nothing but a random string of bits, due to the fact that the key was

generated randomly to encrypt it.
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Chapter 2
Quantum State Representations of Light

2.1 Fock or Number States

I will begin the discussion of the various quantum state representations of light by reviewing

some notation and introducing Fock states. The energy eigenstate vector describing a single

mode field corresponding to the energy eigenvalue En is defined as |n〉, according to the

Hamiltonian eigenvalue equation [2]:

Ĥ|n〉 = En|n〉 = ~ω(n̂+ 1/2)|n〉 = ~ω(â†â+ 1/2)|n〉. (2.1)

Thus, |n〉 is viewed as a single mode of the electric field containing n quanta of energy,

or n photons. By single mode, we mean at a single frequency, with a given position and

momentum (though still obeying the uncertainty principle). That is to say, a single spatio-

temporal mode, at a single wavelength. In the aforementioned eigenvalue equation, I have

introduced the single mode creation and annihilation operators resulting from quantization

of the electromagnetic field. The creation operator is defined as:

â†|n〉 =
√
n+ 1|n+ 1〉. (2.2)

We see that one application of the creation operator to a state vector adds, or creates, one

photon in that mode. The annihilation operator is then defined as:

â|n〉 =
√
n|n− 1〉. (2.3)

Analogously, one application of the annihilation operator results in a subtraction, or annihi-

lation, of one photon in that mode. The number operator is defined as n̂ = â†â and acts on

a state according to n̂|n〉 = n|n〉. Note that the creation and annihilation operators are not

Hermitian, and therefore are not observable. However, n̂ is Hermitian, and corresponds to a

measurement of the number of photons in the mode it acts on.
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One can immediately see why this Fock state notation is frequently called number state

notation. These terms will be used interchangeably throughout this dissertation. Note that

the annihilation operator acting on vacuum is zero, â|0〉 = 0, number states are orthogonal,

such that 〈m|n〉 = δmn, and form a complete basis set,
∞∑
n=0

|n〉〈n| = 1. Additionally, the

creation and annihilation operators obey the bosonic commutation relation such that [â, b̂†] =

δab. Notationally, I will discuss multimode states which are defined as

|n〉1|m〉2|p〉3 ≡ |n〉|m〉|p〉 ≡ |n,m, p〉. (2.4)

This means there are n photons in mode 1,m photons in mode 2 and p photons in mode 3. The

different modes may be of different frequency or be spatially separated, et cetera. Number

states have a perfectly well-defined number of photons in a given mode, and therefore have

complete phase uncertainty. This can be seen in Figure 1.1. The blue circle is the phase

space diagram for a number state and in reality would be infinitely thin, corresponding to

a well-defined number n, but having a phase distributed from 0 to 2π. This results from

the number-phase uncertainty relation ∆n∆φ ≥ 1, which requires uncertainty in either the

number or phase to increase, as the other decreases.

Quadrature operators associated with the quantized electromagnetic field may now be

defined as [1, 2, 3]:

X̂1 =
1

2
(â+ â†) and X̂2 =

1

2i
(â− â†). (2.5)

These may be viewed as dimensionless position and momentum operators, and obey the

uncertainty relation:

〈(∆X̂1)2〉〈(∆X̂2)2〉 ≥ 1

16
. (2.6)

When the equality in this relationship is met, the state is said to be a minimum uncertainty

state (MUS). If the uncertainty in one quadrature is lower than in the other quadrature,

but the equality is still held, we have a squeezed state. The quadrature whose uncertainty
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is lower than 1/4, while maintaining a MUS, is the squeezed quadrature. This is evidence of

nonclassical light. It should be noted that the vacuum state |0〉 is a MUS.

2.1.1 N00N States

Using our knowledge of the Fock state basis and entanglement, we are free to introduce

maximally path entangled states known as N00N states. A N00N state is a multimode

entangled state defined as [4]:

|N00N〉 =
1√
2

(|N, 0〉+ |0, N〉). (2.7)

Thus, N00N states have either N photons in mode 1 and no photons in mode 2, or zero

photons in mode 1 and N photons in mode 2. When discussing these states, the various modes

are differentiated by the fact that they are spatially separated. This is how we arrive at they

description ”maximally path entangled.” In a Mach-Zehnder interferometer, for example,

a N00N state existing between the two beam splitters would correspond to a state where

N photons are in the upper path and none in the lower path, or vice versa. We have no

knowledge of which path the photons are in until we make a measurement on one of the two

modes. A measurement causes the state to collapse and gives us full knowledge of where the

photons are. These states are directly applicable to and show enhancements beyond classical

limits in interferometry and imaging, as discussed in section 2.3.

Creating N00N states with N = 2 is almost a trivial task [58]. This can be done by

inputting one photon into each mode of a beam splitter. This can be easily calculated using

the standard 50:50 beam splitter transformations [2]:

â†1 →
1

2
(â†3 + iâ†4) , â†2 →

1

2
(iâ†3 + â†4), (2.8)

along with the input |1〉|1〉. The output from the beam splitter will be the N00N state:

|2, 0 : 0, 2〉 ≡ i√
2

(|2〉|0〉+ |0〉|2〉). (2.9)

However, creating N00N states with N ≥ 3 is a much more difficult task, with essentially no

efficient schemes existing [59, 60]. I have developed a scheme to create N = 4 N00N states
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with a large relative efficiency compared to other existing schemes, as will be discussed in

section 4.3 [36].

2.2 Coherent States

A specific kind of minimum uncertainty state containing equal uncertainties in phase and

amplitude (number) is the coherent state. The coherent state may be defined as the state

resulting from an application of the displacement operator on the vacuum, or as the right

eigenstate of the annihilation operator. Using the latter, the coherent state |α〉 is defined as

â|α〉 = α|α〉. Normalized, the coherent state written in a number state basis is [2]:

|α〉 = exp(−1

2
|α|2)

∞∑
n=0

αn√
n!
|n〉. (2.10)

The expectation value of the number operator n̂ with regard to a coherent state is

〈α|n̂|α〉 = |α|2. This means that the average number of photons in the coherent state is

n̄ = |α|2. We can arrive at the shot-noise limit by examining the statistics of the coher-

ent state. Coherent states exhibit Poissonian statistics, which can be seen by taking the

probability amplitude for a measurement and detecting n photons, resulting in

|〈n|α〉|2 = e−|α|
2 |α|2n

n!
= e−n̄

n̄n

n!
. (2.11)

Additionally, the photon number uncertainty is ∆n =
√
n̄. Thus, we arrive at the very

important equation:

∆n

n
=

1√
n
, (2.12)

which states that the fractional uncertainty in total photon number in a coherent state

decreases as total average photon number increases. Using the number-phase uncertainty

relation of ∆n∆φ ≥ 1, we obtain the shot-noise limit:

∆n =
√
n̄ ⇒ ∆φ =

1√
n̄
, (2.13)

since ∆φ = 1/∆n.
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Unlike Fock states, coherent states are overcomplete and not orthogonal. This can be seen

by noting that [2]:

|〈β|α〉|2 = e−|β−α|
2 6= 0 and

∫
|α〉〈α|d2α = π, (2.14)

where |β〉 and |α〉 are two different coherent states. These states are, however, the best

approximation of light emitted from a single-mode laser. That is, only one resonant frequency

inside the resonant cavity containing the lasing material. Coherent states are MUS in which

each quadrature has equal uncertainty, similar to the vacuum state. They have a nonzero

average photon number n̄ as mentioned, thus they can be viewed as displaced vacuum states

(as in Figures 1.1 and 1.2, the vacuum is centered around zero, corresponding to average

photon number of zero). These coherent states are thus the most classical of any quantum

state representations of light and give rise to many classical limitations in interferometry

and imaging.

2.3 Applications of Quantum States to

Interferometry, Imaging and Cryptography

In this section I will discuss more in depth how quantum states of light can be used to

beat classical limitations in interferometry and imaging, as well as discuss quantum key

distribution using number states.

2.3.1 Beyond the Shot-Noise and Rayleigh Limits

As mentioned previously, the shot-noise limit can be viewed as arising from either the Pois-

sonian statistics of coherent (laser) light, or from leaving an input beam splitter port as

vacuum. The latter gives rise to the same fluctuations as coherent light due to vacuum fluc-

tuations. An intuitive way to understand this is by the realization that the vacuum state is a

coherent state of average photon number n̄ = 0, thus containing the same uncertainty. Either

of these scenarios results in a minimum detectable phase of ∆φ = 1/
√
n̄ in an interferometer.

Though the shot-noise limit has been known for quite some time, the Heisenberg limit of

∆φ = 1/N is the true physical limit for phase estimation. Caves showed in 1981 that the SNL
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could be surpassed by inputting squeezed light into both input ports of an interferometer

[15]. It has since been shown that a variety of other quantum states can beat the SNL and

approach the HL [19, 16, 23, 24, 25, 22, 29, 30].

N00N states, in particular, achieve exactly the Heisenberg limit. If a N00N state exists in

two arms, and a phase shift is given to one of them, the resulting state is [4]:

1√
2

(|N, 0〉+ eiNφ|0, N〉). (2.15)

Before looking at phase estimation, we see that this gives rise to interference patterns, given

an N photon absorbing material at the plane of interference, that scale N times smaller

than would be used with coherent light. One way to see where this N -fold improvement

comes from is by realizing that a coherent state would only pick up a phase shift of eiφ in

the same interferometer. The need for an N photon absorbing material is given by the fact

that we need to measure the number of photons at the interference plane of interest. Taking

the N00N state in equation 2.15, and impinging it on an N-photon absorbing material after

passing through a 50:50 beam splitter results in interference patterns scaling as [4]:

〈N00N | d̂
†N d̂N

N !
|N00N〉 = 1 + cos 2Nφ, (2.16)

where d̂ is the dosing operator, corresponding to the sum of the two modes at the interference

plane. For example, the |ψ〉 = 1√
2
(|2, 0〉 + e2iφ|0, 2〉) N00N state requires a measurement of

〈ψ|d̂†2d̂2|ψ〉, and will achieve interference patterns scaling as 1 + cos 4φ, twice that allowed

by the Rayleigh limit. This is the direct application of quantum states of light to lithography

by beating the classical Rayleigh diffraction limit.

Looking back at phase estimation, one can use either linear error propagation or Fisher

information and show that N00N states achieve the HL of ∆φ = 1/N , where N is the total

number of photons in the N00N state [61]. One way to visualize this phenomena is to examine

the interference pattern of the N00N state in Figure 1.4. The minimum detectable phase can

be viewed as related to the slope of the interference patterns. The N00N state pattern
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has steeper slopes which in turn leads to a lower minimum detectable phase difference.

This can provide a huge improvement in interferometric systems, such as in LIDAR (light

detection and ranging), if efficient schemes are invented for N00N states of large N . It has

also been shown though that N00N states are susceptible to losses, resulting in decreasing

phase sensitivity [62, 63]. However, more robust number and path-entangled states have been

shown to beat the SNL in the presence of loss [64]. These states contain a nonzero number of

photons in both modes, such that 1√
2
(|N,M〉+ |M,N〉). A comparison of this state may be

made to a N00N state with number of photons corresponding to the difference between the

two modes, N −M . A simple way of understanding how this state may be more robust to

losses than a N00N state in an interferometer is straightforward. If a photon in a N00N state

is detected anywhere in the interferometer before we make the appropriate measurement,

path information is gained about the entangled state. A detection, or loss, of one photon

in the N00N state case allows for the realization that all N photons were in that mode.

However, in the |N,M : M,N〉 case, a single photon detection will not result in complete

path information, so long as N,M ≥ 1.

It is relatively simple to create an N = 2 N00N state [58]. However, creating larger N

N00N states is more difficult, particularly if one desires a high rate of production. The

entanglement-seeded OPA scheme presented in chapter 4 obtains an N = 4 N00N state

with relatively high probabilities compared to previous schemes [36]. Additionally, a scheme

is shown that allows for creation of the |N,M : M,N〉 states, by utilizing two nonlinear

crystals and non-vacuum seeding.

2.3.2 Quantum Key Distribution

Quantum key distribution was first realized by Bennett and Brassard in 1984 with their

now famous BB84 protocol [56]. There have since been many developments in the field of

QKD, both with respect to the BB84 protocol, as well as the realization of various other

QKD schemes involving different quantum states [6, 7, 8, 11, 57]. The security of all QKD

protocols, while varying somewhat in the specific details, relies on a few axioms of quantum
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mechanics. Namely, any measurement of a quantum system will disturb it, one cannot mea-

sure a quantum state simultaneously in incompatible bases, and it is impossible to perfectly

clone a quantum state (the ”no-cloning” theorem) [65]. Thus, any attempt by an eavesdrop-

per to gain knowledge of the quantum system used for QKD will alter it and essentially

set off an alarm telling us that an eavesdropper is present. Note that the BB84 protocols

random key generation relies on the incompatible bases concept, specifically non-orthogonal

polarizations.

Quantum key distribution schemes involving entangled states were first realized by Ekert

in 1992 and differed in a couple key areas from the BB84 protocol [57]. While the BB84

scheme’s security (identification of a possible eavesdropper) relied on publicly comparing a

subset of the key, and thus shortening it, the Ekert protocol’s security does not. Additionally,

the BB84 protocol involved one party, Alice, sending single photons which she prepared to the

other party, Bob. Ekert’s protocol involved a central entity sending one part of an entangled

state to Alice and the other to Bob. Of course this central entity can be Alice, who would

just send one mode to Bob and store the other mode where she is. In Ekert’s example he used

the maximally entangled spin singlet state 1√
2
(| ↑, ↓〉+ | ↓, ↑〉). The central entity would send

the first mode to Alice and the second to Bob. Due to the fact that the state is entangled,

neither Alice nor Bob (or anyone for that matter) knows which state their mode is in until a

measurement is made. However, if measured in the same basis, the entangled state collapses

into either | ↑, ↓〉 or | ↓, ↑〉, with 50% probability.

The protocol goes as follows [57]. Alice has a polarizer with three possible bases for mea-

surement, 0◦, 45◦ and 90◦. Bob has a polarizer with three possible bases for measurement,

two of which are the same as Alice’s, 45◦, 90◦ and 135◦. The central source sends out the

entangled state, one mode to Alice and the other to Bob. Each of them picks, at random, a

basis in which to make their measurement. They then record which spin their particle was in

after the measurement. Alice and Bob then communicate classically over a public line and

tell each other which basis each measurement was made in. Every measurement with which

18



they randomly chose the same basis (1/3 of the time), they will know they have perfectly

anticorrelated measurements of spin, given no eavesdropper. This discussion was made in

order to show that Bell inequality violations may be used to test for eavesdroppers.

An eavesdropper, Eve, may attempt to interfere with the protocol in order to gain infor-

mation about the key. She may place herself between the central source and, say Bob, and

measure his particle before it makes it to him. However, she must also randomly choose a

basis for her measurement. If she picks an incompatible basis relative to Alice’s randomly

chosen basis, her measured spin will be random and not anticorrelated with Alice’s. Eve

would then send another particle to Bob with the spin she measured. Bob then continues the

protocol (without knowing Eve was interfering) and randomly chooses a basis and makes his

measurement. However, if Eve chose an incompatible basis with Alice, even if Bob chose the

same as Alice, Bob’s measured spin will be random rather than anticorrelated with Alice’s.

The security of the system, corresponding to the ability to detect Eve’s presence, relies on

violating a Bell inequality [66]. Alice and Bob publicly compare the results of the measure-

ments in which they did not randomly choose the same basis. They calculate the function

[67]:

S = C[A0◦ , B45◦ ]− C[A0◦ , B135◦ ] + C[A90◦ , B45◦ ] + C[A90◦ , B135◦ ], (2.17)

where C[A0◦ , B45◦ ] is the correlation coefficient when Alice measures in the 0◦ basis and

Bob measures in the 45◦ basis, et cetera. Classically, S ≤ 2. However, quantum mechanics

and the correlations resulting from the entangled state allow for S ≤ 2
√

2. Thus, given

perfect experimental conditions neglecting losses, Alice and Bob will achieve S = 2
√

2 if

no eavesdropper is present, and less than 2 if Eve was interfering. There exist purification

and error correction schemes to compensate for realistic, lossy systems. Thus, the protocol

is secure and Alice and Bob can detect the presence of an eavesdropper.

Time-energy entangled QKD schemes have also been developed [6, 7]. The primary method

for generating keys via this scheme is via parametric down conversion (SPDC) in nonlinear
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crystals. This process will be described in-depth in section 3.1.1. The important concept

relating to time-energy QKD is that pairs of photons are created almost simultaneously in

this process, though time between creation of pairs is typically much larger (can be made to

be arbitrarily large by changing experimental parameters such as pump beam power). The

time-energy entanglement existing between the photon pair is discretized, allowing for more

than 10 bits of information per photon [8]. Multiple time-energy QKD schemes have been

recognized, though I will focus on an experiment by Howell [8], since the security of a QKD

scheme resulting from my work is analogous.

The process for generating a key is as follows [8]. Alice creates a pair of time-energy entan-

gled down converted photons, sends one to Bob and keeps one for herself. They then choose,

independently and randomly, to measure their respective photons either directly or after

passing it through a Mach-Zehnder interferometer (in which one arm’s path length is sub-

stantially longer than the other). The reason for Alice and Bob each using a Mach-Zehnder

interferometer is related to the security of the system. Once all measurements are made,

Bob publicly announces to Alice at what time his photons arrived that he sent through

his Mach-Zehnder interferometer. The two interferometers together form a Franson inter-

ferometer [68], and will exhibit fringes when examining coincidence measurements between

the two Mach-Zehnder interferometers. Alice uses Bob’s announced times, along with her

measured interferometer photon arrival times, to create and view the Franson interference

fringes. Visibilities of up to nearly 100% have been demonstrated, corresponding to lack of

an eavesdropper’s presence. Franson interferometers are discussed more in depth in section

3.1.1.

In order to create the one-time pad key, the resulting leftover photons, which did not pass

through either Mach-Zehnder interferometer, are privately time-binned by Alice and Bob

independently. A classical syncronization beam, for example with a period of 64 ns in [8],

is used to determine the initial bin size. They publicly announce to one another which time

bin periods they measured a photon (again a directly measured photon, having not passed
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through an interferometer). Due to the extremely closely related down converted photon

generation times, they are able to privately time-bin the photons into a subsection of the

initial (64 ns) bin period. These bins have periods on the order of 48 ps experimentally [8],

though theoretically can be smaller. Now that Alice and Bob know in which outer time bin

periods they both measured a photon, they can create a key using an alphabet corresponding

to each of the smaller (ps) time-bins. For simplicity, consider the following example. The outer

time bin is divided into three smaller time bins. Of the smaller time bins, a photon measured

in the first bin will correspond to a 1, in the second will correspond to a 2, and the third a 3.

Due to the fact that Alice and Bob know in which outer time bin they both measure a photon,

as well as the (nearly) simultaneous arrival times of the down converted photons, they can

create a key corresponding to which smaller time bin they measured each photon in. If Alice

and Bob both say they measured a photon in outer time bin one , then if Alice secretly

knows she measured it in smaller time bin two, she knows Bob also measured his photon

in smaller time bin two. This then results in a shared bit of information. By making many

of these measurements, they are able to create a one-time pad. A QKD scheme resulting

from entanglement-seeded optical parametric amplifiers which is similar to this time-energy

entangled QKD scheme is discussed in section 4.3.2.
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Chapter 3
Optical Nonlinearity in Crystals and Atomic
Vapor

The field of nonlinear optics deals with processes resulting from the interaction of light with

materials whose optical properties change depending on the intensity of the light [1]. The

processes which I will describe are spontaneous parametric down conversion and optical

parametric amplification in nonlinear crystals, as well as coherent population trapping and

four-wave mixing in atomic vapor. In order to understand how these processes occur, we must

describe the dipole moment per unit volume, or polarizability, of a material with regards to

an applied light field. The response in standard optics is linear, such that P (t) = χ(1)E(t).

However, expanding this out in a power series in the field strength such that

P (t) = χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . . , (3.1)

we may investigate nonlinear optics. Here, χ(2) and χ(3) are the second and third order

nonlinear susceptibilities, respectively. Second-order nonlinear optical processes are three-

wave processes which involve three photons. Only materials that are not centrosymmetric

exhibit a nonzero second-order susceptibility. Third-order nonlinear processes are four-wave

processes involving four photons. These processes are capable of producing nonclassical light,

such as intensity squeezed and entangled light [46, 47].

3.1 Second-Order Nonlinear Processes in Nonlinear

Crystals

Nonlinear crystals are crystals which are not centrosymmetric, and therefore exhibit a

nonzero second-order susceptibility χ(2). Typical crystals used for second-order nonlinear

processes include Beta Barium Borate (BBO), Lithium Iodate (LiIO3), Silver Gallium Sul-

fide (AgGaS2), Silver Gallium Selenide (AgGaSe2) and numerous others. Typical values of

the χ(2) susceptibility are on the order of 10−7 → 10−9 cm
statvolt

[1].
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FIGURE 3.1: Second order nonlinear processes: second-harmonic generation, sum-frequency
generation, and difference-frequency generation.

Processes associated with the second order susceptibility involve three waves. The first

discovered experimentally was second harmonic generation, in which two pump photons are

upconverted into a single photon at twice the frequency [69]. This process, for example, is

used frequently to create 532nm lasers. In the ChARM experiment in section 4.5, we were

using a diode pumped solid state laser which produced single mode 532nm laser light. This

device used a Neodymium doped Yttrium Orthovanadate, or vanadate (Nd : Y V O4), diode

laser at 1064nm and frequency doubled it (via second harmonic generation) in a Lithium

TriBorate (LBO) nonlinear crystal.

Subsequent second-order nonlinear processes discovered include sum-frequency generation,

difference-frequency generation, spontaneous parametric down conversion, and special cases

of these including optical parametric amplification and oscillation [1]. These processes are

summed up in Figure 3.1. I will be focusing on spontaneous parametric down conversion in

section 3.1.1, optical parametric amplification in section 3.1.2, and stimulated parametric

down conversion in chapter 4.

3.1.1 Spontaneous Parametric Down Conversion

The process of spontaneous parametric down conversion (SPDC) involves a photon at a

given frequency ωp being down converted into two photons of lower energy ωs and ωi, named

the signal and idler respectively, mediated by the nonzero second-order susceptibility. This

three-wave process conserves energy such that ωp = ωs + ωi. When the two down converted

photons are at the same frequency, such that 2ωp = ωs = ωi, we have degenerate SPDC,

which will be discussed first.
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The interaction Hamiltonian describing the collinear degenerate SPDC case is [2]:

ĤI = i~[ei(ωp−2ωs)tâ†pâ
2
s − e−i(ωp−2ωs)tâpâ

†2
s ]. (3.2)

Assuming a strong, undepleted pump, which is to say that we are using a strong laser to

pump the crystal and can therefore ignore the loss of pump photons in the crystal due to

down conversion, we may write the pump photons’ operator instead as a complex number

such that âp → ζ. Finally, considering the aforementioned energy conservation requirement,

the time dependency drops out and we are left with the interaction Hamiltonian:

ĤI = i~[ζ∗â2
s − ζâ†2s ]. (3.3)

This leads directly to the unitary time-evolution operator for degenerate SPDC:

Ŝ(η) = eηâ
2
s−η∗â

†2
s , (3.4)

where η = reiφ = ζt is the complex squeezing parameter. Here, the time dependence t is

accounted for in the complex squeezing parameter since it is an interaction time, depending

on the length of the nonlinear crystal involved. This depends on the χ(2) nonlinearity, pump

power, and crystal length. The interaction time is accounted for by this method (essentially

the crystal length, since the interaction time depends on how long the crystal is).

The time-evolution operator transforms the signal (or idler) mode according to the trans-

formations [1, 3]:

â0 → Ŝ(η)â0Ŝ
†(η) = â cosh r + â†eiφ sinh r (3.5)

â†0 → Ŝ(η)â†0Ŝ
†(η) = â† cosh r + âe−iφ sinh r, (3.6)

where I have used the subscript 0 to denote the mode after the transformation (which would

correspond to the transformed mode after the interaction with the crystal and pump beam).

The time-evolution operator acting on the vacuum input signal (or idler) mode creates the

single-mode squeezed vacuum state, expanded out in the Fock state basis [2]:

Ŝ(η)|0〉 =
1√

cosh r

∞∑
n=0

[(2n)!]
1
2

2nn!
einφ tanh rn|2n〉. (3.7)
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We can immediately see that only even numbers of photons exist in the output signal (or

idler) mode. This results directly from the â†2 term in the evolution operator. This single-

mode squeezed vacuum is essentially a generalization of the two-mode squeezed vacuum,

discussed next. By controlling the crystal cut, the phase-matching conditions are altered

such that when pumped in one direction, the crystal will down convert photons (the â†

terms), while when pumped at half the frequency in the opposite direction, it will result

in up conversion (the â terms). Since we are focusing on down conversion throughout this

dissertation, we will be concerned with the â† terms.

In general, down converted pump photons may produce signal and idler photons of different

frequencies, in different spatial modes (non-collinear). The interaction Hamiltonian for the

nondegenerate SPDC case is [2]:

ĤI = i~[ei(ωp−ωs−ωi)tâ†pâsâi − e−i(ωp−ωs−ωi)tâpâ
†
sâ
†
i ]. (3.8)

Again taking the undepleted pump approximation, as well as conserving energy, we obtain

the simplified interaction Hamiltonian:

ĤI = i~[ζ∗âsâi − ζâ†sâ
†
i ]. (3.9)

We then obtain the evolution operator for non degenerate SPDC,

Ŝ(ξ) = eξ
∗âsâi−ξâ†sâ†i , (3.10)

where ξ = reiφ is the two-mode squeezing parameter. I will now relabel the mode operators

such that â corresponds to the signal mode, and b̂ corresponds to the idler mode, for visual

simplicity. Similar to the single-mode squeezing evolution operator, the two-mode squeezing

evolution operator transforms the input signal and idler modes according to [2, 3, 36]:

â0 → Ŝ(ξ)â0Ŝ
†(ξ) = â cosh r + b̂†eiφ sinh r (3.11)

â†0 → Ŝ†(ξ)â†0Ŝ(ξ) = â† cosh r − b̂e−iφ sinh r (3.12)

b̂0 → Ŝ(ξ)b̂0Ŝ
†(ξ) = b̂ cosh r + â†eiφ sinh r (3.13)

b̂†0 → Ŝ†(ξ)b̂†0Ŝ(ξ) = b̂† cosh r − âe−iφ sinh r (3.14)
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Here I have again relabeled the mode operators with the subscript 0, in order to differentiate

the input from the output, or transformed, mode operators.

Application of the two-mode squeezing operator to the two-mode squeezed vacuum results

in the two-mode squeezed vacuum state [2]:

Ŝ(ξ)|0, 0〉 =
1

cosh r

∞∑
n=0

(−eiφ)n tanhn r|n, n〉. (3.15)

We immediately see that the number of photons is the same in each of the two output modes.

In fact, the variance of the number difference between the two modes is easily shown to be:

∆(na − nb) =
√

(∆na)2 + (∆nb)2 − 2(〈n̂an̂b〉 − 〈n̂a〉〈n̂b〉) = 0. (3.16)

This is the origin of the number correlations between photons in the two modes. If we measure

one photon in the signal mode, we know that exactly one photon exists in the idler mode.

Similarly, if we measure n photons in the signal mode, we know there are exactly n in the

idler.

The spontaneous parametric down conversion regime corresponds to when the gain r is

sufficiently small such that we can neglect all terms in the two-mode squeezed vacuum except

for |0, 0〉 and |1, 1〉. This is easily achievable experimentally due to the fact that the second

order susceptibility is so small. There are two types of SPDC, Type I and Type II. Type

I SPDC corresponds to the case when the two created photons have parallel polarizations,

whereas Type II SPDC produces signal and idler photons that are orthogonally polarized

to one another. Energy conservation, along with the phase-matching condition ~kp = ~ks + ~ki,

determines which type of SPDC will occur given a specific crystal cut.

Due to the fact that many photon pairs, each at different frequencies, can satisfy the

phase-matching and energy conservation conditions, the output modes of a SPDC crystal

contain a spectrum of photons. Experimentally, typical pump beams are gaussian, which

results in uncertainties with regards to the position and momentum correlations between the

down converted photons. This will result in the SPDC state containing information about
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FIGURE 3.2: Schematic of Type I SPDC. The pump beam is incident on a nonlinear crystal.
The output contains a spectrum of pairs of down converted photons that each satisfy the
phase-matching conditions. Pinholes are typically used to select out specific down converted
pairs such that the photon number correlations may be taken advantage of.

the pump and input beam profiles and will be discussed in Chapter 5 when making analogies

between four-wave mixing and parametric down conversion [37, 38, 46]. I will be assuming

an infinite plane wave pump, as well as a thin crystal, in order to simplify the output states

and view more directly the various degrees of entanglement exhibited between the down

converted photons. Now, again due to the fact that many pairs of photons are produced at

different frequencies, I will typically be assuming that pinholes and interference filters are

used in order to pick out two specific modes. This is how we arrive at the biphoton state

|1, 1〉, with one photon in each of the two specific states we are interested in. A diagram of

Type I SPDC, without pinholes or filters, is shown in Figure 3.2.

Assuming a monochromatic pump perpendicular to the face of the nonlinear crystal, as

well as the paraxial approximation, the output SPDC state can be written [37, 38]:

|SPDC〉 = |0〉s|0〉i + κ

∫
d~ki

∫
d~ksWp(~ki + ~ks)|1〉s|1〉i. (3.17)

Here κ is a constant, ~ks and ~ki are the wave vectors of the signal and idler respectively, and

Wp is the pump’s angular spectrum. This equation has immediate consequences which allow

for transfer of images between all of the modes involved in the SPDC process. This will be

further discussed in chapters 4 and 5. However, now I will be discussing the simplified output

state of SPDC, in which I consider filtering out only two correlated modes from the entire
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FIGURE 3.3: Schematic of a Franson interferometer. L and S correspond to long and short
paths, respectively, through each Mach-Zehnder interferometer.

SPDC spectrum (as well as assume a plane-wave pump). This results in the (un-normalized)

state |0, 0〉+ C|1, 1〉.

Considering the bi-photon state |1, 1〉, which corresponds to one photon in the first mode

(having a specific momentum and frequency) and one photon in the second mode (again hav-

ing a specific momentum and frequency), we immediately see correlations. The photons, hav-

ing been created almost simultaneously via SPDC, exhibit strong time-energy correlations.

In order to see the time entanglement, we can take the example of a Franson interferome-

ter [68]. This device, as mentioned in chapter 2, consists of two unbalanced Mach-Zehnder

interferometers, as seen in Figure 3.3. In order to see the time correlations in the biphoton

SPDC state, we will take the simplified, yet still time dependent state:

|ψ〉 =

∫ ∫
dtdtK(ts, ti)â

†(t)b̂†(t′)|0, 0〉. (3.18)

This corresponds to the signal photon being created at time t, and the idler photon being

created at time t′ in the SPDC crystal in the middle of Figure 3.3. The signal is sent through

the left hand side Mach-Zehnder interferometer to Alice, the other to Bob via his Mach-

Zehnder interferometer. Requirements on the path length differences are that the long path

needs to be long enough to see no single-photon interference, postselect out events in which

the two photons took separate paths (one long, one short), and must be shorter than the

coherence length of the pump. These imbalance restrictions are easily met experimentally,

and are typically on the order of nanoseconds.

All events in which the photons took separate paths are postselected out and discarded.

These would be when Alice’s photon takes the path L and Bob’s took the path S, and vice
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versa. Only the events where the signal and idler both took either the short or long path are

saved. By using the time-dependent state in the previous paragraph, along with standard

beam splitter operators, one can show that interference will occur between the short and

long paths of the interferometers when looking at coincidence time measurements between

Alice and Bob’s detection events. The two-photon rate of detection is then [70]:

R = 1 + cosφe−δτ
2∆2

, (3.19)

where δτ is the path length difference between Alice and Bob’s interferometers (each of the

arms), and ∆ is the spectral bandwidth of the filters used to pick out the biphoton state

from the SPDC process. This equation shows that there will be interference in an envelope.

When the path length differences between each path of the two interferometers is zero, 100%

fringe visibility is obtained. This interference is a fourth-order interference, which clearly

shows there exists time correlations between the two photons created via SPDC.

A similar kind of correlation is also present in the biphoton state |1, 1〉. Due to the phase-

matching condition, the directions of the photons produced are well-defined and correlated.

Note there will be some uncertainty in each photons direction of propagation due to spatial

considerations of the pump, finite size of the pinholes used to select the biphotons, finite

bandwidth of the filters used for the same purpose, among other experimental non-idealities.

However, once the state is post-selected into the biphoton state, the correlations in spatial

modes (that is to say, direction) are still strong. A variety of experiments have shown inter-

ference patterns with respect to this kind of correlation with visibilities higher than allowed

classically. For most of the discussions in this dissertation, it suffices to take the output state

in perfectly well-defined modes, neglecting experimental imperfections.

I mentioned previously that creating an N = 2 N00N state is a relatively simple process

[2, 58]. To see how this is done, we consider the biphoton output of a Type I SPDC crystal.

Neglecting the vacuum contribution, since it will contribute nothing to photon counting

measurements at the output, we will take the SPDC output state |ψ〉 = |1, 1〉. This two-
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mode state input to a 50 : 50 beam splitter will result in:

1√
2

(|2, 0〉+ |0, 2〉), (3.20)

with 100% probability. This does not generalize to higher order outputs, which is part of the

problem when trying to efficiently create larger number N00N states.

Until now, I have been focusing on Type I SPDC. Type II SPDC offers the possibility of

post-selecting out states that are polarization entangled [71, 72, 73]. In Type II SPDC, down

converted photons emerge in two cones, one with extraordinary polarization and the other

ordinary. By placing pinholes and/or interference filters at the two points where the cones

intersect, we are selecting out the state:

1√
2

(|H,V 〉+ |V,H〉), (3.21)

where |H,V 〉 corresponds to one horizontally polarized photon in the first mode, and one

vertically polarized photon in the second mode. This is due to the fact that since we are

looking at the point where the cones overlap, we are unable to say which of the two points

contains a horizontally polarized photon, and which contains a vertically polarized photon.

This type of entanglement will not be discussed much further, nor Type II SPDC in general.

We now see that the process of spontaneous parametric down conversion produces biphoton

states that exhibit various kinds of entanglement and numerous correlations. The focus of

much of the rest of this dissertation will utilize the spatial, temporal, and energy correlations

discussed in this section. The major concept behind this is the idea that ”by measuring one

mode, I obtain specific information about the state of the other mode,” with regards to

number of photons in particular. This time-energy entanglement has many applications,

such as to QKD, and can be used in various non-vacuum input to nonlinear crystals schemes

which I will discuss in chapter 4 [32, 33, 34, 35, 36, 37, 38, 39, 40].

3.1.2 Optical Parametric Amplification and Fluorescence

The processes of optical parametric amplification and fluorescence (or generation) are other

χ(2) processes, and are intimately related to spontaneous parametric down conversion [5, 9,
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10, 12, 19, 14, 15, 16, 17, 19, 20, 28, 35]. Essentially, optical parametric fluorescence is a

nonlinear crystal operating in the high gain regime, as opposed to the low gain regime in

which SPDC dominates and any terms higher than |1, 1〉 may be neglected. The interaction

is the same as that which takes place in SPDC, namely [2, 36]:

â0 → Ŝ(ξ)â0Ŝ
†(ξ) = â cosh r + b̂†eiφ sinh r (3.22)

â†0 → Ŝ(ξ)â†0Ŝ
†(ξ) = â† cosh r + b̂e−iφ sinh r (3.23)

b̂0 → Ŝ(ξ)b̂0Ŝ
†(ξ) = b̂ cosh r + â†eiφ sinh r (3.24)

b̂†0 → Ŝ(ξ)b̂†0Ŝ
†(ξ) = b̂† cosh r + âe−iφ sinh r. (3.25)

Unlike the SPDC case, the high gain requires that we do not neglect the higher order terms

in the output state. The output, again in the Fock basis, will be:

Ŝ(ξ)|0, 0〉 =
1

cosh r

∞∑
n=0

(−eiφ)n tanhn r|n, n〉. (3.26)

Now, the gain of the OPA, r, depends on the pump amplitude, length of the nonlinear crystal,

and effective nonlinearity of the crystal. This is the case when the initial signal and idler

modes are vacuum. Thus, this can be viewed as an amplification of vacuum fluctuations;

hence the term fluorescence or generation.

When one of the signal or idler modes is seeded with a state other than vacuum (that is to

say, an input light field at the frequency of the signal for example), the state will be amplified

due to energy transfer from the pump. This is the case of optical parametric amplification [9].

We have seen that pump photons down convert into photonic modes that satisfy the phase-

matching and energy conservation conditions. However, polarization also plays an important

role, and will lead to a discussion on phase-sensitive and phase-insensitive amplifiers. Let us

take the example of a crystal cut for a degenerate Type II parametric interaction, such that

the signal and idler modes are perpendicularly polarized with respect to one another, but are

the same frequency. If we pump the optical parametric amplifier (OPA) with a beam that is

polarized parallel with respect to the signal (and therefore perpendicular to the idler), only
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the signal mode will be excited. As we shall see, this will result in a phase-insensitive amplifier.

However, if the pump is polarized at 45◦ with respect to both the signal and idler modes,

both modes will be excited and will result in a phase-sensitive amplifier. These two processes

produce fundamentally different outputs, namely that the phase-sensitive amplification case

can result in a lower than classically allowed noise floor. Note that in future chapters I will

use the term OPA when discussing a high-gain system regardless of what is seeding the signal

and idler modes. SPDC will be used to denote the specific scenario when we neglect all but

the vacuum and biphoton outputs of a pumped nonlinear crystal.

Since we are now dealing with a large number of photons in the signal and/or idler (de-

pending on the polarization of the pump and which crystal cut is involved), we can evaluate

the number of photons in, for example, the signal mode a, which is:

n̂a = â†â = â†â cosh2 r + b̂b̂† sinh2 r + (â†b̂†eiφ + âb̂e−iφ) cosh r sinh r. (3.27)

This corresponds to an intensity measurement of mode a [9].

Looking first at the case in which the pump and signal are polarized parallel to one another,

the output signal intensity is [9]:

â†â = â†â cosh2 r + sinh2 r = n̂a cosh2 r + sinh2 r, (3.28)

due to the fact that the idler mode is not excited. Alternatively, the fact that the idler mode

is initially vacuum necessarily makes the terms 〈n, 0|â†b̂†|n, 0〉 and 〈n, 0|âb̂|n, 0〉 go to zero

and sinh2 r〈n, 0|b̂b̂†|n, 0〉 = sinh2 r, since 〈n|m〉 = δm,n for both modes. Even for weak input

signals, n� 1, so we may neglect the sinh2 r term, which shows we obtain an amplification

of the input signal by a gain factor of g = cosh2 r. There is no phase information about the

pump or signal and idler modes, and thus no dependence of the amplification on the relative

phase. It is then straightforward to show that we will obtain a noise figure, defined as [9]:

N =
(signal − to− noise)in
(signal − to− noise)out

(3.29)
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of N = 2− 1/g, which in the high gain (g) limit approaches a decrease in the signal-to-noise

ratio by a factor of two. As a matter of fact, this result holds for any sort of phase-insensitive

amplifier, including strictly classical amplifiers.

A phase-sensitive amplifier may be realized by taking the previous example, but pumping

with a beam that is polarized at 45◦ with respect to both the signal and idler, rather than

perpendicular to one of the two. In this case, both the signal and idler modes are excited,

resulting in a different scenario. Making use of the identities 2 sinh r cosh r = sinh 2r and

cosh2 r+sinh2 r = cosh 2r, along with the approximation that n� 1, we arrive at an output

intensity of [9]:

〈N〉 = n cosh 2r + n sinh 2r cosφ. (3.30)

This depends on the phase φ, which is the relative phase difference between the pump, and

the signal and idler modes together. Hence, we have phase-sensitive amplification. Looking at

the φ = 0 quadrature, we see an amplification of g = e2r, while in the other φ = π quadrature

we see a deamlification of g =−2r. In this particular case under the assumption of n � 1,

the noise figure goes to one, corresponding to noiseless amplification. However, in reality,

we are neglecting the sinh2 r term, which is amplification of the vacuum. This is because we

are looking at high gain values and thus not looking at only the quantum case of SPDC, in

which vacuum fluctuations and creation of single photons must be accounted for. This noise

will become important in chapter 4 when I discuss quantum seeding of optical parametric

amplifiers, particularly when examining the low gain regime. This is, however, in a sense the

most noiseless amplification possible. In addition, the photon number correlations existing

between the two output modes will prove to be useful, even when accounting for vacuum

amplification.

It is easy to see that SPDC, as discussed in the previous section, is a low gain limit of an

OPA. Taking the general output state from an OPA, namely:

Ŝ(ξ)|0, 0〉 =
1

cosh r

∞∑
n=0

(−eiφ)n tanhn r|n, n〉, (3.31)
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the n = 0 term corresponds to vacuum and the n = 1 term corresponds to the biphoton

SPDC output state. In the previous section, I showed that inputting the SPDC output state

into a balanced beam splitter produced the N = 2 N00N state. However, if we input the

more general OPA output state into a 50 : 50 beam splitter, we will obtain the state:

|ψ〉 =
∞∑
n=0

n∑
m=0

Cmn|2n− 2m〉|2m〉. (3.32)

For n = 1, we obtain the N = 2 N00N state. However, every n ≥ 2 output state will contain

N00N state terms, as well as intermediate states with less photons in each mode than the

N. This provides another difficulty in obtaining N00N states larger than N = 2.

3.2 Nonlinear Processes in Atomic Vapor

Interactions between lasers and atomic vapor give rise to numerous interesting physical

phenomena [1]. Typically alkali atoms are used, such as Rubidium (Rb) or Cesium (Cs), due

to their one outer shell electron. Most of these interactions consist of probing the atomic

transitions of the fine structure sublevels with beams at the appropriate frequencies. Dipole

allowed and unallowed transitions between the sublevels allow for various system structures,

such as lambda, vee and double lambda schemes. I will discuss two processes which relate

to my research, namely four-wave mixing which is a χ(3) process and coherent population

trapping, which is the physical basis for a variety of effects, including electromagnetically

induced transparency [1, 41, 42, 43, 44, 45, 46, 47, 74, 75, 76, 77, 78].

3.2.1 Four-Wave Mixing

In the previous section, I discussed second-order nonlinear processes involving the χ(2) suscep-

tibility. The next highest order nonlinear susceptibility is χ(3), which mediates four-photon

interactions. The most general of these interactions is four-wave mixing (4WM) involving

four distinct modes of different frequency, spatial direction and various polarizations. Due

to the fact that the third-order susceptibility is a fourth-order tensor containing 81 terms,

a large number of interaction possibilities exist [1]. Two examples of these are depicted in
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FIGURE 3.4: Energy level schematic for two different four-wave mixing processes. On the
left side, three input photons interact to create a photon at a fourth frequency, such that
ω4 = ω1 +ω2 +ω3. On the right, three input photons interact to create a fourth photon such
that ω4 = ω1 + ω2 − ω3.

Figure 3.4. All processes utilize four photons and are subject to phase-matching and energy

conservation conditions.

I will focus on stimulated 4WM in which a strong pump beam of frequency ω0 interacts

with a weak probe beam at frequency ωp in a χ(3) nonlinear medium, such as Rb or Cs vapor.

Two photons from the pump beam are converted into two photons, one at the probe fre-

quency and one at the conjugate frequency ωc. This particular process has many similarities

with respect to SPDC, except that it involves the third-order nonlinear susceptibility and

therefore, four photons. Analogously to SPDC, if the atomic system is such that the probe

and conjugate beams created are at the same frequency, the process is deemed degenerate

4WM. In later chapters I will point out many analogies between the parametric down con-

version and 4WM processes. In order to see how these originate, take for example the ideal

interaction Hamiltonian for degenerate four-wave mixing (off-resonance)[45]:

ĤI = i~χ(3)(p̂†2â2 − p̂2â†2). (3.33)
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Making the undepleted pump approximation again, we replace the pump beam mode’s op-

erator p̂ with a complex number and obtain the interaction Hamiltonian:

ĤI = i~(ζ∗â2 − ζâ†2). (3.34)

We immediately see that this is exactly equation 3.3 for degenerate collinear SPDC, with

the exception that ζ contains χ(3) in place of the χ(2) term. Similar extensions may be made

to nondegenerate 4WM and nondegenerate SPDC. These quantum mechanical similarities

give rise to the analogies that will be drawn between these two processes.

FIGURE 3.5: Schematic of a double-lambda type scheme. This will give rise to nondegenerate
four-wave mixing, with photon number correlations existing between the output probe and
conjugate beams. The pump beam is at frequency ω0, the probe is at frequency ωp and the
conjugate beam is at frequency ωc.

I will be considering the more general nondegenerate stimulated 4WM in which ωp 6=

ωc. As mentioned, two pump photons interact with the medium to create two photons in

other modes, one probe (ωp) and one conjugate (ωc). This process draws many analogies to

stimulated parametric down conversion. First, the probe and conjugate (named this since

its field is the conjugate of the probe) are analogous to the signal and idler modes in PDC.

Secondly, the probe and conjugate beams are subject to energy conservation and phase-

matching conditions relative to the pump beam, just as in PDC. Thirdly, in chapter 5 I will

be describing a scheme which involves seeding the 4WM process with a probe beam, while

leaving the input conjugate mode as vacuum, similar to previously described non-vacuum
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seeding of nonlinear crystal processes. Lastly, strong photon number correlations arise from

the 4WM process, just as between the signal and idler output modes of PDC [47].

Due to the fact that one four-wave mixing event produces exactly one probe and one con-

jugate photon, analogous to one down conversion event (though involving two pump photons

rather than one), strong correlations arise between the output modes. Many experiments uti-

lize 4WM in optical fibers in order to produce photon pairs, rather than nonlinear crystals.

However, in a more macroscopic sense, intensity difference squeezing has been shown between

the output probe and conjugate beams produced via 4WM in atomic vapor [47, 46]. It should

be noted that the output beams are narrowband due to the fact that the 4WM process relies

on the photons having frequencies very near atomic resonances. This is one difference from

the SPDC process, in which the output contains a large spectrum of down converted photon

pairs. Regardless, when looking at the joint quadratures between the probe and conjugate

beams, corresponding to the intensity difference between the two modes, squeezing of up to

8dB below the shot-noise limit has been experimentally demonstrated [48].

More recently, the spatial-mode properties of the resulting probe and conjugate beams have

been investigated. Due to the photon number correlations between the probe and conjugate

photons produced in the 4WM process, various spatial modes contain photon pairs similar

to the output spatial modes of parametric down conversion [47, 48, 46]. Armed with the

information about 4WM discussed in this chapter, I will describe in more depth the resulting

correlations and their applications, as well as discuss the multi-spatial mode entanglement

produced via 4WM in chapter 5 [47, 46].

3.2.2 Coherent Population Trapping and Electromagnetically
Induced Transparency

An important process involving optical beams and atomic vapors that needs to be explained

to understand the experiment I performed at the University of Rochester (discussed in chap-

ter 6) is coherent population trapping [79, 80, 81, 82]. The general idea behind this is that

atoms in the vapor can be coherently prepared by a coherent beam (laser) into quantum
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states such that interference between certain state amplitudes can result in modification of

the atomic response to the beam [2, 44, 82]. An exemplary process resulting from this is

electromagnetically induced transparency (EIT) [44, 82]. In EIT, atoms that are normally

absorbing to light of a certain frequency become transparent to it, due to the presence of an

optical beam.

The physical process behind such phenomena as EIT is coherent population trapping

(CPT) [44]. In CPT, the electrons in an atomic ensemble are, in a sense, forced into specific

energy levels from which they are unable to escape. Optical pumping, the process of pump-

ing an atomic vapor with circularly polarized light in order to induce coherent population

trapping due to hyperfine selection rules, will be discussed in chapter 6 [78]. EIT is a simple

example utilizing CPT, involving a three-level lambda-type system, as shown in Figure 3.6.

FIGURE 3.6: Lambda scheme for EIT. The strong control beam is at frequency ωc and the
probe is at ωp. δ13 and δ23 are the probe and control detunings from the state |3〉, respectively.

Qualitatively, the presence of only one of either the control or probe beam will result in

absorption and reemission, resulting in the system being opaque to either beam. However,

if both beams are present and the two detunings sum up to the difference between states

|1〉 and |2〉, quantum interference of the states’ probability amplitudes results in a dark

state [44, 82, 79]. That is, state |3〉 is no longer reachable and the system is in a coherent

superposition of states |1〉 and |2〉 only. Thus, the beams will no longer be absorbed and the

38



material is now transparent at these frequencies. This is an example of coherent population

trapping because we can see that the electrons are ”trapped” in states |1〉 and |2〉.

In order to see how this works more in depth, we will look at the interaction Hamiltonian

for a 3-level atomic system interacting with a beam at frequency ωp and ωc as depicted in

Figure 3.6. The frequency for the |2〉 → |3〉 transition is ω2 and the frequency for the |1〉 → |3〉

transition is ω1. The detunings from these transitions will be defined as δ13 = ω1 − ωp and

δ23 = ω2 − ωc. The interaction Hamiltonian for the three level system interacting with the

two beams is then [82]:

HI =
−~
2


0 0 Ωp

0 −2(δ13 − δ23) Ωc

Ωp Ωc −2δ13

 (3.35)

where Ωp and Ωc are the Rabi frequencies resulting from the probe and control beams,

respectively. When the detunings are equal, such that δ13 = δ23 ≡ δ, the eigenvalues of the

interaction Hamiltonian matrix are [82]:

0 and λ+
−

= δ ±
√
δ2 + Ω2

p + Ω2
c. (3.36)

The eigenvector corresponding to the 0 eigenvalue is then [82]:

|CPT 〉 = Ωc|1〉 − Ωp|2〉. (3.37)

We immediately see that there is no probability amplitude (or presence) of state |3〉. Thus, the

atomic system is trapped in a superposition of states |1〉 and |2〉, which is known as coherent

population trapping. This is then called a dark state since |3〉 is inaccessible, thus not allowing

for absorption at frequencies that would normally be absorbing. Electromagnetically induced

transparency corresponds to the case when we have a strong control beam near one resonance,

and a weak probe beam near the other resonance. The weak probe beam may be swept in

frequency around the resonance. Absorption will occur slightly off-resonance, and will result

in a large increase in transmission very near and on-resonance. This results in a dramatic

change in the index of refraction for the probe beam in the vicinity of the resonance.
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Coherent population trapping gives rise to a variety of interesting physical phenomena.

As mentioned, EIT is a striking example of this. Additionally, due to EIT, other physical

effects occur, such as slow light [43]. This results from the large, sharp change in absorption

of the atomic system at resonance. However, EIT as discussed here is mainly to show how

CPT works as a physical basis for such phenomena. In chapter 6, CPT plays a vital role

in the all-optical pi-only phase shift experiment I performed with Professor John Howell’s

group at the University of Rochester. In the experiment, CPT was set up in order to increase

the effective nonlinear effect we were investigating, as well as allow for less absorption of our

signal beam.
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Chapter 4
Stimulated Parametric Down Conversion in
Nonlinear Crystals

Spontaneous parametric down conversion in nonlinear crystals occurs when the crystal is

pumped with a laser, while the signal and idler input modes are left as vacuum [2]. This

process has resulted in a variety of interesting phenomena, such as biphoton creation, time-

energy entangled photons, polarization entangled photons, and practical quantum key dis-

tribution schemes [6, 7, 8, 11, 22, 29, 31, 57, 58, 71, 72, 73]. However, when the signal or

idler input is seeded with a state other than vacuum, other interesting things occur. This

process, stimulated parametric down conversion, is a less common research topic relative

to spontaneous parametric down conversion. This chapter will cover schemes in which the

input modes are seeded with single photons, coherent states and entangled states. The en-

tangled states under consideration will be low and high N00N states. These quantum seeded

processes are at the heart of quantum nonlinear optics. That is, quanta of light interacting

nonlinearly with materials.

4.1 Single-Photon Seeded Nonlinear Crystals

Seeding a nonlinear crystal in one mode with one photon was first investigated due to the

idea that it may be a realization of quantum cloning [32, 33, 35]. Due to the no-cloning

theorem we know that perfect cloning of a quantum state is impossible. However, a state

may be cloned along with the introduction of some noise into the system. The single-photon

seeded parametric down conversion process is an example of this concept.

De Martini introduced the idea of a ”quantum-injected optical parametric amplifier” in

1998 [35, 83] The general setup involves two nonlinear crystals, as seen in Figure 4.1 [32].

The first crystal is pumped with a laser and produces down converted photon pairs. One of

the photons is detected and serves as a trigger to determine when a single photon is injected
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FIGURE 4.1: Schematic for a quantum injected OPA setup. Crystal 1 is pumped by a laser
to produce down converted photon pairs. The detector serves as a trigger for a single photon
being injected into crystal 2. Not shown is the pump laser also pumping the second crystal
to induce down conversion.

into the second crystal. In the actual experimental setup, the nonlinear crystals are cut for

Type II down conversion. The interaction Hamiltonian corresponding to this process is [32]:

HI = ξ(â†v b̂
†
h − â

†
hb̂
†
v) + ξ∗(âv b̂h − âhb̂v), (4.1)

whose first order Taylor series expansion gives the evolution operator we are interested in,

S(ξ) = −iξt(â†v b̂
†
h− â

†
hb̂
†
v). If we seed the signal mode (â) with a single photon with horizontal

polarization, we obtain the output state:

ψ = −iξt(|1, 1〉a|0, 1〉b −
√

2|0, 2〉a|1, 0〉b). (4.2)

Notationally, |m,n〉a corresponds to m photons in the vertically polarized mode a, and n

photons in the horizontally polarized mode a. By examining the far right kets, we immediately

see that the vertically polarized photon in mode a has been cloned, such that there are

now two vertically polarized photons in that specific mode. However, the vacuum has also

been amplified, as is evident in the far left ket, where we see one photon is placed into

the horizontally polarized mode a, such that we obtain only one photon in that mode.

Additionally, the zeroth order term, in which we we will be left with the input state at the
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output, corresponds to no down conversion event occuring. Both of these factors may be

viewed as consequences of the no-cloning theorem, and introduce additional noise to the

amplification/cloning process.

The factor of
√

2 in front of the cloned, or amplified part of the output state is of large

significance. This is evidence of stimulated parametric down conversion resulting from the

fact that there is a seed photon in that specific mode. Being twice as likely to occur relative

to amplification of the vacuum, resulting in only one photon in horizontal mode a, it is

immediately upon inspection due to the seed photon. This stimulated parametric down

conversion is the optimal cloning process allowed by the no-cloning theorem. To see this,

simply consider the fidelity. Fidelity in this sense is defined as the probability that a measured

photon in the mode we are considering is the same as the injected, seeding photon. That

is to say, the fidelity of the cloning process. It is easily seen that the fidelity in this case

is F = 5
6
, since 2

3
of the photons in mode a are horizontally polarized, while only 1

3
of the

photons are vertically polarized, resulting in a 50% probability of measuring a horizontally

polarized photon. This fidelity is the maximum allowed for a single photon cloning device

[32].

Considering the case of a crystal cut for Type I down conversion, we again have the

evolution operator :

Ŝ(ξ) = eξ
∗âb̂−ξâ†b̂† . (4.3)

Expanding this in a Taylor series out to first order, we obtain:

Ŝ(ξ) = 1− ξâ†b̂† + ξ∗âb̂. (4.4)

Now, seeding the signal mode a with a single photon, the act of down conversion will corre-

spond to

Ŝ|1, 0〉 = Ŝâ†|0, 0〉 = (1− ξâ†b̂† + ξ∗âb̂)â†|0, 0〉, (4.5)
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leading to the (unnormalized) state:

|ψ〉 = |1, 0〉 − ξ
√

2|2, 1〉. (4.6)

Again, we see the effect of stimulated parametric down conversion by the presence of the
√

2

in the second term. Also, the photon in the signal mode is cloned, but not perfectly, as is

evident by the first term with only the input photon in it, corresponding to no amplification

or down conversion at all. The interaction time is accounted for in ξ, as defined in chapter

3.

It should be noted that inputting a photon into the signal mode means that photon must

be at the correct frequency and spatial region corresponding to that specific mode. If this

is not met, the photon will be in a different mode, and there would be no stimulated down

conversion into that specific mode, only spontaneous. We would then be left with the output

state:

|ψ〉 = |0, 0〉|1〉 − ξ|1, 1〉|1〉. (4.7)

There is no amplification or cloning of the input photon since it is not in the signal or idler

mode. Also, the absence of the
√

2 shows that the spontaneous parametric down conversion

event output state has a smaller probability amplitude than the stimulated analogue.

In this section we have seen that seeding a nonlinear crystal with a single photon results

in a very different output than the unseeded case. The output state has a larger first order

contribution due to the stimulated parametric down conversion process. Additionally, this is

the best possible single-photon cloning device allowed by the no-cloning theorem [32]. Now,

I will discuss seeding nonlinear crystals with other states besides single photons.

4.2 Coherent State Seeded Nonlinear Crystals

Though coherent states may be considered the most classical of all quantum states, they

prove to produce interesting results when used to seed nonlinear crystals [84, 85, 86]. When

taking a specific case of coherent-state seeding, it has been shown to increase both the

two-photon counts output from the crystal, as well as the corresponding visibility [34].
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Traditionally, there has been a trade-off of two important factors with respect to OPAs

and SPDC. Take for example the down conversion process in which we obtain the biphoton

output state. One desirable outcome is a high production rate of the biphoton state. While

this is inherently difficult just due to the small value of the second-order polarizability, it can

be increased with larger gain values in an OPA. However, with an increase in the gain (and

consequently two-photon absorption rates), comes a decrease in visibility, defined as [34]:

V =
Imax − Imin
Imax + Imin

, (4.8)

due to the presence of higher order terms in the output being present. A visibility of V = 1 is

ideal, corresponding to Imin = −Imax. For the two-photon state the visibility saturates at V =

20% in an unseeded OPA, rather than zero as one may initially think [87]. However, coherent-

state seeding has been shown to increase the visibility dramatically, while maintaining high

count rates of two-photon states. Additionally, the visibility of the two-photon coincidence

rates corresponding to the degenerate process, when unseeded, is:

V =
1 + sinh2 r

1 + 3 sinh2 r
, (4.9)

which approaches 1/3 in the high gain limit [34].

The scheme proposed by Agarwal involves seeding both the signal and idler modes of

an OPA with the same coherent state |α〉, with α = |α|eiθ. Thus, we will be dealing with

frequency degenerate signal and idler modes in this process. The output mode operators

from the crystal are then given by:

â0 → cosh r(â+ α) + eiφ sinh r(b̂† + α∗) (4.10)

b̂0 → cosh r(b̂+ α) + eiφ sinh r(â† + α∗), (4.11)

which is similar to the unseeded nonlinear crystal case, except with the presence of the

coherent state’s complex amplitude. This state is then used as the input into a Mach-Zehnder

interferometer. It goes through one 50:50 beam splitter transformation, corresponding to an
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application of:

50 : 50 B.S. =
1√
2

 1 i

i 1

 (4.12)

then a phase shift in one mode, corresponding to an application of:

Phase Shift =

 1 0

0 eiψ

 , (4.13)

and finally another 50:50 beam splitter. In the high gain limit, the visibility goes to [34]:

V →
1
4

+ |α|2(1 + cos (φ− 2θ)) + |α|4(1 + cos (φ− 2θ))2

3
4

+ 3|α|2(1 + cos (φ− 2θ)) + |α|4(1 + cos (φ− 2θ))2
. (4.14)

We see that this visibility depends on the relative phase between the pump and seed coherent

beams. For realistic gain values of r ≈ 2.5, almost 100% visibility can be reached when the

seed beam’s intensities are close to that of the number of spontaneously produced down

conversion photons. Additionally, the rate of two-photon counts from this coherent-state

seeded process can easily reach orders of magnitude improvements over the SPDC rate in

a similar, unseeded scheme. For example, when the phase shift corresponding to the phase

difference between the two modes is zero, the two photon coincidence counts go as [34]:

〈â†b̂†b̂â〉 = 2 sin4 r[1 + 4|α|2(1 + cos (φ− 2θ)) + 2|α|4(1 + cos (φ− 2θ))2], (4.15)

which may be much larger than the unseeded, spontaneous parametric down conversion case

which is:

〈â†b̂†b̂â〉 = 2 sinh4 r + sinh2 r. (4.16)

Thus, for coherent state seeding in both modes, the visibility and rate of two photon coin-

cidence counts resulting from the stimulated parametric down conversion may be increased

far beyond the spontaneous parametric down conversion case.

46



4.3 Entangled-State Seeded Nonlinear Crystals

We have now seen the effects of seeding a nonlinear crystal with vacuum, a single photon,

and a coherent state. All of these produce interesting results with various outputs. However,

rather than seeding a nonlinear crystal setup with either vacuum modes or coherent states,

we will now assume an entangled number state input to realize the scheme I researched [36].

The scheme involves two nonlinear crystals, for a total of four input modes A, B, C and D,

which are seeded in two of the modes with the N00N state:

(|2, 0〉+ |0, 2〉)/
√

2. (4.17)

These two modes are then fed into the dual OPA scheme as modes B and C, leaving vacuum

input in modes A and D, as seen in Figure 4.2. Notationally,

|n〉A|m〉B|p〉C |q〉D ≡ |n,m, p, q〉. (4.18)

With this notation it is transparent that the inner two modes contain the entangled-state

input. Thus, the total input state may be written as

|input〉 ∝ |0, 2, 0, 0〉+ |0, 0, 2, 0〉, (4.19)

where I drop the consecutive mode labels A, B, C, and D. By assuming an entangled input

one is naturally led to various questions about the output state. First and foremost, is

the output state entangled? Due to amplification, has the degree of entanglement from the

input state deteriorated, or has the path entanglement been retained? Also, what are the

applications of the output state and with what probabilities does a given state occur?

On the far left of Figure 4.2 is a relatively weak pump beam pumping a nonlinear crystal

in the low-gain regime in order to produce spontaneous parametric downconversion. This

output state, taken initially to be |1, 1〉, is then incident on a beamsplitter, which leads

to the maximally spatially entangled state (|2, 0〉 + |0, 2〉)/
√

2. I am neglecting the vacuum

contribution in order to investigate the effects of the N=2 N00N state seeding in the scheme.

47



FIGURE 4.2: Schematic of the entanglement-seeded dual nonlinear crystal scheme. The far
left crystal is pumped to produce SPDC. The |1, 1〉 output is incident on a 50:50 beam
splitter, resulting in the |2, 0〉 + |0, 2〉 state. This state is then input into one mode each of
two nonlinear crystals. These crystals are to be cut for Type I SPDC, and are identical. Not
shown is a shared pump that will pump both OPA I and II.

This state is then incident into one mode of each of the two OPAs. The other two modes

are left as vacuum state inputs. I then assume that OPA I and OPA II are pumped by the

same high power laser in order to achieve parametric amplification. Note that the pumps for

all three of the nonlinear crystals are to be phase locked. Additionally, the two OPAs are to

be cut for Type I SPDC, and be oriented exactly the same. Realistically, one would imagine

using one large crystal, and just pumping spatially separated portions of it to allow for two

separate parametric interactions. All four modes are amplified, resulting in entanglement

between modes B and C. I have drawn photodetectors at modes A and D which are to be

used in heralded production of specific states.

Armed with the total input state and the squeezing operator transformations from previous

chapters, one can now calculate the output of the scheme. I carry out the calculation by

rewriting the input state in terms of the creation operators corresponding to the appropriate

modes, which initially contain photons.
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The state is then subject to the two OPA transformations Ŝ1(ξ) and Ŝ2(ξ). It should be

clear that both OPAs are assumed to have the same complex squeezing parameter ξ, which

experimentally means they have the same χ(2) nonlinearity, are the same length, and cut to

have the same phase matching condition (more simply, they are identical). Ŝ1(ξ) corresponds

to OPA I, while Ŝ2(ξ) corresponds to OPA II. The mode operators â, b̂, ĉ, and d̂ correspond to

modes A, B, C, and D respectively. Due to the unitarity of the two-mode squeezing operator

we are able to resolve the identity and apply the operators to the input state, thus resulting

in the output state:

|output〉 =
1

2
(Ŝ1b̂†Ŝ†1Ŝ1b̂†Ŝ†1Ŝ1Ŝ2|0, 0, 0, 0〉+

Ŝ2ĉ
†Ŝ†2Ŝ2ĉ

†Ŝ†2Ŝ2Ŝ1|0, 0, 0, 0〉). (4.20)

Each of the two-mode squeezing operators transforms only two of the input modes. Ŝ1

acts only on modes A and B while Ŝ2 acts on modes C and D. Additionally, the two unitary

operators commute with one another due to the fact that the different mode operators com-

mute. The calculation is carried out by utilizing the transformations in equations 3.11-3.14,

as well as then realizing that we have two squeezing operators acting on vacuum resulting

in:

Ŝ(ξ)|0, 0〉 =
1

cosh r

∞∑
n=0

(−eiϕ tanh r)n|n, n〉. (4.21)

The total output state is then:

|output〉 = C(r)
∞∑

n=0

∞∑
m=0

(−eiϕ tanh r)n+m

×(
√

(n+ 1)(n+ 2)|n, n+ 2,m,m〉+
√

(m+ 1)(m+ 2)|n, n,m+ 2,m〉). (4.22)

Here, ϕ is the phase associated with the two OPAs, n is the index resulting from the two-

mode squeezing due to Ŝ1 and m the index corresponding to the squeezing induced by Ŝ2.

The constant C(r) depends only on the gain of the OPAs as C(r) = 1
2
(cosh r)−4.

The first thing to note about this output state is that we immediately see the effect of stim-

ulated parametric down conversion. The factors of
√

(n+ 1)(n+ 2) and
√

(m+ 1)(m+ 2)
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in front of the state kets shows that the output probability amplitudes of a given state de-

pends on the number of photons input. This increased rate of down conversion results from

stimulated PDC, rather than just the spontaneous process.

Another immediately apparent consequence is that the inner two modes, B and C, are

path entangled just as the input state was. Modes A and D are separable, which will prove

to be particularly valuable when detected, thus giving us information about the inner two

modes. The output of the scheme is similar to a dual two-mode squeezed vacuum state, with

the entangled input state being amplified in the inner two modes. Note here that if we had

accounted for the vacuum contribution due to the first SPDC crystal, that the output would

also contain a vacuum amplified term. This would in turn lower the visibility of our desired

output state when considering the applications that follow. One way to bypass this problem

is to use two SPDC crystals in place of the single crystal in Figure 4.2. We could pump both

of them simultaneously, and detect one mode from each of their outputs. When a photon is

detected at each of these output modes, we would know that the other two modes contain

exactly one photon. By combining these two photons on the first 50:50 beam splitter, we

would then obtain our desired input state in the inner modes, (|2, 0〉+ |0, 2〉)/
√

2.

The output state is particularly useful when we consider placing photodetectors DA and

DD at the outputs of the transformed modes A and D. If we assume perfect number-resolving

photodetectors which implement projective measurements on modes A and D, we are able

to determine with certainty which state the inner two entangled modes are in. This gives

us a specific heralded entangled state depending on what photon numbers we measure at

DA and DD. The entangled state after detecting n photons at detector DA and m photons

at detector DD will then be |heralded〉 ∝ |n + 2,m〉 + |n,m + 2〉 in modes B and C. The

probability of detecting these n and m photons at their respective detectors is given by:

Prob(n,m) = C(r)2 tanh2(n+m) r

×[(n+ 1)(n+ 2) + (m+ 1)(m+ 2)]. (4.23)
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We can see that the parametric amplification results in an output state that is dependent

on the number of photons in the four modes. For low values of gain, in which we expect

spontaneous parametric downconversion, the vacuum n = m = 0 term dominates, due to

the exponential dependence on n and m of the hyperbolic tangent. However, for higher values

of gain, in which we obtain parametric amplification, the amplified vacuum term is no longer

the most probable outcome, as seen in Figure 4.3. The maximum shifts towards states with

higher photon numbers. This is distinctly different from the vacuum seeded case, in which

the vacuum is always the most probable contribution to the output state. Additionally, the

photon number difference between the two inner modes is a defining characteristic, which

makes our heralded scheme nontrivial.

FIGURE 4.3: Probability of obtaining output states with n = m for a fixed gain of r = 1.08.
A joint detection of equal photon number at modes a and d results in the inner two modes
being in the state |n + 2, n〉 + |n, n + 2〉. We see that for this experimentally feasible gain
that the vacuum term n = 0 is no longer the most probable outcome, whereas the desirable
n = 1 output is.

4.3.1 Post-Selection Applications of the Output State

A direct application of the output state is to quantum metrology and quantum lithography.

If we obtain a detection of exactly one photon at each detector DA and DD, thus telling us
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that n = m = 1, we know with certainty the entangled inner modes are in the state:

|inner〉 = (|3, 1〉+ |1, 3〉)/
√

2. (4.24)

If this state (in modes B and C) is then incident on a beam splitter, using the transformations

[2],

b̂† → b̂† + eiθĉ†√
2

, ĉ† → b̂† − eiθĉ†√
2

, (4.25)

and for θ = π we obtain the N = 4 N00N state:

|4, 0 : 0, 4〉 = (|4, 0〉+ |0, 4〉)/
√

2 (4.26)

As discussed earlier, if this state is used to measure a path-length difference in a Mach-

Zehnder interferometer, it achieves a doubling in sensitivity compared to the standard shot-

noise limit [22]. We can easily see this since a coherent state with average photon number

n̄ = 4 will reach the shot-noise limited phase-sensitivity of:

∆φ =
1√
n̄

=
1√
4

=
1

2
. (4.27)

However, since N00N states reach the Heisenberg limit, this four photon N00N state will

achieve a phase-sensitivity of:

∆φ =
1

N
=

1

4
. (4.28)

Regarding use as a source for quantum lithography, proposed by Boto et al [4], 4-photon

N00N states are predicted to achieve interference patterns of the form 1 + cos(8φ), where

the phase φ corresponds to translation along the substrate at the interference plane [4].

This corresponds to a four-fold improvement in resolution compared to the classical case, for

which the pattern is of the form 1 + cos(2φ).

Optimizing the gain r such that we obtain the highest probability of obtaining a measured

output state of n = m = 1 gives a quantatative prediction for how often the desired state

for quantum metrology and lithography will be heralded. The optimal value is r = 0.66.
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FIGURE 4.4: Probabilities of obtaining n and m photon states for fixed r = 1.08. The most
likely joint photodetection at detectors DA and DD is when each mode contains only one
photon. The vacuum n = m = 0 term is the top diagonal term, and is not visible because
the n = m = 1 term is more probable. A joint photodetection of n = m = 1 leads to the
entangled state |3, 1〉+ |1, 3〉 between modes b and c, which when incident on a beam splitter
leads to the N = 4 N00N state |4, 0〉+ |0, 4〉.

However, we are also able to find values of gain such that the n = m = 1 output state is more

likely to occur than the vacuum or any other n = m output. This is due to the output state

dependence on the number of photons in the modes, which is different from standard two-

mode squeezed vacuum, as previously mentioned. In spontaneous PDC, the most probable

outcome is always the vacuum contribution. Figure 4.4 shows the probabilities of obtaining

a measurement of n and m at the two detectors. The diagonal values are where n = m. The

inability to see the n = m = 0 term is due to the entanglement-seeding of the two OPAs.

The value of gain in this plot is r = 1.08, which is easily obtainable experimentally [20, 87].

Comparing the probabilities of obtaining the N = 4 N00N state to that of a typical linear

optics based scheme [59], we find that the dual OPA scheme produces the desired state more
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frequently. In Reference [59] the N = 4 N00N state is probabilistically produced 3/64 of the

time. Our state produces the same state at approximately 5 times that rate. This is due to

the fact that the linear optical scheme relies on an input state of |3, 3〉, whereas our scheme

requires that each crystal produces the state |1, 1〉, which is much more likely for OPAs. Also,

our scheme is able to minimize vacuum contributions and shift the maximum probability to

higher photon number, as mentioned before, and as seen in Figure 4.3 and Figure 4.4.

4.3.2 Quantum Key Distribution Scheme Based on Stimulated
Parametric Down Conversion

One immediate consequence of the photon number difference in the two inner modes of the

output state applies to quantum cryptography. We imagine detecting n photons at DA and

m photons at DD. If we have perfect number resolving detectors, any time we measure n = m

we have the inner mode entangled state:

(|n+ 2, n〉+ |n, n+ 2〉)/
√

2 (4.29)

To begin the QKD protocol, photodetector measurements at DA and DD are announced

publicly, while photon number measurements afterwards on modes B and C by two par-

ties (Alice and Bob) will be perfectly correlated. The time-energy entanglement of the two

modes results in a violation of the classical separability bound of the joint time and energy

uncertainties (∆EB,C)2(∆tB,C)2 ≥ ~2 [6, 8]. This type of entanglement is exploited to create

a one-time pad. A setup analogous to the experiment carried out by Howell’s group can

then be implemented [8]. In their scheme arrival times of photon pairs created from SPDC,

which are highly correlated, are used to create a cryptographic key. A time-bin setup is used

in order to ensure that detections at both Alice and Bob’s positions are due to the same

SPDC pair. This discretization of continuous-variable entanglement has been implemented

experimentally [8].

In my scheme, the number difference between the two modes, as well as the time-energy

entanglement is exploited, in order to create a key. After the values measured at DA and
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DD are publicly announced, one of each of the remaining modes is sent to Alice, and the

other to Bob. Each of them then makes a photon number measurement on the mode they

have received. The analogy to Howell’s experiment is that Alice and Bob must implement

a time-bin system in order to ensure that the measurements they are making are on modes

produced from the same event.

For simplicity, consider only the cases when detectors DA and DD measure one photon

each, such that n = m = 1. The state will then be (|3, 1〉 + |1, 3〉)/
√

2. Alice and Bob must

decide (publicly) beforehand that if, for example, Alice makes a measurement resulting in

one photon, and thus Bob the three photons, the resulting bit will be zero. If Alice makes a

measurement and obtains the three photon state, and Bob the single photon, the resulting

bit will be a one. The measurement outcomes of which mode (and correspondingly which

person) contains the single or three photon state, will be completely random from run-to-run.

Repeating the process many times will then result in a shared string of bits, corresponding

to a one-time pad key. Note here that noise-free photon number-resolving detectors with up

to 88% efficiency have been experimentally demonstrated at NIST [88]. However, imperfect

photodetectors have also been shown to provide useful reconstruction of photon-number

distributions as well [89].

The security of the system is established in a manner analogous to Howell’s experiment;

namely, Alice and Bob’s measurement devices must consist of a Franson interferometer

[68, 70]. This detection scheme requires that Alice and Bob each use an unbalanced Mach-

Zehnder interferometer. Each time they choose to make a measurement using the Franson

interferometer, they will be able to see coincidence fringes between their photon counts,

exactly the same as in Section 2.3.2. It has been shown that the Franson fringe visibility

corresponds to a Bell-type inequality, which allows for detection of an eavesdropper if there

is a reduction in the fringe visibility [8, 68]. The events in which Alice and Bob choose not

to make measurements with their interferometers may then be used to create the one-time

pad.
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4.4 N00N State-Seeded Nonlinear Crystals

We have seen that N00N states reach the Heisenberg limit when used interferometrically to

measure phase differences between two paths, which is more sensitive than the classical shot-

noise limit. These states also write lithographic patterns that scale as 1+cos 2Nφ, where N is

the number of photons in the N00N state, which oscillate faster than allowed by the classical

Rayleigh diffraction limit. However, in real world situations, specifically in interferometry,

N00N states have been shown to be very sensitive to losses [62, 63]. N00N states perform

worse than the shot-noise limit when any significant amount of loss is present, which would

certainly be the case in a realistic interferometric scheme through the atmosphere.

Due to this sensitive dependence on loss, other states have been investigated in order

to find a more robust two-mode state that will still beat the shot-noise limit. Recently, a

colleague of mine has introduced states of the form 1√
2
(|M,M ′〉 + |M ′,M〉), (which we call

the MM’ state), which have been shown to be more robust than N00N states when loss

is present, while still beating the shot-noise limit [64]. Effectively, these states achieve the

equivalent phase sensitivity of a N00N state where N in the N00N state corresponds to the

photon number difference between the two modes in the MM’ state (|M-M’|). Qualitatively,

one can understand the N00N state sensitivity on loss by realizing that a loss of one photon

effectively corresponds to a measurement of a photon in the given mode, thus giving us

essentially full information about the state. If a photon is lost from one mode, we know that

the state is such that the N photons are in that mode, and zero photons are in the other

mode. However, in the MM’ state, as long as M ≥ 1 and M ′ ≥ 1, a loss of one photon will

not give full information about the state of the system, since each mode has at least one

photon in it.

I have realized a MM’ state generator scheme, involving two optical parametric amplifiers

and a N00N state input. Though it is difficult to create N00N states of large N , once an

efficient scheme is developed to create them, the setup that follows will effectively allow

them to be converted into the more robust MM’ states. The setup of the scheme is similar
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FIGURE 4.5: Scheme for creating MM’ states. Two optical parametric amplifiers are seeded
such that a maximally path-entangled N00N state is input into modes B and C, while modes
A and D are left as vacuum input. Not shown is the laser which is to pump both of the
nonlinear crystals. Detectors DA and DD are present at the output of modes A and D, which
allow for heralded creation of states of the form |M,M ′〉+ |M ′,M〉.

to that of the previous section. Figure 4.5 shows a diagram of the scheme. The inner two

modes, B and C, are seeded with a N00N state while the outer two modes A and D are left

as vacuum. Similar to the previous section’s calculation, we assume the two OPAs have the

same squeezing parameter ξ = reiφ, and are both pumped with a phase-locked laser. OPA

I transforms modes A and B while OPA II transforms modes C and D. The total input is

then:

|input〉 =
1√
2

(|0, N, 0, 0〉+ |0, 0, N, 0〉). (4.30)

The optical parametric amplifiers then transform the four modes, and we are left with the

output state:

|output〉 =
1√

2(N !)

N∑
k=0

∞∑
n=0

∞∑
m=0

CN,kCm,n

×[κn|n− k, n− k +N,m,m〉+ κm|n, n,m− k +N,m− k〉]. (4.31)
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We can see that the N00N state in the inner modes is amplified by each of the two OPAs,

but by different amounts corresponding to the sums over n and m. The factors out front are:

CN,k =
N !

(N − k)!k!
(cosh r)N−k(e−iφ sinh r)k (4.32)

Cm,n =
1

cosh2 r
(eiφ tanh r)n+m (4.33)

and

κn =

√
(n− k +N)!√

(n− k)!
. (4.34)

Now, if we again have detectors DA and DD at the output of modes A and D, respectively,

we may again obtain a heralded state. If we obtain a measurement of m′ photons at mode

A and n′ photons at mode D, the heralded output state in the inner two modes is then:

|heralded〉 ∝ |N + n′,m′〉+ |n′, N +m′〉. (4.35)

If, for example, we obtain a measurement of n′ = m′ ≡M ′, we can simply relabel the photon

numbers such that N +m′ →M to realize the heralded state is of the form:

|heralded〉 ∝ |M,M ′〉+ |M ′,M〉. (4.36)

Thus, if we detect n′ = m′ photons at the output of modes A and D, we are left with

a MM’ state in the inner modes B and C. This state may then be used for more practical

interferometry, and will beat the shot-noise limit so long as M 6= M ′. The larger the difference

in photon number between the two modes, the larger the shot-noise limit will be violated.

Thus, I have shown that if a N00N state scheme is created to effectively produce N00N

states, this scheme will straightforwardly convert them into the more robust MM’ states.

4.5 ChARM and Stimulated Parametric Down

Conversion

I began the setup of ChARM, the Correlated pHoton Absolute Radiometric Measurement

experiment, while at Northrop Grumman Aerospace Systems with the help of Dr. Jerome
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Luine. ChARM is set to be an extension of a previous experiment done at NIST [39, 40].

The core of the experiment relies on stimulated parametric down conversion, and has a

significant application to radiometry, specifically on-satellite systems where calibration is

currently necessary.

We have seen that seeding nonlinear crystals with non-vacuum inputs will increase rates

of down converted photons. We will now examine some benefits of this in more depth. Using

the formula for spectral radiance [40]:

L(λ) =
hc2

λ5
〈n̄〉, (4.37)

where h is Planck’s constant, c is the speed of light, λ is the wavelength of light, and n̄ is

the average number of photons per mode being measured. This quantity is a measure of the

amount of light emitted from a source at a given wavelength. In the quantum mechanical

sense, we can view the expectation value of n̄ as the number of photons in that specific mode.

That is, the number of photons emitted in the given spatial mode at the wavelength λ we

are looking at.

Now, looking again at down conversion, we again use the output mode operators resulting

from transformations of the input modes:

â→ Ŝ(ξ)â0Ŝ
†(ξ) = â0 cosh r + b̂†0e

iφ sinh r (4.38)

â† → Ŝ(ξ)â†0Ŝ
†(ξ) = â†0 cosh r + b̂0e

−iφ sinh r (4.39)

b̂→ Ŝ(ξ)b̂0Ŝ
†(ξ) = b̂0 cosh r + â†0e

iφ sinh r (4.40)

b̂† → Ŝ(ξ)b̂†0Ŝ
†(ξ) = b̂†0 cosh r + â0e

−iφ sinh r. (4.41)

Calculating the average number of photons in each output mode straightforwardly results

in:

〈â†â〉 = 〈n̂a〉 = na = 〈â†0â0〉 cosh2 r + 〈b̂0b̂
†
0〉 sinh2 r = na0 cosh2 r + (1 + nb0) sinh2 r (4.42)

〈b̂†b̂〉 = 〈n̂b〉 = nb = 〈b̂†0b̂0〉 cosh2 r + 〈â0â
†
0〉 sinh2 r = nb0 cosh2 r + (1 + na0) sinh2 r, (4.43)
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by way of the fact that [â†, â] = 1 and [b̂†, b̂] = 1. Here na0 and nb0 correspond to the number

of photons input to the signal and idler modes (a and b), respectively. Now if we have no

photons input to either mode a or b, then the output number of photons in mode a will be

[40]:

na(nb0 = 0) = (0) cosh2 r + (1 + 0) sinh2 r = sinh2 r, (4.44)

which corresponds to amplification of the vacuum due to spontaneous parametric down

conversion. Now, if we again have no input into mode a, but now do have an input source

of photons into mode b, then the output number of photons, again in mode a, will be [40]:

na(nb0 6= 0) = (0) cosh2 r + (1 + nb0) sinh2 r = (1 + nb0) sinh2 r. (4.45)

Here we again see the effect of stimulated down conversion by way of the fact that the output

depends on the number of photons input to the system. Taking the ratio of the number of

output photons in mode a when mode b has a nonzero input to the output number of photons

in mode a when there is no input into mode b, we arrive at the formula [40]:

na(nb0 6= 0)

na(nb0 = 0)
=

(1 + nb0) sinh2 r

sinh2 r
= 1 + nb0 . (4.46)

Now, this ratio allows us to calculate the number of photons input into mode b by measuring

the output number of photons in mode a. To do this, we simply measure the number of

photons output in mode a with the input source into mode b turned off, as well as with it

turned on. Then, taking this ratio and subtracting one, we arrive at the total number of

input photons into mode b by measuring its down converted pair’s photon mode. From the

equation for spectral radiance, as long as we know the wavelength of the light in mode b,

we are able to calculate the input source’s (to that mode) radiance. This process shows that

a nonzero seed in one mode will increase the rate of down conversion, which we saw in the

first section in this chapter. Thus, this may be viewed as an increase in the gain factor by

having a nonzero seed, which we are measuring over a period of time. Then, without the seed
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source, we are measuring the gain of the spontaneous down conversion process. This ratio is

what gives us the radiance of the source that I mentioned previously in this paragraph.

In order to see how this ties together with stimulated down conversion, consider the two-

photon seeded case. We have an input of:

|input〉 = |0, 2〉 =
1√
2!
b̂†2|0, 0〉. (4.47)

Using the procedure mentioned in section 4.1 (using the Taylor series expanded version of

the evolution operator corresponding to the Type I down conversion regime), we see that

the output will then be:

|output〉 =
1√
2!
Ŝb̂†2|0, 0〉 =

1√
2!

(1− ξâ†b̂† + ξ∗âb̂)b̂†2|0, 0〉 = |0, 2〉 −
√

3ξ|1, 3〉. (4.48)

Now, consider the case corresponding to three photons input into mode b, such that:

|input〉 = |0, 3〉 =
1√
3!
b̂†3|0, 0〉. (4.49)

Similarly, we will then obtain an output state of:

|output〉 =
1√
3!
Ŝb̂†3|0, 0〉 =

1√
3!

(1− ξâ†b̂† + ξ∗âb̂)b̂†3|0, 0〉 = |0, 2〉 −
√

4ξ|1, 4〉. (4.50)

Finally, recall that unseeded, spontaneous parametric down conversion corresponding to this

thought experiment will produce the output state |output〉 = |0, 0〉 − ξ|1, 1〉. Now we will

consider photon count measurements at the output mode a in each of the three scenarios

(two, three and no photon seeds in mode b). Due to the fact that the vacuum state in each

of the three outputs will not result in a photon count, these terms may all be neglected.

Thus, we are left with the three states that would correspond to the state we measure when

detecting a photon in mode a:

vacuum input: ξ|1, 1〉

two-photon input:
√

3ξ|1, 3〉

three-photon input:
√

4ξ|1, 4〉
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We see that in each case, we are measuring one photon in mode a. However, the effective

gain is increased with the addition of each additional photon seeded into mode b, regardless

of the fact that we measure only mode a at the output. This increase in the down conversion

rate due to stimulated emission is the basis for the ChARM experiment. The second-order

susceptibility in front of each term is the same, so long as we use the same crystal, and will

therefore cancel when we look at the ratio of measurements taken with the input to mode

b turned off and on. Thus, we are left with the number of photons input into mode b (plus

one, as in the equation), which as mentioned can then easily be converted to the radiance of

the input source into that specific mode.

In order to see clearly that this method works, we will consider the examples above and

measurements of photon number in mode a in each case. Measuring the number of photons

in mode a at the output of the unseeded crystal case, we obtain:

(〈0, 0| − ξ∗〈1, 1|)n̂a(|0, 0〉 − ξ|1, 1〉) = (〈0, 0| − ξ∗〈1, 1|)â†â(|0, 0〉 − ξ|1, 1〉) = |ξ|2. (4.51)

Measuring the number of photons in mode a when we have two input photons into mode b,

we see:

(〈0, 2| −
√

3ξ∗〈1, 3|)â†â(|0, 2〉 −
√

3ξ|1, 3〉) = 3|ξ|2 (4.52)

Taking the ratio of the measurement with two photons input to vacuum input and subtracting

one, we find:

3|ξ|2

|ξ|2
− 1 = 3− 1 = 2. (4.53)

Thus, the ratio of the measurements minus one gives us the total number of photons input

into mode b, simply by measuring mode a. In precisely the same manner, the case of mea-

suring photon number in the output of mode a when three photons are input to mode b, we

arrive at:

(〈0, 3| −
√

4ξ∗〈1, 4|)â†â(|0, 3〉 −
√

4ξ|1, 4〉) = 4|ξ|2. (4.54)
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Again taking the ratio and subtracting one, we obtain:

4|ξ|2

|ξ|2
− 1 = 4− 1 = 3. (4.55)

This again shows that by taking the ratio of the measurements and subtracting one we arrive

at the number of photons input to mode b.

There are a couple of advantages to making a radiance measure with this method. The

first is that no calibration source is needed whatsoever [40]. In a typical device used to

measure radiance, a blackbody source is needed in order to obtain an absolute radiance

measure of the source of interest. However, due to the fact that down conversion results in

perfect photon number correlations between the two output modes, we know that anytime

we count one photon in mode a, we have exactly one photon in mode b. So, when we make

the measurements with the input seed on and off, then calculate the ratio, we obtain an

absolute measurement of the number of input photons into the specific mode. There is

no need for a calibrated source to compare the radiance measurement to. One important

application of this benefit is to on-board satellite radiance measurement systems. Since it is

extremely difficult (if not impossible) to fix an apparatus on a satellite, calibrated sources

used in measurement devices on satellites must be very stable. If the source changes over

time in an unknown manner, this can lead to incorrect absolute measurements of a source the

satellite is measuring. However, if a stimulated parametric down conversion system is used,

as in ChARM, the need for a calibrated source disappears, likely increasing the stability and

lifetime of the measurement device on the satellite.

Another advantage of ChARM relates to the energy conservation and phase-matching

conditions imposed by down conversion. The down conversion process requires that ωp =

ωs + ωi. If we know the wavelength we are interested in of the source, in say the idler

mode, then we know at what wavelength we need to measure the corresponding signal mode.

Additionally, the spatial correlations between the signal and idler will determine where we

are to measure the specific wavelength in space. Thus, by moving our detector spatially, we
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FIGURE 4.6: Simplified experimental setup for the ChARM experiment. A nonlinear crystal
is pumped by a laser. One of the input modes (signal) is seeded with a source whose radiance
is to be determined. A single photon counting module is placed at the output of the idler
mode. Photon counts will be made with the signal source turned on and off.

are changing the signal mode we are measuring (that is, its wavelength) and are now able

to measure the radiance of the source at a different wavelength, again subject to the energy

conservation requirement. The advantage resulting from these constraints and correlations

is that we can measure the radiance of the idler source at wavelengths that are difficult to

measure, by measuring the corresponding signal mode at a wavelength that may be more

accessible. For example, we may have a pump and crystal setup such that when we are

measuring a signal mode of wavelength 725nm, the idler is out in the infrared at 4000nm.

Detectors in the visible are typically better and more efficient than IR detectors, thus allowing

for a more accurate measurement.

The NIST experiment was able to measure the absolute radiance of a source at wavelengths

out to just under 4.8µm with an accuracy of about 3% [40]. ChARM will be implemented

to hopefully reach uncertainties down to below 0.5% out to wavelengths approaching 18µm.

Initially, ChARM will utilize three separate nonlinear crystals, along with three different

wavelength pump beams, to reach these long wavelengths. A single-photon counting mod-

ule will be used to detect photons in the signal output mode in each different setup. The

experimental setup as shown in Figure 4.6 will be discussed more in the following section.
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4.5.1 Realistic Experimental Setup and Improvements

The experimental setup of ChARM involves four major components. These are the nonlinear

crystal, the pump laser, the source to be measured and a single photon counting detector. One

major difficulty in making the ChARM measurement will be the geometry of the experiment.

Since we are trying to measure the down converted photons at one given wavelength at a

time, the spatial placement of the single photon counting detector is extremely important.

Moreover, the spatial overlap of the source beam (beam whose radiance is to be determined)

with the pump beam is both difficult to align as well as a major source of error if improperly

setup. A photon from the source beam will only contribute to stimulated down conversion if

it overlaps spatially with the pump beam inside the crystal, is of the appropriate polarization,

and will only stimulate into the specific spatial signal and idler output modes. Thus, overlap

of the two beams inside the length of the crystal must be maximized, as in [40].

The general experimental setup for ChARM is shown in Figure 4.6. The setup is such

that the angle the source beam and the pump beam make with one another is as constant

as possible. The pump laser and the source beams will meet at the input crystal face. In

order to maximize down conversion rates at various wavelengths, the crystal will be mounted

on a 6-axis mount. Each different wavelength to be measured will require a different input

angle of the pump relative to the input crystal face. Additionally, the photon counting

detector at the output idler mode will also need to be varied in position (angle) each time

a different wavelength is being examined. This allows for a single crystal to be used for a

variety of radiance measurements at different wavelengths by simply tilting the crystal and

repositioning the detector.

Another consideration taken into the experimental design is the bandwidth of the source

to be measured. This bandwidth will effectively determine the angular range of output stim-

ulated down conversion photons. In order to make an accurate measurement, we will need

to place a narrow linewidth filter after the source, before it enters the nonlinear crystal.

Additionally, a pinhole will be placed in the the output idler mode’s path to select out the
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appropriate spatial mode before the single photon counting detector. Due to the fact that

all optics to be used are not ideal, there will be losses associated with each one. In order

to stimulate down conversion into the appropriate modes, the source must also be polarized

parallel to the output signal and idler modes. Hence the need for a half-wave plate before

the filter in the source’s path prior to the crystal. In order to compensate for the losses due

to the optics before the crystal, we will make measurements of the ”source” as if it were

produced at the very last optic before it enters the nonlinear crystal. In order to determine

the absolute accuracy of ChARM’s measurements, we must make a standard radiometric

measurement with a known source. To do this we will place the known source at the position

of the last optic before the crystal input face. This will give us an absolute measure of the

radiance of the ”source” as mentioned, namely the source being the output from the last

optic. Thus, we will only need to measure the losses coming from the optics after the crystal,

which should improve the overall accuracy of the measurement.

The crystals we will be using are Lithium Iodate (LiIO3), Silver Gallium Sulfide (AgGaS2)

and Silver Gallium Selenide (AgGaSe2). LiIO3 will allow us to make measurements of the

source’s radiance at wavelengths from 2.5µm to 4.5µm. AgGaS2 will allow for wavelengths

from 5µm to 9µm, and AgGaSe2 from 10µm to 18µm. A 532nm laser will be used to pump

the Lithium Iodate crystal, while a 1550nm laser will pump the Silver Gallium Selenide

crystal and frequency doubled to 725nm to pump the Silver Gallium Sulfide crystal.

The pump beam for the Lithium Iodate experiments is a Verdi V6 diode-pumped solid-

state laser. A diode laser is used to pump a vanadate (NdYVO4) crystal which is used as the

gain medium to produce 1064nm laser light. Then a Lithium Triborate (LBO) crystal is used

for second harmonic generation, resulting in single-mode 532nm laser light. The laser head

is cooled by being placed on a plate stand through which chilled water at 18◦C circulates.

The output laser operates from 10mW up to a maximum of 6W . The beam is very nearly

Gaussian, with an M2 value of less than 1.1. The 1550nm laser to be used for the Silver

Gallium crystals is similar in spec and also single-mode.
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4.5.2 Calculated Spontaneous Parametric Down Conversion
Rates

One important theoretical contribution I made to ChARM was to calculate the expected

rate of spontaneous parametric down conversion events in the various setups involved. This

was done to decide the appropriate sizes of the crystals we would end up needing to order.

Larger crystals are more expensive, but too small of crystals may not produce enough down

conversion events. Though at first a seemingly trivial task, it proved to be quite the opposite.

There has been research looking into rates of spontaneous parametric down conversion.

However, until recently these have all considered a total rate of down conversion efficiency

[90]. That is, the overall rate and/or probability of a photon in the pump beam being down

converted into two other photons, regardless of which two modes they are down converted

into. While this may be useful when comparing various general SPDC setups, in which

different crystals and pumps are used, it only serves to give an estimate of the rate of total

down conversion into all of the various modes allowed by the phase-matching conditions. In

our experiment, we are concerned only with the rate of down conversion in the specific idler

mode that we are measuring, and therefore, its corresponding signal mode. Modes at other

spatial and frequency locations are not nearly as important, as we are not measuring them.

Recently, a group in Singapore published a paper discussing absolute emission rates of

down conversion into single transverse Gaussian modes [91]. This is precisely what we are

interested in when discussing down conversion rates in ChARM. We have a Gaussian pump

beam and assume the output modes we are looking at to be Gaussian. They found that the

absolute rate was [91]:

R =
4χ(2)2PpLω

2
p

3π2npnsniε0c2W 2
p (1 + cos θ2

s + cos θ2
i )(ni cos θi − ns cos θs)

S, (4.56)

where Pp is the pump power, L is the crystal length, ns is the signal mode’s index of refraction,

Wp is the pump beam waist size, θi is the angle the idler mode makes relative to the pump,

and S is the ”spectral integral.” The waists of all three modes are assumed to be the same for
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simplicity. The spectral integral contains dependence regarding the walk-off of the beams. It

depends on the walk-off parameter [91]:

Ξ =
L

2
[
sin2 θs
W 2
s

+
sin2 θi
W 2
i

− (
sin 2θs
W 2
s

− sin 2θi
W 2
i

)2/(
4

W 2
p

+
cos2 θs
W 2
s

+
cos2 θi
W 2
i

)]1/2 (4.57)

I have written two Mathematica notebooks, one to calculate the walk-off parameter and

the other to then calculate the total rate of SPDC into a given mode using the equations

derived in [91]. Using these, along with a LabView program written by Migdall at NIST

[92], and our specific experimental setups, I calculated the rates of spontaneous parametric

down conversion we will expect to see in ChARM. The parameters that were varied are the

angles between the signal and the pump beam as well as the idler and the pump beam,

the indices of refraction of the signal, idler and pump modes at the given wavelengths and

angles of propagation, and finally, the angle between the pump and the input face of the

crystal. I made calculations at the various wavelengths (and thus, various modes) for each

nonlinear crystal to be used in the experiment. Again, in order to look at various wavelengths

corresponding to different modes, we see that the angle between the pump beam and the

input face of the crystal is rotated. Additionally, I varied the crystal length of the two Silver

Gallium crystals in order to find a (monetarily) realistic size that would still produce down

conversion rates of ≥ 100, 000s−1. A size of 5mm in length for both crystals seems to produce

sufficient rates for the ChARM experiment. These spontaneous parametric down conversion

rates are listed in the following four figures.
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FIGURE 4.7: Relevant data for LiIO3 SPDC rate calculation. ”d” is the effective nonlinearity
and ”Theta tilt” is the angle between the pump beam and the input face of the crystal.
Pump wavelength is 532nm, power is 6W, and beam waist is 1.125mm.
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FIGURE 4.8: Calculated rates of SPDC for LiIO3. Pump wavelength is 532nm, power is 6W,
and beam waist is 1.125mm.

FIGURE 4.9: Calculated rates of SPDC for AgGaSe2. Pump wavelength is 1550nm, power is
2W, and beam waist is 1.125mm.
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FIGURE 4.10: Calculated rates of SPDC for AgGaS2. Pump wavelength is 775nm, power is
1W, and beam waist is 1.125mm.
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Chapter 5
Multi-Spatial Mode Entanglement, Entangled
Image Transfer, and Nonlocal Double Slit
Interference in Four-Wave Mixing

Four-wave mixing in atomic vapor has had much success in the field of nonlinear optics

[1]. As we have seen, entanglement and photon correlations have been shown to provide

enhancements in the fields of interferometry, imaging and communication. Intensity correla-

tions between beams of light can produce squeezing when looking at the joint quadratures of

the twin beams [45, 47, 48]. The squeezing and correlations give rise to quadrature fluctua-

tions and noise that are below the standard shot-noise limit. This reduced noise floor allows

for improved optical resolution, less noisy image amplification, and is related to sub-Rayleigh

imaging which allows for lithographic patterns smaller than allowed by the classical Rayleigh

limit [4, 22].

The experiment I propose in this chapter, along with its slight variations, will show en-

tanglement transfer, low noise image amplification and other nonlocal effects due to the

four-wave mixing (4WM) process in warm Rubidium vapor. It is an extension of the concept

of multi-spatial mode entanglement produced in one 4WM process to the use of multiple

Rb cells [45, 47, 48]. One beam of the entangled image pair created from 4WM in one Rb

cell will be used to seed another 4WM process in a second Rb cell, producing another pair

of entangled images in its output beams. The correlations between the beams involved in

the nonlinear process, while an interesting scientific study on its own, can be viewed as a

very low noise image amplifier and cloner. Additionally, the beams involved should exhibit

intensity correlations and squeezing, thus resulting in a noise floor below the SNL, allow-

ing for sub-SNL interferometry. An experimental variation utilizing only one Rb cell is also

discussed, which will show nonlocal two-slit interference between the output beams in the
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4WM process, resulting from the large quadrature entanglement produced.

Examining the ideal interaction Hamiltonian for off-resonant nondegenerate four-wave

mixing [45]:

ĤI = ~χ(3)(α2â†b̂† + α∗2âb̂), (5.1)

we are able to immediately see some various effects that will be discussed in this chapter,

by noticing how similar the Hamiltonian is to the down conversion process [2]. Note that

this interaction Hamiltonian is ideal, neglecting losses and assumes the undepleted pump

approximation. We see a slight difference from the down conversion Hamiltonian by the

presence of α2 rather than just α, which is due to the fact that two pump photons contribute

to the interaction. This Hamiltonian also neglects a cavity, so we are dealing with 4WM

in a vapor cell that is not inside a resonant cavity such that the pump beam only makes

one pass through the cell. Additionally, this Hamiltonian is a good approximation for the

non-degenerate 4WM process when the pump beam(s) is not precisely on-resonance with

the atomic transitions, such that we may neglect spontaneous emission and allow the atomic

medium to be characterized by its third-order nonlinear susceptibility χ(3).

5.1 Joint Quadrature Squeezing Via Four-Wave

Mixing

We have seen that squeezed light exhibits quadrature fluctuations below that of coherent,

or laser light. Due to the uncertainty principle, if one quadrature is squeezed below that of

a minimum uncertainty state (such as a coherent state, or the vacuum), the other quadra-

ture’s fluctuations increase. However, it is also possible for squeezing to exist between joint

quadratures of two light beams. Defining the quadrature operators X̂a, Ŷa for beam ”a”

(probe beam) and X̂b, Ŷb for beam ”b” (conjugate), we can realize the joint quadrature

operators [47, 48]:

X̂+ = (X̂a + X̂b)/
√

2 (5.2)

Ŷ− = (Ŷa − Ŷb)/
√

2. (5.3)
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Note here the slight variation in notation relative to the down conversion quadratures. When

these quadratures are observed to have noise fluctuations below the SNL, they are entangled

(or inseparable).

When two beams are produced by way of nonlinear, parametric processes, they can exhibit

squeezing in the aforementioned joint quadratures. Much of the work to produce these twin

beams has been in nonlinear crystals enclosed in resonant cavities [49, 50, 51, 52, 53, 54].

The process involved in these crystal experiments, resulting from the χ(2) nonlinearity, is

parametric down conversion. We have seen that the interaction Hamiltonian for this process,

neglecting the resonator, is that which results in parametric down conversion, namely:

HI = i~[ζ∗âb̂− ζâ†b̂†], (5.4)

where ζ depends on the χ(2) nonlinear susceptibility. The photon number difference between

the two modes in this SPDC process is zero. 4WM is typically a more macroscopic effect,

though containing an analogous interaction Hamiltonian that instead depends on the χ(3)

nonlinear susceptibility. In this case, we will look at the intensities at the two output modes.

However, due to the fact that the 4WM process also produces photons in pairs as seen by the

Hamiltonian equation 5.1, strong intensity correlations exist between the two output modes,

resulting in joint quadrature squeezing [47, 48].

FIGURE 5.1: Schematic of off-resonance nondegenerate four-wave mixing. The pump beam(s)
is denoted by the thick line(s) at frequency ω0, where the probe and conjugate beams are
the thin lines at their respective frequencies ωp and ωc.
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5.2 Multi-Spatial-Mode Entanglement in Four-Wave

Mixing

Entanglement produced in a SPDC type of setup is inherently multi-spatial-mode because

of the phase-matching conditions involved [92]. In order to extend this toward a macroscopic

beam and increase the gain, these crystals are typically placed in a resonator in order to

increase the effective nonlinearity. This device is called an optical parametric oscillator, due

to the resonant cavity [49, 50, 51, 52, 53]. However, due to effects when including the resonant

cavity, the multi-spatial-mode entanglement is lost and one is typically left with single-

spatial-mode twin beams [54]. Still, the twin beams will exhibit strong intensity correlations

when measuring the whole of each beam.

Recently, this single-spatial-mode problem has been overcome by use of another nonlin-

ear process, 4WM [46]. Lett’s group showed that the entanglement between the probe and

conjugate beams produced by the 4WM process in warm Rubidium vapor was multi-spatial-

mode and thus had the ability to contain entangled images. That is, subsections of each

beam contain photon number correlations with one another. Therefore, one can envision the

output beams containing an image, where individual parts of the image are correlated spatial

mode-to-spatial mode. It should be noted that due to the different energy level transitions,

the probe and conjugate beams are at different frequencies, separated by the ground state

sublevel energy difference. This process involves the conversion of two pump photons into one

probe and one conjugate photon, where the probe is the beam which seeds the Rb vapor. The

input conjugate mode was left as vacuum. Homodyne detection of the probe and conjugate

(output) beams was performed, with local oscillators produced in the same Rb cell, but at a

different spatial location. Joint quadrature squeezing was seen between the resulting probe

and conjugate beams. The multi-spatial-mode aspect of the process was demonstrated by

placing various images on the beam that produces the local oscillators and seeing squeezing

below the SNL.
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Being multi-spatial mode, the 4WM process allows for imaging schemes. Entangled im-

ages have been produced via this process [46]. Rather than seeding both input modes with

vacuum, a beam with an image is input into the probe mode. Due to the photon number

correlations produced in the process, along with the multi-spatial mode aspect, the output

probe and conjugate beams both contain the input image (though the conjugate is just

that, the conjugate of the image). Again by making homodyne measurements on the output

modes, it has been shown that the various spatial modes of the images in the output beams

are entangled with one another. This process may be thought of as analogous to the stimu-

lated parametric down conversion process, where we introduce a non-vacuum seed. However,

we are now utilizing the multi-spatial mode aspect in order to produce images. One benefit

of the 4WM variation is that the gain is much larger than in parametric down conversion.

The next section describes a proposed experiment to utilize the multi-spatial mode entan-

glement in the 4WM process as seen in Figure 5.2.

FIGURE 5.2: Diagram of the entangled image transfer scheme.

76



5.3 Entangled Image Transfer via Four-Wave Mixing

Combining previous research involving seeded nonlinear optical effects with the 4WM in Rb

vapor work mentioned in the previous section leads to an interesting image transfer concept

[36, 46]. We have already seen that the single-photon seeded stimulated PDC process is an

example of the best possible quantum cloner [32, 33]. Another way to view these seeded PDC

schemes is as an amplifier [35, 83]. The input state is amplified in the sense that photons

in the same mode are added to the input (regardless of the input state). This proposed

experiment is a 4WM analogue of this, also allowing for imaging due to its multi-spatial

mode property.

The idea is to take one beam of the multi-spatial-mode entangled twin beams produced

in the 4WM process and using it to seed another 4WM process. This is then a realization

of image amplification and cloning (or transfer) of the seeding beam. Due to the seeding

of the second Rb cell with the entangled image, the two output beams produced will be

entangled, and both contain the original image from the first 4WM process. Additionally,

by measurement of the second output probe beam, and conditional readjustment of the

second cell’s pump beam, we should be able to obtain degenerate twin beams exhibiting

joint quadrature squeezing. These degenerate twin beams would be the conjugate beam

from the first cell and the conjugate beam from the second cell.

A schematic of the scheme is shown in Figure 5.2. First, the pump beam is split in order to

pump the first and second Rb cells, as well as create the local oscillators (LOs, as I will discuss

soon). The first Rb cell is pumped at the pump frequency and seeded with a probe beam

containing an image. The input conjugate beam will remain vacuum. As we have seen, the

output conjugate and probe beams will contain the entangled image from the probe seed [46].

The output probe beam will then be used to seed the second Rb cell, which is also pumped at

the pump frequency. The output (from the second cell) probe and conjugate beams will then

contain an entangled image resulting from the image of the probe seed. By examining the

three images produced we can see that this is a realization of image amplification and transfer.
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This may be viewed as the amplification and/or transfer of the original entangled image to

the second output probe and conjugate beams. This initial experiment is a realization of low

noise image amplification and transfer, as we will be transferring the image on the initial

seed beam to three other beams. One nice aspect of this is that the two conjugate beams

produced, one from the first cell and one from the second, both contain the same image since

they are both conjugate beams. Additionally, they are frequency degenerate, so they will be

able to interfere with one another.

In order to show that entanglement exists between the first cell’s conjugate output beam

and the second cell’s output beams, homodyne detection will be necessary. This will be done

by producing local oscillators in the first Rb cell by splitting off part of the pump beam and

routing it into a spatially separated (from the 4WM beams) region of the first Rb cell, as

in [46]. The probe and conjugate beams produced from this interaction will then serve as

the local oscillators for the homodyne detection setups. The first conjugate beam and the

LO at its frequency will be mixed on a beam splitter, while varying the LOs phase with

a piezoelectric actuated mirror. Photodetectors will measure the intensity difference at the

two output ports. A homodyne measurement of the other beam we are interested in (the

conjugate beam produced at the second Rb cell) will be performed by mixing it with the LO

at its frequency (same as the first conjugate beam) at another beam splitter, and recording

the intensity difference at the output ports. Finally, the intensity sum and difference of

the two homodyne measurement outputs will be measured by spectrum analyzers. If we

perform homodyne measurements (and sum/difference measurement) on both of the beams

produced at the second Rb cell, we would immediately see squeezing and sub-shot noise

joint quadrature fluctuations. Placing multiple images on the beam that produces the LOs

and repeating the measurement procedure would provide proof of the multi-spatial-mode

structure of the resulting correlations.

It is likely that in order to see squeezing and show that the entanglement has been amplified

to contain both conjugate beams, we would need to use feedback. First we would perform the
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measurement process described above with the conjugate beams produced from both cells. If

the joint quadrature noise is above the SNL, we would need to adjust the pump power at the

second cell in order to minimize spontaneous emission and maximize the stimulated emission

due to the probe seeding. Proper adjustment and reapplication of the measurement on the

two conjugates should provide sub-shot noise fluctuations on their joint quadratures. This

process can be repeated with the first cell’s conjugate beam and the second cell’s probe beam,

in order to show an entanglement transfer to all three beams. The degree of entanglement

will likely be decreased between the final output beams and the beams produced from the

first Rb cell. This is again in analogy with the cloning and entanglement amplification due

to stimulated parametric down conversion, in which the entanglement decreased due to noise

arising from vacuum amplification. However, due to the fact that the two conjugate beams

are frequency degenerate, and contain the same image, useful applications still abound even

if the entanglement between them is minimal.

The experiment should initially show the amplification of an entangled image. That is,

the image from the initial probe beam, which is transferred to the first probe and conjugate

beams which are entangled (after the first Rb cell) to be amplified in the sense that the image

will be imprinted on the final probe and conjugate beams (after the second Rb cell). Thus,

the image from one seed beam and transferred it to a total of three beams. The application

of this would be related to the ”no-noiseless amplification” theorem, which is essentially the

(semi) classical analogue to the quantum ”no-cloning” theorem. Previous work with quantum

seeding of optical parametric amplifiers and nonlinear crystals, such as single-photon seeded

nonlinear crystals, are examples of the nearest quantum schemes to perfect cloning as we

saw in chapter 4 (though not perfect, as mandated by the no-cloning theorem) [32, 33, 36].

This non-vacuum seeding of Rb vapor and amplification of the image on the seeding beam

is, in a sense, an extension of my previous quantum-seeding theory to 4WM [36]. Namely,

the noise added in the image amplification process is expected to be minimal (again nonzero,

as mandated by the no-noiseless amplification theorem).
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Additionally, one should be able to show that the entanglement between the first probe and

conjugate beams will be transferred to the probe and conjugate beams produced in the second

Rb cell. This will likely be a more difficult task, and require careful feedback measurements

of the final output probe. In the low-gain limit this process mimics the parametric down

conversion scenario. If a single photon is input in the probe mode, it is analogous to the

single-photon seeded dual crystal schemes, in which the various output modes from the two

crystals are entangled (pending a down conversion event occurring) [35, 83]. This can be

seen immediately by noting the similarities between the interaction Hamiltonians for the

parametric down conversion and 4WM processes. A calculation may be carried out in an

analogous manner to that in section 4.1. We take the input to the second Rb cell to be a

single photon in the signal mode a. The output would then be:

|1, 0〉+ ξ2
√

2|2, 1〉, (5.5)

where ξ depends on the χ(3) nonlinear susceptibility, interaction time and pump beam power.

Thus, we can see that again the input signal mode photon is cloned in a similar manner to

the stimulated down conversion process. The detection of an output photon in mode a of

the state in equation 5.5 gives us knowledge about the state in the conjugate mode b. Due

to the multi-spatial mode aspect of this process, We may then draw a conclusion about

which spatial mode the conjugate photon to the signal seed photon is in. In this sense, we

are transferring the correlations to multiple beams. Additionally, if one can extend this to

show macroscopic squeezing between the two conjugate beams produced in the experiment,

it should be straightforward to input these beams into an interferometer and show sub shot-

noise phase estimation. This is due to the advantageous fact that the two conjugate beams

are necessarily frequency degenerate in the setup. Beating the shot-noise limit is an extremely

desirable result which is applicable to LIDAR and other sensor systems as we have seen [22].

A direct contingency that would apply if unexpected results are obtained such as not

being able to show macroscopic joint quadrature squeezing between the two conjugate beams
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produced would be back to imaging. The transfer of the image to two frequency degenerate

beams will still be an example of very low noise amplification. In a sense, this is a macroscopic

version of ideal (not perfect) cloning. An additional application for entangled images and

entangled image transfer is to quantum key distribution [8]. We saw in chapter 4 that spatial

entanglement along with time-energy entanglement can be used on the single photon level to

produce large alphabet QKD [6, 7, 8]. Macroscopic, many-spatial-mode entanglement would

likely allow for higher key distribution rates, and may even allow for the future possibility

of multi-user QKD. This would be realized as an extension of spontaneous parametric down

conversion QKD experiments to the large quadrature entanglement produced in seeded 4WM

experiments.

Another proposed experiment is discussed in the next section, involving a nonlocal double

slit setup as seen in Figure 5.3.

FIGURE 5.3: Diagram of the nonlocal double slit experiment. Superposition of masks one and
two is a double slit. Coincidence detection of probe and conjugate beam intensities will result
in a double slit interference pattern. This will result from the strong intensity correlations
between the various spatial modes of the two output beams.
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5.4 Nonlocal Double Slit Interference Via Two Warm

Rubidium Vapor Cells

Due to the multi-spatial mode structure of the output probe and conjugate beams produced

via the 4WM process, a variety of imaging experiments may be constructed. Additionally, the

entanglement between the two output beams may be exploited, once again, in an analogous

way with respect to stimulated down conversion. The main point behind the proposed exper-

iments in this section will be to further explore the similarities between down conversion in

nonlinear crystals and 4WM in atomic vapor. However, they also have various applications

to sub-shot noise imaging, again similar to applications of down conversion, though in a

higher gain regime.

To begin the discussion on these various imaging schemes, let us review some interesting

properties of spontaneous and stimulated parametric down conversion. This is done in order

to gain some intuition about the 4WM process’s analogous properties and applications.

It has been shown that the angular spectrum and intensity profile of the pump beam is

transferred to the signal and idler beams in the SPDC process [94]. The simplest way to see

this is by the realization that a pump photon with a given ~k will down convert into specific

spatial modes only, as allowed by the phase-matching and energy conservation conditions as

controlled by the crystal cut [92]. We discussed this very briefly in section 4.5 when trying

to understand the importance of the various geometries in the ChARM experiment design

and setup. Mathematically, we may see this by examining slightly less ideal derived output

state of the SPDC process, in which we assume the pump beam has some spatial variation

or angular spectrum [94]:

|ψ〉 = |0〉|0〉+ C

∫
d~ks

∫
d~kiΦ(~ks, ~ki)sinc

1

2
(ωs + ωi − ωp)t|1〉|1〉 (5.6)

where the function Φ is defined as:

Φ(~ks~ki) =

∫
d~qpv(~qp)(

ωpωsωi
n2
pn

2
sn

2
i

)1/2

3∏
m=1

sinc
1

2
(k̃s + k̃i − k̃p)mLm. (5.7)
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Here, C is a constant, ~q is the transverse component of the pump wave vector, nm is the

refractive index of the corresponding mode in the crystal, Lm is the length of the crystal in

the given direction, and v(~qp) is the angular spectrum of the pump beam. Though this may be

simplified by making various approximations, the important thing to note is that the angular

spectrum of the pump beam is transferred to the output signal and idler modes. Note that

this SPDC output state is more complicated than the assumed output in previous sections.

This is because in the previous sections we were not concerned with the spatial profile of

the pump by assuming it was spatially uniform, and assumed it was an infinite plane wave.

The equation above is applicable when discussing the multi-spatial mode property of the

SPDC output, as we are able to manipulate it by placing images on the pump. The previous

chapters’ SPDC outputs were sufficient for the discussions therein, as we were concerned

only with certain aspects of the SPDC process, such as photon number correlations between

two single modes.

Coincidence count measurements between the signal and idler output modes of the afore-

mentioned state results in fourth-order interference patterns. By making a coincidence mea-

surement, which is proportional to:

〈ψ|â†b̂†âb̂|ψ〉, (5.8)

it can be shown that the angular spectrum of the pump again appears (more precisely, its

Fourier transform). An experiment was then done to show exactly this effect [94]. The group

placed a double slit in the pump’s path before the crystal, then made coincidence detection

measurements at the output signal and idler modes. By varying the position of the detectors

in these modes, they were able to see a double slit interference pattern when coincidence

counting between the signal and idler beam output positions. This is related to the previous

section on 4WM in that it is an example of image transfer from one beam to a pair of

entangled ”beams” (beams here being single photons since we’re in the down conversion

regime).
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This SPDC image transfer can be compared to the previous section’s discussion about

entangled image creation from 4WM. The placement of an image on the pump beam in the

4WM experiment showed that the image was transferred to each of the probe and conjugate

beams. In order to understand the analogy on a deeper level, I will discuss the image transfer

process in stimulated parametric down conversion.

In spontaneous PDC, the coincidence counting measurements show fourth-order image

formation. Due to the presence of the vacuum, as well as the fact that it is a spontaneous

process, there is no second-order image formed on either the single signal or idler output

individually [94]. This can be qualitatively understood by recalling that the pump photons

can down convert spontaneously into any signal and idler mode biphoton pair that meet the

phase-matching conditions. Thus, if we make a measurement of only say, the signal mode

output, and vary the detector spatially, no double slit image will be formed. This is because

all of those different spatial modes may meet the phase-matching conditions, and no single

spatial mode is preferentially down converted into unlike the stimulated down conversion

case. The stimulated PDC process results in a slightly different scenario however [37, 38]. An

image placed on the input signal beam or the pump beam can be transferred to the output

idler beam. In order to see this, consider the second-order correlation function of the idler

beam at the output, which corresponds to its intensity distribution:

Ii = 〈Ê−i Ê+
i 〉, (5.9)

where Ê+
i is the electric field operator for the idler mode, which is a function of the idler

mode’s spatial and angular distributions. Defining the pump and signal beams’ transverse

field distributions at the input of the crystal as Wp and Ws, respectively, one acquires the

result for the output idler beam intensity distrubution [37, 38]:

Ii ∝
∫
dr|Wp(r)|2 + |

∫
drWpW

∗
s (r)ei|ri−r|

2 ki
2z |2. (5.10)

Here, r is the transverse direction of the corresponding mode, z is the distance of the beam

from the crystal, ki is the idler mode’s wave-vector. We immediately see the factors con-
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tributing to the image transfer Wp and W ∗
s . If we assume SPDC is small in comparison to

the stimulated down conversion term, we may neglect the first term in equation 5.5. Thus,

we are left with the idler beam containing the image on the pump and/or the conjugate

of the image on the seeding signal beam. If the pump beam contains no image and has a

uniform field distribution, then the Wp term is a constant and the idler beam only contains

the conjugate of an image on the signal seed beam. Conversely, if the signal seed beam is

uniform (containing no image), then the output idler beam contains only the spatial infor-

mation of the image on the pump beam. Again, this may be understood qualitatively by

realizing that the stimulated parametric down conversion process makes down conversion

events into the stimulated modes occur with a higher probability amplitude than by the

spontaneous process. This result was shown in section 4.1, with this imaging setup being a

prime example of an application of stimulated PDC.

Experiments done to show these effects have been performed [37, 38, 95]. A double slit

was placed in the pump beam’s path before the crystal, while leaving the signal seed with

constant field distribution. The double slit interference pattern was observed at the output

of the idler beam mode by varying the detector’s transverse position around that mode.

Additionally, a constant field distribution pump, with a double slit placed in the signal

beam’s input path was also shown to produce double slit interference in the output signal

and idler modes. The group that performed the experiment also showed that the idler beam

output was indeed the conjugate of the signal seed’s input image.

The seeded 4WM process is analogous to the described stimulated parametric down con-

version process. The ”signal” beam corresponds to the probe beam in the 4WM case, whereas

the ”idler” then corresponds to the conjugate beam. Again, the idler and conjugate output

beams contain the conjugate of an image placed on the input signal or probe beams. The

multi-spatial mode structure of the output beams in 4WM, as shown in [46], allows for this

analogy to be made, as well as creating the entangled images between the output beams.
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Due to the strong correlations between the output beams in both the PDC and 4WM

processes, one can also show nonlocal double slit interference. In the PDC case, the signal

and idler inputs are left as vacuum, and a pump beam with no image is used. A single slit is

placed at the output of the signal beam mode. A wire, thinner than the single slit, is placed in

the corresponding idler beam’s output mode such that the superposition of the two apertures

forms a double slit. It is important to note however, that no double slit is present in either

one of the two output modes, but rather the superposition of the images in both modes

forms the double slit. Hence, the double slit is nonlocal. Photon counting measurements at

the output of one of the two modes (signal or idler) shows no double-slit interference pattern

whatsoever. However, when looking again at the fourth-order interference term, or rather the

coincidence counts between the two modes, one recovers a double-slit interference pattern

[95].

We saw earlier that Figure 5.3 shows a simplified diagram of an analogous 4WM experiment

to show nonlocal double-slit interference. A Rb vapor cell is pumped and a weak probe seed

is input. The output probe and conjugate modes will then contain a nonlocal double slit

image. Mask 1 is placed in the output probe beam, and Mask 2 is placed in the output

conjugate beam. Intensity difference measurements, corresponding to a macroscopic version

of coincidence counting in the SPDC case, are then made. Due to the multi-spatial mode

structure, as well as the fact that the output modes are entangled with each other, will result

in a double-slit interference pattern when making the intensity difference measurement. One

can also show that the probe or conjugate mode alone does not contain the double-slit

interference pattern, and thus, it is a truly nonclassical and nonlocal effect.
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Chapter 6
All-Optical Zero to Pi Only Phase Shift

This chapter deals with an experiment I was part of in conjunction with Professor John

Howell’s group at the University of Rochester. We showed an all-optical pi phase jump of

a laser via a nonlinear interaction in warm Cesium vapor [93]. The cross-phase modulation

of one optical beam via another, combined with a post-selection technique, results in a pi-

only phase shift of the initial beam. The methodology used is similar to that in weak-valued

measurements, in which a small perturbation to the system is in effect amplified due to

renomarlization [96, 97, 98, 99, 100].

6.1 Coherent Population Trapping Via Optical

Pumping in Cesium Vapor

In order to understand the coherent population trapping method used in the experiment,

we must first understand the atomic structure of Cesium’s outer shell electron [78]. Recall

that the fine structure results from the coupling of an electron’s orbital angular momentum

L and its spin angular momentum S such that its total angular momentum is J = L + S

[43, 78]. The hyperfine structure results from the coupling of the total angular momentum

of the outer electron with the total angular momentum of the atom’s nucleus I, such that

F = J + I. In Cs, the ground state 62S1/2 (using standard atomic state notation) is then

split into the hyperfine levels F = 3, 4. The excited state 62P1/2 is also split into hyperfine

levels with F = 3, 4. The transition between these two levels is at ∼ 895nm. The excited

state 62P3/2 is split into the hyperfine levels with F = 2, 3, 4, 5. The transition between the

ground state to this level (62S1/2 → 62P3/2) is at ∼ 852nm [78]. These are the two transitions

we took advantage of in our experiment, with the signal beam at 895nm and the control

beam at 852nm. Both the signal and control beams were tunable diode lasers with central

wavelengths around these resonances.
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In our experiment, we set up an atomic dark state via coherent population trapping by

pumping the atomic system with a nearly vertically polarized signal beam at 895nm [43, 78].

Vertically polarized light may be written in the circular polarization basis as:

|V 〉 =
|σ+〉 − |σ−〉√

2i
. (6.1)

Thus, when we are optically pumping the Cs vapor with vertically polarized light, the right-

hand circular polarization will pump the system into a coherent superposition of the de-

generate ground state Zeeman sublevels, as discussed more in depth in the next section

[78, 79, 80, 81, 82]. This results in the system having its electrons trapped in the ground

state due to the allowed and not allowed transitions. This is then a dark state in which the

atoms are now transparent to light at 895nm, due to the coherent population trapping. An

energy level diagram showing this is seen in Figure 6.1. This dark state due to coherent pop-

FIGURE 6.1: Diagram showing CPT in Cs vapor pumped by vertically polarized light. σ+

and σ− are the left and right-hand polarization components, respectively.

ulation trapping resulting from the two circular polarization components of the signal beam

is the starting point for our experiment. The system is setup in this way, then perturbed via

methods described in the following section.
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6.2 Optical Faraday Rotation and the Pi-Only Phase

Shift

An atomic system such as Cesium may have its degenerate Zeeman sublevels split via different

methods [43, 74, 75, 78]. A static external magnetic field applied to the system will split the

hyperfine levels into 2F + 1 Zeeman sublevels, denoted ml. An additional method that may

be used to split these hyperfine sublevels is an electric field. A laser will induce the AC Stark

effect, which is the electric field analogue to the Zeeman splitting from a magnetic field [43, 74,

75, 78]. The sublevels will be preferentially shifted (split) depending on the polarization of the

applied field. Left-hand polarized light will preferentially shift the sublevels with ∆ml = +1,

whereas right-hand polarized light preferentially shifts the sublevels with ∆ml = −1.

When circularly polarized light interacts with a system containing these nondegenerate

Zeeman sublevels, the selection rule ∆ml = ±1 applies [78]. As mentioned, left-hand circu-

larly polarized light, |σ+〉, pumps the atomic population into the transitions with ∆ml = +1,

whereas right-hand circularly polarized light, |σ−〉, cycles the transitions with ∆ml = −1.

This preferential shift of atomic state populations results in a change in index of refraction

between left and right-hand circularly polarized light. Thus, linearly polarized light such

as in equation 6.1, passing through this system will obtain a polarization rotation due to

the different indices of refraction the circularly polarized components see, due to the pref-

erential shift in nondegenerate Zeeman sublevels induced by the other, circularly polarized

beam. This rotation and resulting phase shift of one optical beam via another is known as

an optical Faraday rotation [74].

The general idea behind our experiment was to set up a dark state between the degenerate

Zeeman sublevels in Cs vapor with one nearly vertically polarized laser. These levels are split

with a small applied magnetic field. Then, another beam is overlapped in the Cs cell with

the first beam. This additional beam then has its polarization varied from completely left-

handed to completely right-handed, resulting in various polarization rotations in the first

beam, thus imparting a phase change in it. Then, by applying a post-selection similar to a
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FIGURE 6.2: Diagram of the D1 and D2 lines in Cesium, with the signal and control beams
tuned to them, respectively.

weak-valued measurement, we obtain a complete pi-phase shift of the initial beam due to the

second applied beam, though at the cost of the initial beam’s intensity. Figure 6.2 shows the

fine and hyperfine structure of Cs in our experiment. The signal beam is tuned slightly to

the red of the D1 line transition at 895nm. The control beam probes the D2 line transition

at 852nm.

In order to see the pi-only cross-phase modulation phase shift, we start by taking the input

state of the signal beam to be nearly vertically polarized:

|ψ〉1 =
eiδ|σ+〉 − e−iδ|σ−〉√

2i
. (6.2)

Here, δ is a measure of how far from purely vertically polarized the signal beam input is. The

beam then acquires a phase shift inside the Cs cell via the interaction with the atomic vapor

and the control beam, as previously described. The phase shift is denoted as φ, resulting in

the state:

|ψ〉2 =
ei(δ+φ)|σ+〉 − e−i(δ+φ)|σ−〉√

2i
. (6.3)

Writing |σ+〉 and |σ−〉, the left and right-hand circularly polarized light components respec-

tively, in the linearly polarized basis, we acquire the state:

|ψ〉2 =
ei(δ+φ) − e−i(δ+φ)

2i
|H〉+

ei(δ+φ) + e−i(δ+φ)

2
|V 〉 = sin (δ + φ)|H〉+ cos (δ + φ)|V 〉. (6.4)
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After leaving the Cs cell, this state is then incident on a polarizer that is very close to

orthogonal with respect to the nearly vertically polarized input state |ψ〉1. This acts as a

post-selection on the state |ψ〉2 state, selecting out the horizontal component only. Formally,

this acts as the operation of applying |H〉〈H|ψ2〉. Due to the fact that 〈H|V 〉 = 0, we are

left with the state:

|ψ〉3 = sin (δ + φ)|H〉, (6.5)

with a probability amplitude of P = sin2 (δ + φ), corresponding to the probability of a

photon emerging from the system in this state. Renormalizing the state such that:

|C|2〈ψ|ψ〉2 = 1, (6.6)

we obtain a normalization constant of C = | sin (δ + φ)|, resulting in the normalized final

output state:

|ψ〉f =
sin (δ + φ)

| sin (δ + φ)|
|H〉. (6.7)

Thus, the output state contains coefficients of ±1 only, with no other values allowed. Hence,

any photon that makes it through the post-selection process is horizontally polarized, and

contains a complete pi-only phase shift. Now that we are armed with the physical basis for

the process resulting in the pi-only phase shift, we may discuss the experimental setup and

procedures.

6.3 Experimental Setup

The major components of the experiment described here are two lasers, a Cesium vapor cell,

two crossed polarizers, and a Mach-Zehnder interferometer. A diagram of the experimental

setup is shown in Figure 6.3. The signal beam, at 895nm, is set to nearly vertical polarization

by use of a polarizer, then sent into a Mach-Zehnder interferometer by first splitting the beam

at a 50:50 beam splitter. One arm contains a Cesium vapor cell heated to 70◦C. The cell is

surrounded by a solenoid in order to cancel any residual magnetic fields that may be present.
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The other arm contains a piezo-actuated mirror in order to induce a phase shift relative to

the two arms, allowing for interference fringes to be formed when recombining the two arms

of the interferometer on another beam splitter, and looking at the balanced output signal

from the two paths. A half-wave plate is also present in this arm in order to rotate the

polarization of the signal beam to be horizontal in this path, thus allowing for the beams in

the two paths to interfere with one another.

After passing through the Cs vapor cell, the signal beam passes through another polarizer.

This is set to be almost completely orthogonal to the first polarizer, allowing only horizontally

polarized light to pass through. A control laser at 852nm is used as the phase-shift inducing

beam. This beam is first passed through an acousto-optic modulator in order to pulse it. This

allowed us to see the effect of the control beam on the system by having it alternate from

being present and turned off. It was then passed through a quarter-wave plate in order to

control its degree of circular polarization. This beam is then also input on the initial beam

splitter and passed through the Cs cell, overlapping spatially with the signal beam. This

induces the slight polarization rotation in the signal beam, as discussed in previous sections.

Filters are placed in both arms of the interferometer in order to remove the control beam

before the final beam splitter.

The intensity at the photodetectors corresponds to:

I = I0|ψf ± ψc|2, (6.8)

where ψf is the state in the free space path of the interferometer and ψc is the state of

the beam in the Cesium cell path. The total intensity is reduced by a factor of P resulting

from the post-selection process. However, the light that does pass through the post-selection

polarizer is completely out of phase with the initial input beam (it obtains only a pi-phase

shift). Thus, we can monitor the complete constructive and destructive interference resulting

from the pi-only phase shift by sweeping the phase of the free space beam with the piezo-

actuated mirror. We see that the above equation will correspond to a change from complete
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constructive to complete destructive interference (and vice versa) when measuring the dif-

ference photocurrents at the output modes due to the fact that the coefficients of the states

may only take on values of ±1.

FIGURE 6.3: Detailed diagram of the actual experimental setup. Aom is an acousto-optical
modulator, pbs is a polarizing beam splitter, 50:50 is a balanced beam splitter, pol is a
polarizer, and λ/2 and λ/4 are half and quarter-wave plates, respectively.

The general experimental procedure is as follows. First we aligned the interferometer and

balanced photodetector without the Cs cell in the setup. We then aligned and focused the

signal and control beams such that they overlapped throughout the length of the Cs cell.

Then, we went off resonance with the signal beam (in order to allow it to pass through

the Cs cell) and changed its polarization via wave plates to be nearly vertical before the

Cs cell. The polarizer after the Cs cell was then set to be nearly orthogonal to the first

polarizer, in order to minimize the transmitted signal from it. We then changed the laser

frequency to correspond to the 895nm D1 line resonance of Cs. At this point, some signal

beam was still transmitted through the cell due to the presence of residual magnetic fields.

We then changed the magnetic field due to the solenoid surrounding the cell to cancel out
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the residual magnetic fields. Note that we set the frequency of the signal beam to correspond

to the point near the resonance where the transmitted signal depended most on the strength

of the magnetic field. This was done in order to set the frequency of the beam to be at the

point most sensitive to Zeeman sublevel splitting. The left side graph in Figure 6.4 shows

the signal beam intensity after the Cs cell as a function of its detuning from the resonances.

The small inset picture shows where we fixed the signal beam frequency for the experiment.

The beam was most sensitive to magnetic field changes at this point.

We also characterized the dependence of the transmitted post-selected signal beam on the

frequency detuning of the control beam from the 852nm resonance. The point corresponding

to the greatest dependence on the control beam polarization was found, and the control

beam was set at that frequency for the rest of the experiment. Again, this was done to set

the experiment up to have the beams set at the frequencies most sensitive to the induced

Zeeman sublevel splitting. This is shown in the right hand side of Figure 6.4.

FIGURE 6.4: Left diagram shows the dependence of the transmitted signal beam on frequency
detuning from resonance. Inset shows the region most sensitive to changes in the magnetic
field. Right diagram shows the signal and control beam transmittance through the cell as a
function of control beam frequency detuning.
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6.4 Results

The experiment was then run by varying the polarization of the control beam from |σ+〉 to

|σ−〉. The balanced photodetector signal was recorded, in which we were able to very clearly

see a phase shift of pi only. As the polarization of the control beam was changed, the signal

beam’s amplitude decreased, until the point where it crosses a phase singularity resulting

from the post-selection polarizer, at which point it crosses over to a phase shift of pi. The

experiment was repeated for various control beam powers, from 660µW to 15µW . As seen in

Figure 6.5, a pi-only phase shift is very clearly demonstrated for every control beam power.

This shows that the resulting pi-only phase shift is independent of the control beam power,

hinting toward the possibility of a single-photon induced pi-only phase shift [101, 102].

FIGURE 6.5: Pi-only phase shift of the signal beam for various control beam powers. As the
quarter wave plate in the control beam’s path was changed, the transmitted signal beam’s
intensity lowered, then crossed over a phase singularity resulting in a complete pi-only phase
shift.

A typical example of the signal output we would see when looking at the oscilloscope

measuring the post-selected signal beam is shown in Figure 6.6. We see that when the
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FIGURE 6.6: Pi-phase shift of the signal beam resulting from the presence of the control
beam. The control beam is pulsed with the acousto-optic modulator so that we can see the
post-selected signal with and without the presence of the control. When the control beam is
on, the phase of the signal is shifted by 180◦.

control beam is turned on, the phase of the post-selected signal beam is 180◦ shifted relative

to when the control beam is turned off. The on and off sections of the oscilloscope figure are

simply the times when the control beam pulse is present in the cell and overlapping with the

signal beam, and when a pulse is not present, respectively. Varying the polarization of the

control beam would result in the amplitude in the central portion of the figure decreasing.

A simple, yet extremely powerful graph showing the fact that the the signal beam obtains

only a pi-phase shift, and no other values is seen in Figure 6.7. This shows that while we

varied the control beam’s quarter wave plate, the phase of the post-selected signal beam

stayed constant until it reached the singularity, then immediately crossed over and obtained

a pi-phase shift. We made more measurements around the phase singularity in order to more

precisely show that the phase does not vary any between zero and pi.

This experiment shows an all-optical pi-only phase shift of one beam due to the presence

of another beam in a Cesium vapor cell. The control beam imparts a small phase shift on the

signal beam due to an optical Faraday rotation. Then, due to post-selection by way of nearly

orthogonal polarizers, the signal beam at the output obtains a pi-phase shift. The intensity

of the signal beam is reduced due to the post-selection, but the resulting phase shift is always
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only pi. Additionally, we showed that this effect is independent of the intensity of the control

beam.

FIGURE 6.7: Pi-phase shift of the signal beam resulting from the optical Faraday rotation
induced by the control beam. The transmitted signal phase is shown for various quarter wave
plate settings corresponding to different polarizations of the control beam.
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Chapter 7
Conclusions

The fields of quantum and nonlinear optics have given rise to many physical phenomena that

allow for improvements beyond limitations set by classical physics. One such improvement

specific quantum states allow for are creating interference patterns smaller than allowed by

the Rayleigh diffraction limit. This has applications primarily in imaging, where we may use

light at a longer wavelength to produce ever smaller patterns. Quantum states of light also

allow for phase measurements with much greater precision than allowed by the shot-noise

limit, allowing for improved sensitivity in interferometric measurements. Maximally path-

entangled states such as N00N states in fact reach the Heisenberg limit of ∆φ = 1/N , rather

than the shot-noise limit of ∆φ = 1/
√
n̄. Additionally, a variety of quantum states may be

used to create completely secure keys for use in cryptography. Various schemes utilize single

photons and nonorthogonal bases, while others make use of entanglement and time-energy

correlations created by various nonlinear optical phenomena.

We have seen various methods for creating squeezed and quantum states of light. One of

these methods is by the interaction of light with a crystal exhibiting a nonzero second-order

nonlinear susceptibility χ(2). When one of these nonlinear crystals is pumped with a laser and

unseeded in its signal and idler modes, spontaneous parametric down conversion occurs. This

results in perfect photon number correlations in these two output modes, as well as spatial

and temporal correlations between them. These correlations may be exploited to allow for

sub-Rayleigh imaging, sub-shot-noise limit phase estimation, and quantum key distribution.

Stimulated parametric down conversion results when a nonlinear crystal is seeded in one

or both of its signal and idler input modes. This process results in an increased rate of

down conversion relative to the spontaneous process. When a quantum state is input into

the signal and/or idler modes, the state is amplified. Photon number entangled light input
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to these modes will be amplified in number, and may be exploited to create higher N N00N

states with relatively high efficiency compared to other linear optical schemes. The output

may also be used for quantum key distribution based on time-energy entanglement. I have

also shown a scheme I created that will convert N00N states into heralded MM’ states via

two optical parametric amplifiers and the use of number-resolving detectors. These states

are more robust to losses in interferometry than N00N states, while still able to beat the

shot-noise limit. Additionally, the stimulated parametric down conversion process may be

used to measure the absolute radiance of the source input to one of the crystal’s signal or

idler modes, by measuring the photon counts at the other mode’s output.

Another nonlinear process that may be used to create nonclassical states is via the in-

teraction of light with alkali vapor. Various effects may occur, such as four-wave mixing,

coherent population trapping, electromagnetically induced transparency, and optical Fara-

day rotations. Four-wave mixing is a χ(3) process, and involves four photons rather than three

as in the parametric down conversion case. The output probe and conjugate beams exhibit

joint quadrature squeezing due to photon number correlations resulting from the process.

This process is also multi-spatial mode, which allows for various imaging setups. When the

process is seeded with an image on the probe beam, entangled images are produced due to

the photon number correlations between the output probe and conjugate beams, as well as

their multi-spatial mode structure. This in turn allows for the transfer of entangled images

to a number of different beams by way of multiple four-wave mixing interactions, though the

degree of entanglement will decrease due to added noise. Additionally, nonlocal double slit

interference may be seen due again to the multi-spatial mode structure and photon number

correlations.

There are a number of analogies that may be drawn between the parametric down con-

version and four-wave mixing processes. This may be seen immediately upon examination

of their ideal interaction Hamiltonians. Both result in strong photon number correlations

between their output modes. They are also both multi-spatial mode, allowing for image
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transfer and amplification. When seeded with non-vacuum inputs, both processes become

stimulated allowing for increased gains and amplification or cloning of states and images.

Another interesting effect that occurs in alkali vapor via an interaction with coherent light

is coherent population trapping. Quantum interference between probability amplitudes of

various atomic levels may result in the vapor becoming transparent to light at wavelengths

which it would normally absorb. When a signal beam in a vapor cell sets the system up in this

state, this effect may be exploited to induce a pi-only phase shift by the presence of another

light beam overlapping the signal inside the cell. The pi-only phase shift then results from

post-selection of specific output states, though at the cost of lowering the signal amplitude.

This effect was shown to be independent of the phase-shift inducing beam’s power, thus

hinting toward the possibility of a single photon induced pi-phase shift of an optical beam.

All of the effects discussed in this dissertation involve interactions between photons and

materials whose optical properties change resulting from interactions with the light. These

processes result in various effects such as creation of quantum and squeezed states of light,

quantum state and image cloning, image transfer and exploitation of entanglement, and

pi-only phase shifts.
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