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Abstract 

Atmospheric aerosol particles play an important role in climate and human health.  

Despite their importance, the mechanisms of their formation are still poorly understood.  Ion-

induced nucleation may play a role in the process, but details are lacking about how the 

nucleation rate depends on the size, charge, and number of ions in the cluster.  In order to better 

understand the role that ions might play in new particle formation, we have performed a series of 

AVUS-HR simulations of the water nucleation in the presence of both single ions and ion pairs.  

These simulations have shown that the location of the Gibbs free energy minimum on the free 

energy profile is a key factor controlling the barrier heights for different ions/pairs.  When the 

minimum is located at larger cluster sizes, there is a smaller loss of gas phase entropy between 

the Gibbs free energy minimum and the critical cluster size (the cluster sizes contributing to the 

barrier), and the barrier height is usually lower.  The location of the Gibbs free energy minimum 

is generally controlled by the strength of the ion-water interactions, and how quickly they decay 

with increasing cluster size.  However, it is also possible for small differences between two 

different ionic clusters to persist over a wide range of cluster sizes, adding up to significant 

differences in the barrier height even when the minima are at similar sizes.  We have also found 

that ion pairs are not as effective at enhancing nucleation as single ions, largely because the long 

range ion-water interactions are weaker for the ion pair cases, but can still significantly lower the 

barrier height for nucleation.  Furthermore, they may still make a large contribution to 

atmospheric nucleation due to the much larger concentrations of potential ion-pair forming 

species compared to single ions. 
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Chapter 1 - Introduction 

 Over a century ago, C.T.R. Wilson performed the first experiments to study condensation 

in the presence of ionizing radiation.
1-3

 He found that a visible rain or mist of particles could 

form much more readily in the presence of ions.  Following Wilson’s discovery, ion-induced 

nucleation saw immediate use in the development of cloud chambers to study ionizing radiation.  

Radiation was passed through a chamber containing a vapor sufficiently supersaturated to 

condense on ions, but not to form unary nuclei.  Clusters of visible size would grow on the ions 

left in the wake of the radiation, creating tracks that could be observed and photographed.
4-5

   

 Since these initial experiments, a tremendous amount of research has been devoted to 

ionic clusters in the gas phase.  These clusters can play a crucial role in the atmospheric electrical 

system.
6
  Furthermore, the study of gas phase clusters can provide information about ionic 

solvation that can be much more difficult to obtain in complex bulk systems due to statistical 

averaging.  For example, the solvation of ions or charged functional groups is important in many 

biological processes including protein folding,
7-9

 DNA condensation,
10-11

 and protein-ligand 

docking.
12-14

  Ion-induced nucleation is also important in instrumentation, where Wilson’s use of 

ion-induced nucleation to detect charged particles has been extended to detect other trace 

compounds by ionization.
15

  Furthermore, methods have been developed to use small ion clusters 

as “nano-calorimeters”.
16-17

 Ion-induced nucleation also plays a role in methods using ionization 

to better control nanoparticle synthesis by chemical vapor deposition.
18

  

 Lately, ion-induced nucleation has received renewed attention for its potential importance 

in atmospheric aerosol formation.  Atmospheric aerosols can play a significant role in climate by 

absorbing and scattering solar radiation, and by serving as condensation nuclei for cloud 

formation, though the magnitude of these effects is not well characterized.
19-24

  Furthermore, 
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heterogeneous chemistry on the surface of aerosol particles can dramatically enhance reaction 

rates compared to the gas phase or the bulk liquid, altering the concentrations of important 

atmospheric species.
25-26

  There is also a significant body of evidence tying aerosol particles to 

increased rates of disease and death.
27-28

  The importance of aerosols to climate and human 

health has led to an aggressive research campaign to better understand the mechanisms of their 

formation.  However, many of the mechanistic details remain poorly understood. 

 A strong correlation between new particle formation and sulfuric acid concentration has 

been observed by a number of researchers.
29-34

  Preliminary calculations using the classical 

nucleation theory suggested that very low sulfuric acid concentrations could lead to significant 

nucleation even in the presence of undersaturated water.
35

  More advanced calculations
36-41

 and 

laboratory measurements
42-47

 have observed a smaller degree of nucleation enhancement, but still 

agree that sulfuric acid can significantly increase the rate of water nucleation.  

 Models based on the available data for binary sulfuric acid/water nucleation are unable to 

accurately predict the amount of new particle formation in the atmosphere, suggesting that other 

components or mechanisms must be involved.
48-49

  Several possibilities have been proposed, 

including the ternary nucleation of water and sulfuric acid with ammonia or amines,
50-57

 multi-

component nucleation involving organic acids,
58-60

 the activation of neutral clusters containing 

sulfuric acid,
61

 and the enhancement of nucleation by ions formed from sulfuric acid and 

water.
62-69

  The relative importance of these mechanism is still uncertain and in all likelihood 

varies from one environment to another.  

 Ions are primarily formed in the atmosphere through the action of galactic cosmic rays, 

and the decay of radon.
70-71

  The formation of charged new particles has been observed in a 
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variety of environments
72-76

 and in the exhaust of aircraft.
77-80

  Several studies have suggested a 

correlation between cosmic rays and global cloud cover, which could be related to ion-induced 

nucleation, but this remains controversial.
81-88

  Models employing ion-induced nucleation can 

explain many instances of global new particle formation.
62-69

  However, other studies have found 

that the contribution of ion-induced nucleation is relatively small compared to nucleation on 

neutral clusters.
89-92

  In some cases, different authors analyzing the same data have reached 

different conclusions about the role of ions.
63

  In order to clarify some of these discrepancies and 

better understand how ion-induced nucleation might contribute to aerosol formation, a detailed 

understanding of how the nucleation process if affected by properties such as the number, type, 

charge, and structure of the ions is required.   

A number of ion-induced nucleation experiments have been performed with the goal of 

answering some of these questions.  Shortly after his discovery of ion-induced nucleation, 

Wilson performed another experiment in which he used an electric field to sweep ions of one 

charge from the chamber so that the efficiency of positive and negative ions at enhancing 

nucleation could be compared.  He found that negative ions could produce visible drops at a 

lower supersaturation than positive ions.
93

  

T.H. Laby performed similar experiments using a variety of organic vapors including 

alcohols and carboxylic acids and found that they all condensed more efficiently on positive 

ions.
94

  These experiments were further expanded on by Loeb et al. who confirmed the results of 

both Wilson and Laby, and attempted to develop a theory for predicting the sign preference.
95-96

  

They argued that the sign preference must be due to a permanent dipole on the condensing 

monomer and showed that molecules lacking a permanent dipole had no appreciable sign 

preference.  They further suggested that the molecules surrounding ions could be held in rigid 
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crystalline structure and that one charge or the other created a more favorable surface for 

impinging molecules to adsorb to. 

 One feature common to all the experiments studying the sign preference is the application 

of an electric field to separate the positive from the negative ions.  Rabeony et al. argued that the 

nucleation rate depended strongly on the electric field.
97

  By modifying their experimental setup, 

they were able to eliminate the electric field in the portion of their chamber where the nucleation 

was taking place and found that in the absence of such a field, no sign preference could be 

detected.  Similar results were obtained by He et al.
98

  However, a later study by Adachi et al. 

using a flow tube produced conflicting results, observing a sign preference even at zero electric 

field.
99

  

 A potential explanation of this discrepancy was put forth by Katz et al., who argued that 

the dependence of nucleation rate on the electric field strength actually represented a dependence 

of the number of nucleation events on the field strength.
100

  The importance of the field was in 

changing the amount of time that ions spent in the sensitive portion of the instrument.  When 

they applied a correction for these different residence times, they found no dependence on the 

electric field strength.  They obtained no specific results for the sign preference due to 

difficulties in measuring nucleation rates for the particular positive ions formed in their 

experiments. 

 A problem inherent in nearly all of the previous measurements is that they failed to 

characterize the exact ionic species involved in the nucleation process, making it impossible to 

determine for certain how the ionic properties affect the nucleation rate.  Katz et al. took steps 

toward resolving this problem by using laser ionization techniques to ionize specific 
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molecules,
100

 and Kane et al. extended this approach further by verifying the identity of the ions 

using mass spectrometry to characterize the exact ionic species formed.
101-103

  They also detected 

a sign preference in the absence of an electric field, but were only able to unambiguously 

identify the positive ions. 

 Other ion-induced nucleation experiments have been performed with the purpose of 

identifying the relative importance of nucleation on neutral and ionic clusters under atmospheric 

conditions.  Mixtures of H2O/SO2/Air,
104-105

 H2O/SO2/Air/NH3,
106

 and H2O/SO2/Air/NO2
107

 were 

exposed to ionizing radiation in a flow tube and the size distributions of netural and ionic clusters 

were monitored.  Under the conditions of these experiments, ion-induced nucleation was found 

to be the dominant process, though the importance of neutral nucleation increased with 

increasing concentrations of SO2, NO2, and NO3.  It is difficult to draw conclusions from these 

experiments about the effectiveness of particular ions at enhancing nucleation because it is likely 

that multiple different ionic species are formed in their experiments.  However, the authors found 

that the total concentrations of positive ions reaching the particle counter was higher than 

negative ions, but the concentration of large (nucleated) particles containing negative ions was 

higher, suggesting that the negative ions were more efficient at promoting nucleation.   

 Clearly, one of the biggest challenges in ion-induced nucleation experiments is the 

difficulty of identifying the ions involved.  An alternative approach is to use mass spectrometry 

to probe small ionic clusters.  Mass spectrometry methods can be used to obtain equilibrium 

constants and free energies for clustering reactions and with data from multiple temperatures, 

enthalpies and entropies can be determined as well.  This approach has been employed for a wide 

variety of systems.  Halide ions
108-113

 and alkali metal cations
114-115

 have frequently been studied 

as they provide useful model systems to study the effect of the ionic size and the sign of the 
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charge.  Experiments have also been performed for atmospherically relevant polyatomic ions 

such as NH4
+
, H3O

+
, OH

-
, and HSO4

-
.
116-128

  The advantages of using this approach include the 

ability to accurately calculate free energies for individual clustering steps, and to unambiguously 

characterize the ionic species involved.   

IR spectroscopy has also become a valuable tool for studying ionic clusters.  These 

methods utilize the fact that ion-water bonding and water-water hydrogen bonding shift the water 

O-H stretching frequency by an amount dependant on the strength of the interaction.  This can be 

used to provide detailed information about the structure of ionic clusters, and is sometimes 

combined with ab initio calculations to help identify the structures responsible for particular 

spectral features.
129-137

  These methods have been used to distinguish between energetically 

driven structures with a large number of ion-water interactions and more extended, entropically 

favorable structures.   

 In order to better understand the process of ion-induced nucleation and resolve some of 

the discrepancies between different results, theoretical methods can be extremely valuable.  One 

of the most widely used is the Kelvin-Thompson theory.
138-139

  This theory extends the Kelvin 

equation describing the free energy of cluster formation from a vapor to include the effect of 

ions.  This theory predicts that the free energy depends on the size of the ion and the magnitude 

of the charge but not on its sign. 

 ∆𝐺𝑛 = −𝑛𝑘𝐵𝑇𝑙𝑛𝑆 + 4𝜋𝑟𝑛
2𝜍 −

𝑞𝑋
2

2
 1 −

1

𝜖
  

1

𝑟𝑋
−

1

𝑟𝑛
  1-1 

∆𝐺𝑛  is the free energy change to form a cluster with 𝑛 molecules, 𝑘𝐵  is the Boltzmann constant, 

𝑇 is the temperature, 𝑆 is the supersaturation, defined as the ratio of the actual vapor pressure to 

the saturated vapor pressure of the nucleating species, 𝜍 is the bulk surface tension, 𝑞𝑋  is the 
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charge of the ion, 𝜖 is the bulk dielectric constant, while 𝑟𝑋  and 𝑟𝑛  are the radius of the ion, and 

the radius of a droplet containing the ion and 𝑛 molecules of the nucleating species, respectively.   

 The Kelvin-Thompson theory suffers from all the deficiencies of the Classical Nucleation 

Theory (CNT)
140-144

 such as using bulk properties to describe small clusters,
145-146

 and extends 

this approach further, using the bulk dielectric constant to describe even small ionic clusters, and 

assuming that the ion is symmetrically solvated even in clusters containing one solvent molecule.  

As in the case of CNT, the Kelvin-Thompson equation can predict the behavior for large clusters 

reasonably well, but errors for the small clusters can accumulate and significantly affect the 

barrier height. 

 Several other classical theoretical descriptions of ion-induced nucleation have been 

formulated to improve on the deficiencies of the Kelvin Thompson equation.
147-151

  However, 

these theories are at least partially continuum based and may be unable to describe the molecular 

effects that can be dominant in clusters.  Furthermore, these theoretical approaches tend to 

assume that the ion will reside on the center of the cluster, but that is frequently found not to be 

the case, particularly for larger negative ions.  A more desirable approach is to use a molecular 

description of the nucleation process that can provide insight into the cluster structures, and how 

these different structures affect the nucleation rate. 

 One such approach is to perform ab initio calculations for small ionic clusters.  This has 

the advantage of describing the cluster energetics with a very high degree of accuracy and 

providing detailed structural information.  For alkali metal cations and halide ions, extensive ab 

intio calculations have been performed.
135-136,152-172

  These data can be extremely helpful in 

identifying and characterizing low energy structures and can also be used to predict the IR 
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spectra for each structure, allowing for easier interpretations of experimental spectra averaged 

over multiple different conformations.  This approach has also been used on ions such as NH4
+
, 

H3O
+
, OH

-
, and HSO4

-
,
122-124,173-183

 which has been extremely helpful in parameterizing 

atmospheric models and helping to distinguish between likely nucleation pathways. 

The main deficiency of both mass spectrometry methods and ab initio calculations for 

studying nucleation is that they are limited to relatively small clusters.  Mass spectrometry can 

only probe clusters formed in sufficiently large concentrations to detect, while the computation 

expense of ab intio calculations dramatically increases as the cluster size increases.  The free 

energy data for larger clusters is particularly important for ion-induced nucleation.  Free energy 

profiles for ion-induced nucleation show the unusual feature of having a minimum at some small 

cluster size, as depicted in Figure 1-1.  The barrier height is measured as the difference in free 

energy between the minimum and the critical cluster.  This means that ions which strongly 

promote the clustering of the first few water molecules may actually lead to higher free energy 

barriers if the free energy minimum is strongly stabilized relative to the critical cluster.  Without 

information about how the free energy changes at larger cluster sizes, it is difficult to draw 

conclusions regarding the free energy barrier and the nucleation rate.    

An additional difficulty with ab initio methods is that they are generally too expensive to 

perform a complete sampling of the phase space for each cluster size, and instead focus on the 

minimum energy configurations only.  Kathmann et al. have demonstrated the importance of 

conformational sampling in ion-induced nucleation, showing that the minimum energy structure 

is often not the structure with the lowest Helmholtz free energy.
184

   Furthermore, IR data 

suggests that not only are higher energy structures important, but that they may even be 

dominant at non-zero temperatures.
131
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Figure 1.1 The nucleation free energy profile for pure water at 300K and a vapor density of 

2.5x10
-6

 molecules/Å
3
 is shown in black, while the free energy profile for water at the same 

conditions clustering around an ion is shown in red. 

 

 Molecular simulation represents an attractive alternative that overcomes many of the 

difficulties encountered by the various types of experimental measurements, as well as ab initio 

calculations.  Not only can the exact ionic species involved always be precisely characterized, 

but there is significant flexibility to develop ionic models that can help answer fundamental 

physical questions about how individual ionic properties affect the cluster structures and the 

nucleation free energy barrier.   Furthermore, the use of less expensive empirical models allows a 

complete sampling of the relevant phase space for all the cluster sizes of interest, all the way up 

to the critical cluster. 
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 Some of the earliest calculations for ion-water clusters using empirical models were 

performed in the 1960’s in an attempt to better understand the results of mass spectrometry 

experiments.
185-194

  As these researchers lacked the powerful computers available today, the 

calculations were limited to energy minimizations for small clusters.  However, they were still 

able to provide some significant insight.  For example, Spears demonstrated that the repulsive 

portion of the potential played a critical role in determining the separation between the ions and 

the solvent, modifying the magnitude of all the other interactions.
187-188

  Mruzik et al. used ab 

initio results to fit an ion-water force field and obtained free energy data for some small clusters 

using a Monte Carlo simulation.
195

  

 The first computer simulations attempting to calculate free energy profiles for a 

reasonably wide range of cluster sizes were based on relatively simplistic models.  As early as 

the 1970’s, O’Brien et al. obtained nucleation free energy profiles for Lennard-Jones clusters 

containing an otherwise identical ion.
196

  Kusaka et al. used a density functional approach to 

describe a system containing an ion in a cluster of dipolar spheres.  Based on these results, they 

predicted a sign preference for negative ions, and described some specific interaction types that 

could lead to such a preference.
197-198

  They later performed a simulation of nucleation 

enhancement by H3O
+
 using a Grand Canonical Monte Carlo approach.

199
 

 Oh et al. used atom-based force fields and a Monte Carlo method to investigate the sign 

preference for water and methanol.
200

  The found that water nucleation was more efficient on 

negative ions, but positive ions were better enhancers for methanol.  They argued that the 

different sign preferences for water and methanol were due to differences in the relative balance 

between ion-solvent and solvent-solvent interactions.  The ion-solvent interactions were more 

favorable for the anions, but the solvent-solvent interactions favored the cations.  However, the 
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ion-methanol interactions are significantly weaker than the ion-water interactions and the 

methanol-methanol contribution dominates in that case. 

 Brodskaya et al. used molecular dynamics to calculate the work of formation for clusters 

of varying sizes containing monatomic ions,
201

 as well as H3O
+
 and OH

–
.
202

  For the monatomic 

ions, they found a lower work of formation for the negative ions than the positive ions, but little 

change in the difference between the work of formation for clusters containing positive and 

negative ions as the cluster size was increased.  This suggests that the difference in work of 

formation may not necessarily mean that that there is any difference in the barrier heights.  On 

the contrary, for the H3O
+
/OH

–
 pair, they also found a lower work of formation for OH

–
 at small 

cluster size, but that the works of formation crossed at larger size and became lower for the 

positive ions.  They were unable to calculate the chemical potential with their approach, 

preventing them from comparing directly to nucleation free energy data. 

 Kathmann et al. have applied Dynamical Nucleation Theory
203-204

 to study ion-induced 

nucleation and have argued that no conclusions regarding the sign preference can be drawn in the 

absence of further information about the chemical composition of the ions involved.
205

  As an 

example, they showed that clusters containing anions had lower free energies than clusters 

containing cations of a similar ionic size.  However, clusters containing a small cation may have 

lower free energies than those with a larger anion.   

 Despite the significant efforts that have been devoted to studying ion-induced nucleation, 

a number of important questions remain.  The origin of the sign preference is still somewhat 

unclear.  Russell suggested that positive and negative ions might favor different orientations of 

the interfacial molecules.  He assumed that the interfacial structure in neutral clusters was the 
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most favorable and the ion cluster leading to the interfacial structure most similar to that in 

neutral clusters will have the lowest free energy.
206

  However, simulations have suggested that 

the water hydrogen bonds point parallel to the interface in neutral clusters rather than into the 

clusters, contrary to their assumptions.
207-208

  Oh et al. have suggested that the balance between 

ion-solvent and solvent-solvent interactions leads to different sign preferences for different 

substances.
200

  However, this explanation does not consider the influence of entropic differences 

between clusters containing positive and negative ions.   

 For the same size ion, the free energies are lower for anionic clusters, while smaller 

cations have lower free energies than larger anions.
205

  However, the picture of how the sign 

preference depends on the ionic size remains incomplete.  In particular, as the incremental free 

energies for different sizes and charges cross each other with increasing cluster size in some 

cases, it is important to identify how these size and charge effects on the free energy translate 

into changes in the barrier heights. 

 A point that may be extremely important, but has received less attention is the potential 

role of ion pairs in the nucleation process.  Some researchers have argued that most atmospheric 

nucleation takes place on neutral particles.
89-92

  However, this does not preclude the possibility of 

nucleation enhancement by ion pairs.  In recent years, a number of studies of ion pairs in water 

clusters have been performed including salts,
209-215

 acids,
216-225

 and bases,
226

 but there has been 

little work on the effect of ions pairs on nucleation.   As sulfuric acid have been shown using ab 

initio calculation to dissociate in clusters containing 3-6 water molecules,
216-218,223-224

 an accurate 

characterization of the nucleation free energy profile for clusters containing 2 (or more) ions 

could be extremely valuable in understanding and modeling atmospheric nucleation events. 
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 In an attempt to better understand the answers to these questions, we have performed a 

series of ion-induced nucleation simulations using the AVUS-HR approach.  This methodology 

was developed in our group and has been successfully applied to fairly wide range of single and 

multi-component nucleation phenomenon.  Furthermore, we have extended the AVUS-HR 

approach to more efficiently study ion pair systems.  By performing multiple simulations with 

the ions fixed at different separations, we were able to avoid the sluggish sampling of this 

coordinate in large water clusters, and a weighted average of the free energy profiles obtained at 

each separation can be performed to obtain the complete profile.   

 Our method will be discussed in chapter 2.  Our results for the sign preference in 

Lennard-Jones ions, the effect of ionic polarizability, and the effect of ion pairs on water 

nucleation will presented in chapters 3, 4, and 5 respectively.  Chapter 6 contains some 

concluding remarks.   
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Chapter 2 - Methodology 

 There are a few different approaches used to simulate nucleating systems.  In theory, a 

straightforward molecular dynamics simulation would be most desirable as this would allow 

direct access to the nucleation rates, and there are a number of methods for calculating nucleation 

rates from molecular dynamics simulations.
227

  However, the time scales for nucleation in both 

atmospheric and laboratory systems are generally much longer than those accessible to a 

molecular dynamics simulation.  In order to observe nucleation during the simulation time, 

extremely high supersaturations are required, limiting the applicability of the results. 

 Monte Carlo simulation provides an extremely useful alternative.  Molecular dynamics 

simulations calculate time averages for the system properties, which requires that the simulation 

trajectories correspond to the real time evolution of the system.  On the other hand, Monte Carlo 

simulations are used to calculate ensemble averages, allowing special Monte Carlo moves 

specifically designed to sample the states/processes of interest, such as cluster formation and 

evaporation in nucleation. 

 In addition, while the nucleation rates are not directly accessible in Monte Carlo 

simulation, the kinetics of the nucleation process are well described by the expression
228

 

 𝐽 = 𝐶 ∗ 𝑒𝑥𝑝 −𝛽∆𝐺∗  2-1 

Where 𝐽 is the nucleation rate, 𝐶 is a kinetic prefactor, 𝛽 = 1/kBT, and ∆𝐺∗ is the height of Gibbs 

free energy barrier to nucleation.  Differences in the exponential term frequently dominate 

differences in the nucleation rate between two systems, allowing a reasonable comparison of the 

rates without computing them explicitly.  Furthermore, for multi-component systems, the free 

energy profile as a function of the cluster size and composition can be used to identify the 

dominant nucleation mechanisms and the distribution of compositions in the critical cluster.    
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 The simplest way to calculate the free energy profile from a Monte Carlo simulation 

would be to use the Metropolis Monte Carlo method
229

 to study the distribution of cluster sizes in 

a supersaturated vapor and determine the free energies using
230

 

 
∆𝐺(𝑁) = −𝑘𝐵𝑇𝑙𝑛

𝑃(𝑁)

𝑃(1)
 2-2 

Where 𝑃(𝑁) and 𝑃(1) are the concentrations of the 𝑁-mer and the monomer, respectively 

∆𝐺(𝑁) is the free energy change to form the 𝑁-mer, 𝑘𝐵  is the gas constant, and 𝑇 is the 

temperature.  However, such a method would suffer from the same difficulties as molecular 

dynamics simulation.  The number of Monte Carlo moves required to form a critical cluster 

would be computationally intractable at any reasonable set of simulation conditions.  Therefore, 

we have developed a more sophisticated algorithm for performing nucleation simulations called 

AVUS-HR
231

 which allows for the efficient sampling of nucleation events.  This approach 

combines several advanced simulation techniques including aggregation volume bias Monte 

Carlo (AVBMC),
232-233

 umbrella sampling (US),
234

 and histogram reweighting (HR).
235-237

  

 A discussion of the Metropolis algorithm and the reasons for its inadequacy in nucleation 

simulations will be provided in the next section, followed by descriptions of how the AVBMC, 

US, and HR techniques are used to overcome these difficulties. 

2.1 Metropolis Monte Carlo 

 Classical computer simulation is generally used to compute integrals of the form
238-239

 

 
 𝑋 =

 𝑑𝒓𝑁exp −𝛽𝐸 𝒓𝑁  𝑋 𝒓𝑁 

 𝑑𝒓𝑁exp −𝛽𝐸 𝒓𝑁  
 2-3 

Where  𝑋  is some observable averaged over all the sets of possible coordinates for the N 

molecules in the system (𝒓𝑁),  and 𝐸 𝒓𝑁  is the energy in state 𝒓𝑁  and  
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𝜌 𝒓𝑁 =

exp −𝛽𝐸 𝒓𝑁  

 𝑑𝒓𝑁exp −𝛽𝐸 𝒓𝑁  
 2-4 

is the probability of observing the system in the configuration 𝒓𝑁 .  In a conventional numerical 

integration, the values of the two integrands in equation 2-3 would be calculated at a series of 

discrete points and used to interpret the value for the integral over the entire range.  However, the 

necessary integrals can be extremely difficult to evaluate numerically.   

 For the vast majority of the possible 𝒓𝑁 , one or more pairs of molecules overlap and the 

value of the Boltzmann factor (exp −𝛽𝐸 𝒓𝑁  ) is vanishingly small due to the high repulsion 

energy.  Therefore, the value of the integral is determined by a very small subset of the possible 

points.  This makes the numerical integration extremely inefficient as most of the computational 

effort is spent evaluating 𝑋 𝒓𝑁  at points that do not contribute to the integral.  Furthermore, as 

the integrals are 3𝑁 dimensional, even for a fairly small system, the integrand can be computed 

for only a small fraction of the possible 𝒓𝑁  in a reasonable amount of computer time.  Unless a 

more advanced technique is applied to locate the points where the integrand is non-zero, the 

calculation will be subject to extremely large errors.  Metropolis Monte Carlo
229

 represents one 

method to efficiently locate these states and compute a more accurate value for the integrals. 

The system is initially set up in a physically reasonable (no molecular overlap, non-zero 

Boltzmann factor) configuration and new configurations are generated by slightly perturbing the 

system. Rather than generating points with equal probability in configuration space and 

weighting them by their Boltzmann factors, the configurations are generated with a probability 

proportional to their Boltzmann factors and weighted evenly.  The Metropolis algorithm is a 

method for generating points in configuration space with a probability proportional to their 

Boltzmann factors.  This is done using the following procedure. 
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1) Select a particle at random 

2) Apply a random displacement to this particle to generate a new configuration 

3) Determine the change in the energy of the system ∆𝐸 due to the displacement  

4) Accept the new configuration with a probability 𝑚𝑖𝑛 1, 𝑒𝑥𝑝 −𝛽∆𝐸    

5) Whether the new configuration is accepted or not, compute the value of 𝑋 and add it 

to the average 

If the energy is less than zero, the Boltzmann factor is greater than 1 and the new configuration is 

always accepted.  However, the non-zero probability to accept a new configuration that increases 

the energy allows the system to properly sample higher energy configurations, not just the 

minima.  Using this method, the sampling of configurations with negligible values of the 

Boltzmann factor is eliminated and all of the computational effort is focused on the small 

fraction of the configurations that contribute to the integral. 

 The validity of this approach can be verified by proving that it obeys the “detailed 

balance” condition.  A Monte Carlo simulation involves the calculation of an ensemble average, 

or an average over a large number of independent systems taken simultaneously.  At any given 

time, the number of systems in a given state should correspond to the equilibrium probability of 

observing that state.  For a Monte Carlo simulation to meet this requirement, any changes in the 

configurations must leave the number of systems in a particular state constant.  This requires that 

the flux of systems out of a given configuration be equal to the flux from all other configurations 

into it.  This requirement can be expressed using the following equation.  

 𝜌 𝑜 𝛼 𝑜 → 𝑛 𝐴 𝑜 → 𝑛 = 𝜌 𝑛 𝛼 𝑛 → 𝑜 𝐴(𝑛 → 𝑜) 2-5 

Where 𝑜 and 𝑛 refer to the old and new configurations respectively, 𝜌 𝑜  and 𝜌(𝑛) refer to the 

equilibrium probability for the system to be in state 𝑜 or 𝑛, respectively, 𝛼 𝑜 → 𝑛  and 𝛼(𝑛 →
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𝑜) refer to the probabilities of generating the trial configuration 𝑛 from a system currently in 

state 𝑜, and vice versa, while 𝐴 𝑜 → 𝑛  and 𝐴 𝑛 → 𝑜  refer to the probabilities of accepting 

those trial configurations. 

 For simulations in the canonical ensemble, the probability of observing a particular 

configuration is proportional to its Boltzmann factor, 𝑒−𝛽𝐸  where 𝐸 is the potential energy and 

𝛽 = 1/𝑘𝐵𝑇, as shown in equation 2-4.  Furthermore, in the Metropolis algorithm, the 𝛼 are 

random translations (or rotations) and movement in opposite directions is equally likely, giving 

𝛼 𝑜 → 𝑛 = 𝛼(𝑛 → 𝑜).  The transition probabilities in equation 2-5 cancel, and we have for the 

acceptance rates 

 𝐴(𝑜 → 𝑛)

𝐴(𝑛 → 𝑜)
= exp −𝛽(𝐸𝑛 − 𝐸𝑜)  2-6 

Any set of acceptance rates meeting this criterion will yield the correct equilibrium distribution.  

The choice made by Metropolis et al. is 

 𝐴 𝑜 → 𝑛 = 𝑚𝑖𝑛 1, 𝑒−𝛽(𝐸𝑛 −𝐸𝑜 )  2-7 

where the probability is equal to 1 if the move decreases the potential energy and equal to the 

Boltzmann factor for the energy change if the move increases the energy.   

 This procedure has been widely used since its development and is still incorporated in 

most Monte Carlo simulations, at least in some capacity.  However, nucleation presents a new set 

of problems requiring the development of more advanced Monte Carlo moves.  The AVUS-HR 

method represents one such approach.   
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2.2 Aggregation Volume Bias Monte Carlo 

 Nucleating systems pose a unique set of difficulties for computer simulation.  The 

expression given in equation 2-2 can be evaluated based on the ratio of the partition functions for 

the vapor and the cluster parts of the system  

 
𝑃(𝑐𝑙𝑢𝑠𝑡)

𝑃(𝑣𝑎𝑝)
=

 𝑑𝒓𝑐𝑙𝑢𝑠𝑡
𝑁 exp −𝛽𝐸 𝒓𝑐𝑙𝑢𝑠𝑡

𝑁   

 𝑑𝒓𝑣𝑎𝑝
𝑁 exp −𝛽𝐸 𝒓𝑣𝑎𝑝

𝑁   
 2-8 

To evaluate this expression using Monte Carlo, we simply need to perform the integrations over 

all the relevant configurations and use some appropriate set of criteria to separate the molecules 

into the vapor and cluster parts of the system.  However, the Metropolis scheme is extremely 

inefficient for this purpose.  This is because the number of states for the vapor part of the system 

is much larger than the number of states for the cluster, but the Boltzmann factors for the cluster 

states are much larger, as the molecules are close enough to interact significantly. 

This can make calculating the ratio in equation 2-8 extremely difficult.  In the vapor 

phase, a large number of random translational moves are required to locate a clustered 

configuration.  On the other hand, the chance of moving a molecule from the cluster to the vapor 

phase is very low, because of the loss of favorable interaction energy when a molecule 

evaporates from a cluster. 

 The aggregation volume bias Monte Carlo scheme
232-233

 is used to efficiently hop 

between the vapor and cluster phases by using an asymmetric transition matrix.  The Metropolis 

scheme uses a symmetric transition matrix which makes the acceptance rates proportional to the 

equilibrium probabilities only.  However, this approach can be easily extended to asymmetric 

matrices by modifying the acceptance rates.  The aggregation volume bias Monte Carlo method 

employs moves which transfer particles directly from the vapor to the cluster and directly from 
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the cluster to the vapor.  The procedure for a cluster formation move in the canonical ensemble is 

as follows. 

1) Randomly select a particle i  

2) Randomly select a target particle j ≠ i 

3) Move particle i to a random position inside the bonding volume (a parameter of the 

simulation) of particle j 

4) Calculate the energy of particle i in the new configuration 

5) Accept the move with a probability to be discussed below 

6) Compute and store the cluster size distribution 

The probability of generating a particular trial configuration is given by 

 𝛼 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 =
1

𝑁
×

1

(𝑁 − 1)
×

1

𝑉𝑖𝑛
 2-9 

Where 𝑁 is the number of particles and 𝑉𝑖𝑛  is the bonding volume assigned to the i and j pair.  

The first term represents the probability of selecting a particular molecule i, the second term is 

the probability of selecting a particular target molecule j, and the third term gives the probability 

of selecting a particular position within the bonding volume.  The reverse move is performed as 

follows. 

1) Randomly select a target molecule j 

2) Select a random molecule i from within the bonding volume of j  

3) Transfer molecule i to a random position outside the bonding volume of particle j 

4) Calculate the energy of i in the new configuration 

5) Accept the move with a probability to be discussed bleow 

6) Computer and store the cluster size distribution 
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In this case, the probability of generating a particular trial configuration is given by 

 𝛼 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 =
1

𝑁
×

1

(𝑁𝑖𝑛 + 1)
×

1

𝑉𝑜𝑢𝑡
 2-10 

Where 𝑁 refers to total number of particles, 𝑁𝑖𝑛  refers to the number of molecules in the bonding 

region of molecule j and 𝑉𝑜𝑢𝑡  is equal to the total system volume minus the bonding volume.  

Using these transition probabilities the detailed balance condition for an insertion move becomes 

 𝑒−𝛽𝐸𝑣𝑎𝑝
1

𝑁 𝑁 − 1 𝑉𝑖𝑛
𝐴 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 = 𝑒−𝛽𝐸𝑐𝑙𝑢𝑠𝑡

1

𝑁(𝑁𝑖𝑛 + 1)𝑉𝑜𝑢𝑡
𝐴(𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝) 2-11 

 
𝐴(𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡)

𝐴(𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝)
=

(𝑁 − 1)𝑉𝑖𝑛

(𝑁𝑖𝑛 + 1)𝑉𝑜𝑢𝑡
𝑒−𝛽(𝐸𝑐𝑙𝑢𝑠𝑡 −𝐸𝑣𝑎𝑝 ) 2-12 

To satisfy this condition, the acceptance rate for particle insertions is 

 𝐴 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 = min  1,
 𝑁 − 1 𝑉𝑖𝑛

 𝑁𝑖𝑛 + 1 𝑉𝑜𝑢𝑡
𝑒−𝛽 𝐸𝑐𝑙𝑢𝑠𝑡 −𝐸𝑣𝑎𝑝    2-13 

The situation is nearly reversed for the particle deletion moves, except that the deletion is being 

performed for a molecule with 𝑁𝑖𝑛  neighbors rather than 𝑁𝑖𝑛 + 1, giving the acceptance rate 

 𝐴 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 = min  1,
𝑁𝑖𝑛𝑉𝑜𝑢𝑡

(𝑁 − 1)𝑉𝑖𝑛
𝑒−𝛽 𝐸𝑣𝑎𝑝 −𝐸𝑐𝑙𝑢𝑠𝑡    2-14 

The algorithm enhances the sampling of the nucleation events in two ways.  First of all, 

the chance for two particles to meet and form a cluster is greatly enhanced by the fact that 

particles are inserted directly into the bonding volume of other particles.  In the conventional 

Metropolis scheme, the probability of a random translation moving a particular particle into the 

bonding region of another particular particle is related to 

 𝛼 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 ∝
1

𝑁
×

1

𝑁 − 1
×

𝑉𝑖𝑛

𝑉𝑜𝑢𝑡
 2-15 

Using the AVBMC approach, this becomes 
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 𝛼 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 ∝
1

𝑁
×

1

𝑁 − 1
 2-16 

This means that the transition probability has been enhanced by a factor of 𝑉𝑜𝑢𝑡 /𝑉𝑖𝑛  which is a 

significant improvement because 𝑉𝑜𝑢𝑡 ≫ 𝑉𝑖𝑛 .  For particle deletions, where the acceptance rates 

can be extremely low due to the loss of attractive energy, the acceptance rate is enhanced by the 

same factor. 

2.3 Enhancements to Aggregation Volume Bias Monte Carlo 

 The acceptance rates above were derived for the canonical ensemble, but their extension 

to other ensembles is straightforward.  For example, the AVBMC moves are the same in the 

isothermal-isobaric ensemble (constant pressure, temperature, and total number of molecules).  

All that is required is the performance of trial moves to change the system volume.  The best 

choice, due to substantial gains in efficiency, is usually to perform the simulations in the grand 

canonical ensemble.
231,240-247

  The grand canonical ensemble uses a fixed temperature and 

volume but allows the number of particles to fluctuate.  This is accomplished by coupling the 

system to a “particle bath” at a specified chemical potential.  Nucleating systems readily lend 

themselves to such an approach.   

For most conditions relevant in nucleation simulations, the interactions between the vapor 

phase molecules and the cluster are relatively small, and the probability of two separate clusters 

being close enough to interact can also be reasonably neglected.   This allows us to explicitly 

simulate only one single cluster.  If the approximation that vapor-cluster and cluster-cluster 

interactions are negligible is sufficiently accurate (at high temperature and low density), the size 

distribution for this single cluster is equivalent to the size distribution for the entire system.  We 

then couple this system to a particle bath with a specified chemical potential (which can often be 

more conveniently expressed as the monomer density) and avoid the need to treat the vapor 
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phase explicitly.  In the grand canonical ensemble, the equilibrium probability to observe a state 

with 𝑁 particles in the cluster in a configuration denoted by 𝒓𝑁  is given by 

 𝜌 𝑁, 𝒓𝑁 =
exp βμN exp −𝛽𝐸 𝒓𝑁  

  𝑑𝒓𝑁exp βμN exp −𝛽𝐸 𝒓𝑁  𝑁

 2-17 

The transition probabilities are slightly different in the grand canonical ensemble.  The first step 

for insertion moves (choosing a vapor phase molecule to be inserted) is no longer necessary 

because the gas phase particles are not explicitly simulated and it is irrelevant which molecule is 

selected.  The transition probability is now given by 

 𝛼 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 =
1

𝑁
×

1

𝑉𝑖𝑛
 2-18 

where 𝑁 is now the number of particles in the cluster instead of the number of particles in the 

combined vapor-cluster system.  For the reverse move we have 

 𝛼 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 =
1

𝑁 + 1
×

1

𝑁𝑖𝑛 + 1
 2-19 

Note that the 𝑉𝑜𝑢𝑡  term that appeared in the canonical ensemble is not included here.  For particle 

deletions, the probabilities are 

 𝛼 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 =
1

𝑁 − 1
×

1

𝑉𝑖𝑛
 2-20 

 𝛼 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 =
1

𝑁
×

1

𝑁𝑖𝑛
 2-21 

Working out the detailed balance condition using the new probabilities gives 

 𝐴 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 = 𝑚𝑖𝑛  1,
𝑒𝛽𝜇 𝑒−𝛽 (𝐸𝑐𝑙𝑢𝑠𝑡 −𝐸𝑣𝑎𝑝 )𝑁𝑉𝑖𝑛

 𝑁 + 1 (𝑁𝑖𝑛 + 1)
  2-22 

 𝐴 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 = 𝑚𝑖𝑛  1,
𝑒−𝛽𝜇 𝑒−𝛽 (𝐸𝑣𝑎𝑝 −𝐸𝑐𝑙𝑢𝑠𝑡 )𝑁𝑁𝑖𝑛

 𝑁 − 1 𝑉𝑖𝑛

  2-23 
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In the grand canonical ensemble, as the volume is unspecified, the enhancement factor of 

𝑉𝑜𝑢𝑡 /𝑉𝑖𝑛  no longer appears in the acceptance rate for deletions, but this becomes significantly 

less important when the umbrella sampling technique is used. 

 There are several other techniques that have been incorporated into the AVBMC 

approach to make it more efficient, and to extend the range of systems to which it can be applied.  

One of the most important is the configurational bias Monte Carlo method (CBMC).
248-250

  This 

approach was developed to allow the insertion of polyatomic molecules into dense fluids.  The 

molecule is grown step-by-step, checking multiple different conformations and orientations to 

avoid overlap with existing molecules.  Furthermore, CBMC focuses the sampling of the internal 

degrees of freedom on configuration that are reasonably low in energy.  This technique increases 

the acceptance rates for AVBMC swaps, and allows their use for molecules with articulated 

structures.  This is particularly important for longer chain molecules, but can also improve the 

simulation efficiency for smaller molecules like water by considering multiple different trial 

orientations of the water molecule to be inserted and selecting a favorable one. 

 In a similar spirit, a biased selection for particle deletions is also incorporated.
243

  The 

acceptance probability for particle deletions can be low for molecules interacting very favorably 

with the rest of the cluster.  In order to improve the probability of accepting particle deletions, 

rather than randomly selecting a particle from the bonding region to delete, a particle is selected 

with a probability 

 𝑃𝑖
𝑑𝑒𝑙 =

𝑒𝛽𝐸𝑖

 𝑒𝛽𝐸𝑖𝑖
 2-24 
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where 𝐸𝑖  is the interaction energy of particle 𝑖 and the summation in the denominator is over all 

the molecules in the bonding region of the target molecule.  Using this scheme, the transition 

probability for a particle insertion is unchanged, but for the reverse move 

 𝛼 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 =
1

𝑁 + 1
×

𝑃𝑖
𝑑𝑒𝑙

 𝑒𝛽𝐸𝑗 + 𝑃𝑖
𝑑𝑒𝑙

𝑗

 2-25 

where the summation is over all the molecules in the bonding region of the target molecule 

except for particle 𝑖.  Similarly, for particle deletions, the forward transition probability is now 

 𝛼 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 =
1

𝑁
×

 𝑒𝛽𝐸𝑖
𝑖

𝑃𝑖
𝑑𝑒𝑙  2-26 

which makes the acceptance rates 

 𝐴 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 = 𝑚𝑖𝑛  1,
𝑒𝛽𝜇 𝑒−𝛽 (𝐸𝑐𝑙𝑢𝑠𝑡 −𝐸𝑣𝑎𝑝 )𝑁𝑉𝑖𝑛𝑃𝑖

𝑑𝑒𝑙

 𝑁 + 1   𝑒𝛽𝐸𝑗 + 𝑃𝑖
𝑑𝑒𝑙

𝑗  
  2-27 

 𝐴 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 = 𝑚𝑖𝑛  1,
𝑒−𝛽𝜇 𝑒−𝛽(𝐸𝑣𝑎𝑝 −𝐸𝑐𝑙𝑢𝑠𝑡 )𝑁 𝑒𝛽𝐸𝑖

𝑖

 𝑁 − 1 𝑉𝑖𝑛𝑃𝑖
𝑑𝑒𝑙

  2-28 

2.4 Umbrella Sampling 

 AVBMC allows us to circumvent one of the biggest sampling problems in nucleating 

systems, but by itself is insufficient.  The goal of AVBMC is to increase the frequency of cluster 

growth and destruction events.  However, the sampling of clusters near the critical size remains a 

significant problem.  As seen in Figure 1-1, the barrier height for water nucleation at the 

specified conditions is more than 60kBT.  This means that the monomer will be sampled on the 

order of 𝑒60  times for every time the critical cluster is sampled.  A simulation sufficiently long to 

sample the critical cluster enough to obtain good statistic could not be completed, even on a 

supercomputer.  To alleviate this problem, we apply the umbrella sampling technique.
234
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 Umbrella sampling involves simulating a biased distribution of states in such a way that 

the bias can be subsequently removed during the data analysis.  In the grand canonical ensemble, 

the probability of observing a particular state described by the number of particles 𝑁 and their 

configuration 𝒓𝑁  in the biased distribution is 

 𝜌 𝑁, 𝒓𝑁 = exp 𝛽𝜇𝑁 exp −βE(N, 𝐫N W(N) 2-29 

where 𝑊(𝑁) is a biasing potential that is a function of the cluster size 𝑁.  The acceptance rates 

for AVBMC swap moves become 

 𝐴 𝑣𝑎𝑝 → 𝑐𝑙𝑢𝑠𝑡 = 𝑚𝑖𝑛  1,
𝑒𝛽𝜇 𝑒−𝛽 𝐸𝑐𝑙𝑢𝑠𝑡 −𝐸𝑣𝑎𝑝  𝑁𝑉𝑖𝑛

 𝑁 + 1  𝑁𝑖𝑛 + 1 
×

𝑊 𝑁 + 1 

𝑊 𝑁 
  2-30 

 𝐴 𝑐𝑙𝑢𝑠𝑡 → 𝑣𝑎𝑝 = 𝑚𝑖𝑛  1,
𝑒−𝛽𝜇 𝑒−𝛽(𝐸𝑣𝑎𝑝 −𝐸𝑐𝑙𝑢𝑠𝑡 )𝑁𝑁𝑖𝑛

 𝑁 − 1 𝑉𝑖𝑛
×

𝑊(𝑁 − 1)

𝑊(𝑁)
  2-31 

Using this sampling scheme, we compute the concentration (probability) of clusters of size 𝑁 in 

the biased distribution.  The concentration in the unbiased distribution is now given by 

 𝑃(𝑁)𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 =
𝑃(𝑁)𝑏𝑖𝑎𝑠𝑒𝑑

𝑊(𝑁)
 2-32 

In choosing a weighting function, our objective is to obtain a statistically precise estimate of the 

𝑃(𝑁)𝑏𝑖𝑎𝑠𝑒𝑑  in the least possible amount of simulation time.  One reasonable criteria to obtain 

good statistics is to have an equal probability to observe each cluster size 𝑁, which provides the 

maximum possible sampling of each size for a given simulation length.   One choice of 

weighting function that satisfies this criterion is  

 𝑊 𝑁 =
1

𝑃(𝑁)𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑
 2-33 

This gives an equal concentration for every cluster size N in the biased distribution.  With this 

choice of the biasing potential, the free energy of formation for a cluster of size 𝑁 is given by 
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 ∆𝐺𝑖 = −𝑘𝐵 Tln𝑊 𝑁 − 𝑘𝐵𝑇𝑙𝑛  
𝑃(𝑁)

𝑃(1)
  2-34 

Unfortunately, this choice generates a new problem, as the unbiased probabilities are not 

known (and their determination is the objective of the simulation).  There are a number of ways 

to obtain the appropriate biasing potential.  The most straightforward is to use an iterative, self-

consistent procedure.  A simulation can be performed using some guess for the biasing potential.  

For example, no biasing potential could be used initially, or if one is available, the biasing 

potential from a simulation of a similar system would be preferable.  The simulation is 

performed and the data analyzed to obtain the free energy using the expression in equation 2-34 

and the new bias potential is computed as the exponential of the free energy.   

Unless the initial guess is extremely good, some cluster sizes of interest will not be well 

sampled.  However, the new bias potential will provide a better guess, producing better statistics 

for the subsequent run.  Typically within a few iterations, a bias potential will be obtained that 

leads to roughly equal (within a factor of 10) sampling of all cluster sizes.  This approach can be 

accelerated somewhat by obtaining accurate free energies at small cluster size and extrapolating 

the data to larger size.  This can be done using the classical nucleation theory (CNT), or for ion-

induced nucleation, the Kelvin-Thompson equation.  Both of these theories are inaccurate at 

small cluster size, but can provide reasonably accurate estimates of the incremental free energies 

at larger sizes. 

2.5 Histogram Reweighting 

 Histogram reweighting
235-237

 is a technique that allows us to take free energy data 

obtained at one set of temperature and pressure conditions and interpolate it to nearby state 

points without performing any additional simulations.  This is done by taking advantage of the 
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independence of the microcanonical density of states to the simulation conditions.  This density 

of states can be obtained from our simulations without any additional computational expense as 

the energy is calculated for each Monte Carlo move anyway, and can then be reweighted to 

different sets of simulation conditions.  The microcanonical density of states for the 𝑁-mer is 

given by 

 𝛺𝑁(𝐸) = 𝑃𝑁(𝐸)exp[𝛽 −𝑁𝜇 + 𝐸 ] 2-35 

where 𝛺𝑁(𝐸) is the density of states with energy 𝐸 for the 𝑁-mer, 𝑃𝑁(𝐸) is the concentration of 

N-mers with energy 𝐸, 𝛽 = 1
𝑘𝐵𝑇

  and 𝜇 is the chemical potential.  It should be noted that this 

approach can only be applied over a limited range of temperature differences.  In the limit of an 

infinite number of configurations, equation 2-35 is rigorously correct for temperature, but during 

a finite computer simulation, poor statistics will be obtained for energy states that are unlikely to 

be sampled.  If these states make a significant contribution at the new temperature, the statistical 

error of the interpolation will be very large.  This density of states can be computed at the 

simulation temperature and chemical potential.  Then, at a different temperature and/or chemical 

potential, the concentration of N-mers with energy 𝐸, 𝑃𝑁
′  𝐸  can be computed using 

 𝑃𝑁
′  𝐸 = 𝛺𝑁 𝐸  exp[(𝑁𝜇′ − 𝐸)/𝑘𝐵𝑇′] 2-36 

where 𝜇′ and 𝑇′ are the new chemical potential and temperature respectively.  The total 

concentration of N-mers can then be determined by integrating over all values of the energy  

 𝑃𝑁
′ =  𝛺𝑁 𝐸  exp[(𝑁𝜇′ − 𝐸)/𝑘𝐵𝑇′]  𝑑𝐸 2-37 

and the free energy is  

 ∆𝐺𝑛
′ = −𝑘𝐵𝑇𝑙𝑛 𝛺𝑁 𝐸  exp[(𝑁𝜇′ − 𝐸)/𝑘𝐵𝑇′]  𝑑𝐸 2-38 
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2.6 Extension to Ion Pairs 

 The simulation of nucleation enhancement by ions pairs poses some unique difficulties.  

Specifically, ions may form both contact and solvent separated pairs in solution.
251-255

  The 

accurate sampling of these different configurations can require extremely long simulation times, 

as transitions between them can be very slow.  Not only do the ions have to change separation, 

but the solvent shells must reorganize to accommodate them.  If the equilibrium distribution of 

contact and solvent separated states is not accurately simulated, the nucleation free energy profile 

could be significantly affected. 

 In order to alleviate some of these sampling problems, we have slightly modified our 

approach.  Rather than attempting to compute the free energy profile in a single simulation, we 

perform multiple simulations with the ion pair fixed at a given separation.  This allows us to 

sidestep the sampling of the ionic separation coordinate.  We have previously demonstrated that 

this method can be used to accurately calculate the bulk potential of mean force for ion pairs, 

provided that the cluster size is sufficiently large.
255

  This approach has a several advantages for 

ion-induced nucleation.  Obviously, it allows for a more complete sampling of the ionic 

separation, ensuring that the free energy profile is accurately averaged over this coordinate.  In 

addition, by separately simulating the different ionic separations, we can gain insight into how 

the nucleation free energy is affected by this variable.  This may be helpful in identifying ion 

pairs that will be good nucleation enhancers based on their propensity of form contact or solvent 

separated pairs. 

 This method is implemented for ion pair-induced nucleation by performing multiple 

simulations with the ions fixed at a given separation.  The average free energy profile can then be 

obtained using 
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 ∆𝐺𝑡𝑜𝑡𝑎𝑙  𝑁 = −𝑘𝐵𝑇𝑙𝑛
 exp −𝛽∆𝐺𝑔𝑎𝑠 (𝑟) exp[−𝛽∆𝐺𝑛𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 (𝑁, 𝑟)]4𝜋𝑟2

𝑟

 exp[−𝛽∆𝐺𝑔𝑎𝑠 (𝑟)]4𝜋𝑟2
𝑟

 2-39 

where ∆𝐺𝑔𝑎𝑠 (𝑟) is the free energy to increase the ionic separation from the contact pair to a 

separation 𝑟 in the gas phase, ∆𝐺𝑛𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 (𝑁, 𝑟) is the nucleation free energy obtained with the 

ions fixed at a separation 𝑟, and the 4𝜋𝑟2 term accounts for the greater accessible surface area of 

the ions at longer separations.  ∆𝐺𝑡𝑜𝑡𝑎𝑙 (𝑁) gives the free energy profile averaged over all the 

separations.  For all the cases considered here where the ions are monatomic, the gas phase free 

energy contribution is considered to be equal to the energetic contribution.  To be extended to 

polyatomic ions, this term needs to be averaged over the different relative orientations of the two 

ions. 
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Chapter 3 - Sign Preference in Ion-Induced Nucleation by Lennard-Jones ions 

 While a few molecular simulations have been performed to study ion-induced nucleation 

for Lennard-Jones ions, a picture of how the ionic size and the sign of the charge influence the 

process remains somewhat incomplete.  The simulations of Oh et al.
200

 and Kathmann et al.
184,205

 

both probed similar systems to the ones considered here.  Oh et al performed simulations for a 

wide variety of different model systems, but they generally vary in more than one parameter 

from one another, making it difficult to draw conclusions about the effect of individual ionic 

properties.  On the other hand, the simulations of Kathmann et al. used a consistent set of 

parameters to determine the free energy, but considered only two extremely different ionic sizes 

and provide no comparisons of the Gibbs free energy barriers. 

 Furthermore, while there has been significant progress made in understanding the origin 

of the sign preference, many of the details remain unclear.  In particular, while the work of Oh et 

al. highlighted the importance of the balance between ion-solvent and solvent-solvent 

interactions, there has been little consideration of the role of entropy, which may be significantly 

different for positive and negative ions.  Furthermore, they did not consider how these quantities 

varied between the Gibbs free energy minimum and the critical cluster size, which determines 

their contribution to the free energy barrier. 

 In an attempt to expand on the previous computer simulation studies and provide a more 

comprehensive picture of how the sign preference depends on the ionic size and other properties 

of the ionic force field, we have performed a series of AVUS-HR simulations of the ion-induced 

nucleation of water for Lennard-Jones ions with both positive and negative charges, a wide 

variety of ionic sizes, and different values for the Lennard-Jones ε parameter.   
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3.1 Simulation Details  

We performed simulations for both positive and negative Lennard-Jones ions with a 

variety of different sizes, characterized by σ parameters of 3, 4, 5, and 6Å.  Furthermore, in order 

to gauge the sensitivity of the simulation results to other force field parameters, we have 

considered ions with ε = 1 and 50kBK.  These particular values are of similar magnitude to the 

values used by Oh et al. and Kathmann et al., respectively.  The water was modeled with 

TIP3P.
256

  Monte Carlo moves were performed only on water molecules and were divided evenly 

between insertions, deletions, translations, and rotations. 

   Throughout the simulations, a Stillinger-type,
257

 energy based cluster criterion was 

enforced where each molecule is required to have at least one neighbor in the cluster with which 

it satisfies the criterion.  These cutoffs were set to -260 kBK for both the ion-water, and water-

water interactions.  This value is close to the available thermal energy and significantly less than 

the typical hydrogen bond energies.  The simulation results have been shown to be relatively 

insensitive to the choice of the cluster criterion.
231,242

  

3.2 Results and Discussion 

 Plots of the Gibbs free energy profiles are shown in Figure 3.1.  For all the ions 

considered, the free energy barriers increase with increasing ionic size, which is to be expected, 

because favorable ion-water interactions are reduced with increasing separation of water from 

the ion.  For the same size ion, the free energy barriers are lower for the ions with ε = 1kBK than 

for those with ε = 50kBK.  The repulsive interactions are weaker when ε = 1kBK and water can 

approach the ions more closely, leading to more favorable coulomb interactions.   



33 
 

 

Figure 3.1 Free energy profiles for ions with ε = 1 and 50kBK are shown in panels a) and b), 

respectively.  Ions with σ = 3, 4, 5, and 6Å are shown in black, red, blue, and green, respectively.  

Negative ions are shown as solid lines, while positive ions are shown as circles. 

 

To illustrate this point, the radial density profiles for the oxygen atom of water with 

respect to the center of the ion are plotted in Figure 3.2. The first solvation shell is located much 

closer to the ion than the combined σ for the ion and water.  It is also closer to the ions with ε = 

1kBK than for those with ε = 50kBK and is generally closer to the negative ions than positive ions 

except for the smallest ion with ε = 1kBK, where the positive ion has the closer first solvation 

shell.  This is likely caused by repulsions between hydrogen atoms for the negative ion case due 

to the extremely close approach of water to this ion.  Clearly, the σ parameter alone is 

insufficient to describe the ionic size.  This is an important point to note when using empirical 

ionic models.  As the coulombic interactions dominate the potential energy, the separation 

between the ions and the nucleating species can depend strongly on all of σ, ε, and q.  

Regarding the sign preference, a number of important trends emerge.  The Gibbs free 

energy barriers are lower for the negative ions than the positive ions for the same size and model 

parameters in all the cases considered here.  In addition, the difference in free energy barriers 

between the negative and positive ions decreases with increasing ionic size.  The preference for 
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anions is generally larger for ions with ε = 1kBK than with ε = 50kBK.  As the water is much 

closer to the ions in these cases, electrostatic effects on the sign preference are magnified.  In 

general, it appears that the main difference between the ions with ε = 1kBK and ε = 50kBK is the 

smaller effective sizes of the ions with ε = 1kBK.  There are no qualitative differences between 

the two sets of ions if these differences in size are taken into consideration. 

 

 

Figure 3.2 Radial density profiles showing the average oxygen density as a function of distance 

from the ion for clusters containing 100 water molecules.  Ions with σ = 3, 4, 5, and 6Å are 

shown in panels a), b), c), and d), respectively.  Negative and positive ions are shown in black 

and red, respectively while ions with ε = 1 and 50kBK are shown as solid lines and circles with 

dotted lines, respectively. 

 

The preference for negative ions is consistent with previous simulations
200,205

 and agrees 

with much of the experimental work,
93-94,96,104-107

 though the relevance of this agreement is 
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somewhat unclear due to open questions about the exact ions involved.  These results disagree 

with the conclusions of Nadykto et al. who have argued that due to quantum effects, cations are 

more effective nucleation enhancers than anions.  Using DFT calculations, they have found that 

small H3O
+
 clusters have lower free energies than OH

–
 clusters.

174
  They have also observed 

lower free energies for cations in a few other systems.
258-259

   

It has been shown that some degree of charge transfer occurs between ions and water in 

small clusters.
260-262

  These behaviors (and other quantum mechanical phenomenon) are not 

explicitly modeled here and could play some role in the discrepancies.  However, it is less clear 

what effect this might have on the free energy changes when the cluster size is larger and water 

is being added further from the ion.  As the free energy profile has a minimum at small cluster 

size, the cluster size at which this minimum is observed, and the free energy changes over an 

intermediate cluster size range are of paramount importance.
263

  In the absence of ab initio free 

energy data for larger clusters, it is somewhat unclear whether empirical and ab initio models 

would yield qualitatively different results for the barrier height or for the sign preference.  In any 

case, a better understanding of the different contributions to the free energy profile in a simple 

system like this one can provide valuable insight into the origin of the sign preference and other 

trends in the rate of ion-induced nucleation.   

3.2.1 Ion-Water Potential Energies 

The differences in ion water-potential energy between the positive and negative ions are 

plotted in Figure 3.3.  In agreement with Oh et al.,
200

 these potential energies are more favorable 

for the negative ions for the same ionic size and model.  The potential energy differences 

decrease as the ionic size increases.  One reason for this is that the hydrogen atoms are closer to 

the negative ions than oxygen atoms to the positive ions.  The ion-water separation for the 
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positive and negative ions changes by a roughly equal amount with increasing ionic size and 

therefore the loss of electrostatic interactions is more rapid for the negative ions because the 

hydrogens are moving in a steeper portion of the coulomb potential. 

    

 

Figure 3.3 Differences between the ion-water potential energy of positive and negative ion 

clusters (positive – negative) for ions with ε = 1 and 50kBK are shown in panels a) and b), 

respectively.  Ions with σ = 3, 4, 5, and 6Å are shown as black, red, blue, and green lines, 

respectively.   

 

However, a more important factor may be the different preferences of the anions and 

cations for the cluster surface.  The radial density profiles for the ion are plotted in Figure 3.4.  

When the ionic size is small, the ions prefer to be on the cluster interior.  However, for larger 

ions there is a significant chance for the ion to be at the interface, with a greater probability for 

the anions than the cations.  When the ions are on the cluster surface, they have fewer first shell 

neighbors and the ion-water interactions are decreased.  As the anions are more likely to be on 

the surface, the loss of ion-water interactions is larger, which leads in part to the decreased ion-

water potential energy differences between the positive and negative ions with increasing ionic 

size.    
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Figure 3.4 The average densities of the ion as a function of distance from the center of mass of 

the water molecules for 100 water molecule clusters containing ions with ε = 1 and 50kBK are 

shown in panels a) and b), respectively.  Ions with σ = 3, 4, 5, and 6Å are shown in black, red, 

blue, and green, respectively.  Negative ions are shown as solid lines, while positive ions are 

shown as circles.  The radial density profile for the oxygen atom of water is shown as a dashed 

cyan line. The water oxygen profile is purely intended as a guide to help locate the interface and 

has been scaled to fit more conveniently on the plot. 

 

For small ions, the loss of ion-water interactions would be too large for surface solvation 

to be favorable.  As the ionic size increases, the loss of ion-water interactions associated with 

moving to the interface is smaller, increasing their preference for the surface.  The surface 

solvation of some ions has been well known for some time.
264-272

  In agreement with our results, 

for the same size ion, negative ions have a greater chance to be found at the interface than 

cations and the propensity of ions for the surface increases with their size.  This behavior has 

been associated with polarization, which certainly plays a very significant role, but recent data 

has shown that the disruption of the water structure caused by creating a large cavity in the 

solvent can serve as a sufficient driving force to move large ions to the interface.
273-274

 

The potential energy differences converge to a fairly constant value by a cluster size of 

around 25 molecules.  This suggests that water is able to interact more favorably with negative 
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ions even beyond the first solvation shell.  It is interesting to note that the decrease in the 

potential energy difference with increasing size seems to mirror the trend of decreasing barrier 

height difference.  This contribution of the ion-water interactions to the barrier height will be 

discussed in more detail in section 3.2.4. 

3.2.2 Water-Water Potential Energies 

The differences in water-water potential energy between the positive and negative ions are 

plotted in Figure 3.5. 

   

 

Figure 3.5 Differences between the water-water potential energy of positive and negative ion 

clusters (positive – negative) for ions with ε = 1 and 50kBK are shown in panels a) and b), 

respectively.  Ions with σ = 3, 4, 5, and 6Å are shown as black, red, blue, and green lines, 

respectively.   

 

There are several important points to note about these plots.  First, the water-water 

interactions are more favorable for the positive ions for all the ionic cases considered here, when 

the cluster size is greater than 10. For the smallest cluster sizes, negative ions can form one 

hydrogen bond to the ion, while the other hydrogen is free to form a hydrogen bond with an 

adjacent water molecule.  On the other hand, water molecules in the first solvation shell of 
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positive ions form few water-water hydrogen bonds.  This leads to the more favorable water-

water interactions at small cluster sizes for some negative ions.  However, as the cluster size 

increases the water-water potential energy becomes more favorable for the cations. 

  One reason for this is that the water molecules (and particularly the hydrogen atoms) 

approach the negative ions more closely and the repulsion between water molecules is larger.  

Another important reason for the less favorable water-water interactions is the more restricted 

water structure around negative ions.  If the water molecules are held in a very rigid orientation 

near the ion, this could significantly hamper their ability to form hydrogen bonds with other 

water molecules.  The probability distributions for the angle between the oxygen-hydrogen bond 

vectors and the oxygen-ion vectors are plotted in Figure 3.6.   

For the negative ions, the distribution is peaked very sharply at a cosine of 1, indicating 

that one hydrogen is pointed directly at the ion, with the second peak simply corresponding to 

the H-O-H angle in water.  For the positive ions, the preferred orientation has the dipole moment 

vector pointed directly away from the ion.  However, the distribution is not nearly as sharp as for 

the negative ions.  This indicates that the positive ions have more flexibility to form hydrogen 

bonds with water molecules in the second solvation shell. 

While the water-water potential energies are always more favorable for the positive ions, 

the difference tends to be less for the largest ions.  As was the case for the ion-water interactions, 

the main reason for this trend is the different preferences of anions and cations for the cluster 

surface.  A surface solvated ion perturbs the water structure much less than one on the interior 

(which is an important driving force for surface solvation).  When the negative ions have a 
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greater chance of being on the surface, the difference in water-water interactions becomes 

significantly smaller. 

 

 

 

 

 

 

 

 

 

 

Figure 3.6 Probability distributions for the angle between the oxygen-hydrogen bond vector in 

water and the oxygen-ion vector are shown for negative ions with ε = 1 and 50kBK and positive 

ions with ε = 1 and 50kBK in panels a), b), c), and d), respectively.  Ions with σ = 3, 4, 5, and 6Å 

are shown as black, red, blue and green lines, respectively. 

 

Another interesting feature of the water-water potential energy differences from Figure 

3.5 is that the magnitude of the difference initially increases sharply with increasing cluster size 

but then decreases gradually, not reaching a constant value even for clusters containing 200 

water molecules.  These results suggest that in addition to the more obvious ion-water 

interactions, ions can significantly perturb the water-water interactions even in very large 

clusters.  This could be significant, as the ions are still changing the water-water interactions 
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differently for positive and negative ions in the cluster size range contributing to the free energy 

barrier.  In contrast to the ion-water interactions, the trends in the water-water interactions are 

generally opposite to the trends in the free energy barrier heights, being more favorable for 

cationic clusters but by an amount that decreases with increasing ionic size. 

3.2.3 Entropies 

 An additional factor that has not been discussed is the entropic contribution to the free 

energy.  The fact that water binds more tightly to the negative ions suggests that these clusters 

may be lower in entropy than their positive ion counterparts and that this difference could make a 

significant contribution to the free energies.  In order to assess this possibility, the differences in 

entropy between the positive and negative ion clusters are plotted in Figure 3.7.  

 In general, the negative ion clusters are lower in entropy, though the magnitude of the 

entropy difference tends to decrease with increasing ionic size.  The preference of negative ions 

for the cluster surface is likely a major factor in this trend as well as the larger, surface solvated 

anions do not create such a strongly ordered solvent environment in the vicinity of the ion.  In 

particular, for the largest ions with ε = 50kBK (where the preference for the cluster surface is the 

greatest), the entropy is actually lower for the negative ions at small cluster size.  As with the 

water-water potential energies, the differences do not converge to a constant value, even for 

clusters as large as 200 water molecules.  

The difference in entropy between the positive and negative ions makes a relatively small 

contribution to the differences in the free energy compared to the ion-water potential energy and 

makes a slightly larger contribution than the water-water potential energy.  Both of these 

contributions are more favorable for the cationic clusters.  However, the differences in ion-water 
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potential energy dominate the total free energy difference and are more favorable for the anionic 

clusters. 

     

 

Figure 3.7 Differences between the cluster formation entropy of positive and negative ion 

clusters (positive – negative) for ions with ε = 1 and 50kBK are shown in panels a) and b) 

respectively.  Ions with σ = 3, 4, 5, and 6Å are shown as black, red, blue, and green lines, 

respectively. 

 

3.2.4 Contributions to the Barrier Height 

While the data in sections 3.2.1 - 3.2.3 can provide significant insight into the important 

interactions in these clusters, in order to determine their importance to the sign preference, it is 

essential to know how they change between the Gibbs free energy minimum and maximum, as 

this determines the contribution they make to the barrier height.  The different contributions 

discussed above, as well as the total enthalpy, are shown in Table 3.1. 

The ion-water potential energy contribution to the barrier height is the smallest of the 

three discussed above, despite the large potential energy differences in Figure 3.3, and actually 

favors lower barrier heights for the positive ions in some cases, even though the anionic clusters 

always have lower ion-water potential energies.  In contrast, the water-water potential energy 

and the entropy are more similar for positive and negative ions at the same cluster size  as shown 
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in Figures 3.5 and 3.7, but make large contributions to the difference in barrier height. For the 

same cluster size, both are generally less favorable for the negative ions. However, while the 

water-water potential energy contribution to the barrier height is still much more favorable for 

cations, the entropic contribution is much more favorable for the anions, leading to the observed 

sign preference. 

 

Table 3.1 The differences between the enthalpy, entropy, ion-water potential energy and water-

water potential energy of the Gibbs free energy minimum and the critical cluster.  All quantites 

are expressed in units of kBT. 

 

 ΔH* TΔS* ΔE*IW ΔE*WW 

 

ΔH* TΔS* ΔE*IW ΔE*WW 

 ε = 1 kBK (Negative) ε = 1 kBK (Positive) 

σ = 3Å -1814 -1826 -39.2 -1775 -1915 -1933 -49.5 -1865 

σ = 4Å -1785 -1797 -38.5 -1747 -1944 -1962 -45.2 -1898 

σ = 5Å -1769 -1782 -47.5 -1722 -1985 -2004 -49.8 -1935 

σ = 6Å -1909 -1926 -59.5 -1849 -2040 -2061 -54.2 -1985 

 ε = 50 kBK (Negative) ε = 50 kBK (Negative) 

σ = 3Å -1711 -1723 -38.4 -1674 -1931 -1948 -45.5 -1885 

σ = 4Å -1771 -1783 -44.7 -1727 -1934 -1951 -44.5 -1889 

σ = 5Å -1925 -1941 -62.8 -1862 -2000 -2019 -59.3 -1941 

σ = 6Å -2039 -2062 -71.9 -1966 -2046 -2070 -67.7 -1978 

 

 

An explanation for these behaviors can be found from a closer examination of the free 

energy profiles in Figure 3.1.  For small ionic sizes, the Gibbs free energy minimum is located at 

a larger cluster size for the negative ions than for the positive ions.  Fewer water molecules are 
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removed from the gas phase over the cluster size range contributing to the barrier height for 

negative ions, lead to a smaller loss of entropy.  It is this fact, rather than the more subtle 

differences between the positive and negative ions over the range of cluster sizes contributing to 

the barrier height, that leads to the sign preference.  Furthermore, as the ionic size increases, the 

difference in ion-water potential energy decreases and the minima are located at more similar 

cluster sizes.  This leads to the decreased preference for anions with increasing ionic size.    

To further illustrate this point, the different contributions to the barrier height are plotted 

in Figure 8 as a function of the difference in cluster size between the critical cluster and the 

Gibbs free energy minimum.  All of the different contributions depend strongly on the number of 

molecules between the free energy minimum and maximum.  The agreement is equally good for 

the positive and negative ions. 

The source of these features can be qualitatively understood by referring to the classical 

Kelvin-Thompson equation
138-139

 (see equation 1-1)  The first term is due to the bulk free energy 

difference between the vapor and liquid phases, the second term is the free energy penalty to 

form the interface, and the third term accounts for the coulomb interactions between the ion and 

the nucleating vapor.  The first term is directly related to the number of molecules transferred 

from the vapor to the cluster and scales with n.  The second term depends on the area of the 

cluster and assuming a perfectly spherical shape, scales with n
2/3

.  The last term depends on the 

reciprocal of the cluster radius, or n
-1/3

. 

This is of crucial importance, because the entropy and water-water potential energy terms 

dominate the total free energy, but vary only slightly between positive and negative ions.  The 

weaker ion-water interactions for the positive ions result in the free energy minimum at smaller 
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size, and a less favorable entropic contribution to the barrier height.  This is what leads to the 

lower barriers for negative ion clusters.  As the ionic size increases and the ion-water potential 

energy differences between the positive and negative ions become smaller, the locations of the 

free energy minima become more similar and the barrier height differences decrease.   

 

 

Figure 3.8 The contributions of the enthalpy, entropy, ion-water potential energy, and water-

water potential energy to the Gibbs free energy barrier are shown as function of the number of 

water molecules between the critical cluster and the free energy minimum.  Negative ions are 

shown in black and positive ions are shown in red.  Ions with ε = 1 and 50kBK are shown as 

circles and triangles respectively.  A linear fit to the data is shown as a green line. 

  

3.2.5 Sign Preference for Ions of Different Sizes 

Reconsidering the Gibbs free energy profiles in Figure 3.1, another interesting trend 

emerges.  Negative ions with σ as large as 6Å when ε = 1kBK and 5Å when ε = 50kBK still have 
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lower barrier heights than the corresponding cations with σ = 3Å.  This is somewhat surprising 

considering the available experimental data for alkali metal cations and halide anions in small 

clusters, which suggests that if the cation is smaller, the free energies will generally be lower for 

those clusters.
108,114

  In order to explain this apparent discrepancy, the Helmholtz free energy 

differences between cations with σ = 3 and 4Å and larger anions are shown in Figure 3.9.  

 

 

Figure 3.9 The Helmholtz free energies of larger negative ions relative to the 3Å positive ions 

are shown panels a) and c) for the ions with ε = 1 and 50kBK, respectively, while those relative 

to the 4Å positive ions are shown in panels b) and d), respectively.  The 4, 5, and 6Å negative 

ions are shown in black, red, and blue, respectively.  The cluster sizes of the Gibbs free energy 

minima and maxima are shown as triangles and circles for the anions and cations, respectively.     

 

For all but one of the free energy differences shown, the smaller cations have lower free 

energies at all cluster sizes.  However, the free energy difference peaks at a small cluster size and 
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gradually decreases as the cluster grows.  This results in a smaller difference for the critical 

clusters than for the free energy minima.  Therefore, even though the free energy is generally 

lower for the smaller cations over the whole range of cluster sizes, by as much as 80 kBT in some 

cases, the free energy barriers are still lower for the anions. 

The reason for this behavior can be understood from an examination of the coordination 

numbers plotted in Figure 3.10.  For the first few water molecules, the free energies of the 

cations are significantly lower as the solvent can approach the smaller ion much more closely.  

However, as the cluster size increases, more water molecules are able to solvate the larger 

negative ions which decreases this effect somewhat, leading the decreasing free energy 

differences observed in Figure 3.9.  On the other hand, when the larger anions show a significant 

tendency to be on the cluster surface, the smaller cations have more neighbors and distinct peaks 

in the Helmholtz free energy differences are not observed. 

    

 

Figure 3.10 Integrated number of water molecules as a function of distance from the ion for ions 

with ε = 1 and 50 kBK are shown in panels a) and b), respectively.  The profiles for the cations 

with σ = 3Å, and anions with σ = 4, 5, and 6Å are shown as black, red, blue, and green lines, 

respectively. 
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In addition to the gradual trends with increasing cluster size, the location of the Gibbs 

free energy minimum is important here as well.  The extra first and second shell neighbors for 

the negative ions allow the ion-water interactions to dominate the surface free energy over a 

wider range of cluster sizes, despite the fact that the total ion-water potential energy may be 

lower for the small cationic clusters. A similar trend is not observed in the case of large cations 

and smaller anions.  As shown in section 3.2.1, the ion-water interactions are generally weaker 

for cations.  Therefore, while large cations may still have more neighbors than smaller anions, 

the additional interactions are not sufficient to balance the strong hydrogen bonds between water 

and the anions. 

These trends may at least partially account for the differences between free energy data 

for small clusters from both theory and experiment and simulated nucleation free energy barriers 

from other researchers using empirical models.  While quantum effects are certainly important 

(and could potentially lead to different results than those observed here), as suggested by 

Nadykto et al.,
174

 our results indicate that these data are not necessarily inconsistent because 

small cationic clusters can have lower free energies but still lead to higher barriers. 

3.3 Conclusions 

 We have performed a series of ion-induced nucleation simulations using the AVUS-HR 

method.  These simulations have shown, in agreement with Kathmann et al., that the sign 

preference can depend strongly on other ionic properties, including σ, and ε.  Furthermore, we 

have shown that the location of the Gibbs free energy minimum can be a dominant factor in the 

sign preference for anions.  When the minimum is at a larger size for anions, there is less gas 

phase entropy loss between the minimum and the critical cluster size.  The reason the Gibbs free 

energy minimum occurs at larger cluster sizes for the anions is that the stronger ion-water 
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interactions can overcome the surface effect over a wider cluster size range.  As the ionic size 

increases, the difference in ion-water interactions becomes less significant, and the minima are 

located at about the same size, leading to similar barrier heights. 

 We have also shown that while the total free energies tend to be lower for small cations 

than large anions, the barrier heights are often still lower for the anions.  This effect is most 

important for cases where the anion is on the cluster interior and the larger anions tend to have 

more neighbors than the smaller cations.  These results provide a potential explanation for the 

fact that empirical nucleation simulations predict a lower free energy barriers for a fairly wide 

range of anions, despite the fact that mass spectrometry data and ab initio calculations for small 

clusters seem to show a preference for smaller cations.  This underscores the need to consider the 

full free energy profile, rather than just data for the smallest clusters.  These simulations use 

fairly simple models and verification using more sophisticated modeling approaches could go a 

long way towards clarifying the role the behaviors observed here might play in more realistic 

systems. 
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Chapter 4 – The Importance of Ionic Polarizability 

Due to the large computational expense associated with polarizable models, most of the 

previous molecular simulations of ion-induced nucleation did not consider the effect of 

polarizability.  However, polarization of both the ion and the solvent can play a key role in 

determining an ion’s propensity for the interior or surface of clusters.
271

  This behavior could be 

extremely important in ion-induced nucleation, and cannot be modeled by theoretical treatments 

that constrain the ion to the center of the cluster. 

The work of Oh et al.
200

 included data using a polarizable force field.  However, as 

completely different sets of parameters were used for the non-polarizable ions, no quantitative 

comparisons can be made.  Furthermore, a comparison of the effects of polarizability for smaller, 

interior solvated ions and larger, more polarizable ions could prove useful.  We have performed a 

series of AVUS-HR simulations of ion-induced nucleation using both polarizable and non-

polarizable ionic models with different sizes and charges.  These simulations should help to paint 

a comprehensive picture of how ionic polarizability affects ion-induced nucleation. 

4.1 Simulation Details 

The explicit treatment of solvent polarizability is certainly important, but would incur a 

considerable computational expense.   On the contrary, the treatment of a single polarizable ion 

adds a very small amount to the cost while still playing a very important role in the propensity of 

ions for the interface.  In order to explicitly quantify the effects of ionic polarizability, the 

simulations were performed for otherwise identical polarizable and non-polarizable models.  The 

ions were treated using both positive and negative hard spheres with diameters (σ) = 3, 4, and 

5Å.  In contrast to our simulations using Lennard-Jones ions in Chapter 3, the use of hard 

spheres allows us to closely control the actual size of the ions.  For Lennard-Jones ions, the 
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effective sizes of ions with the same value of σ can be quite different, while hard sphere 

parameters allow us to clearly define the size as the minimum separation between the ion and 

water. 

Polarization was accounted for through an induced dipole located at the center of the ion 

with an associated isotropic polarizability.  These polarizabilities were determined by making a 

plot (not shown) of polarizability (α)
275

 vs. ionic volume (V), calculated from ionic radii
276

 for 

alkali metal cations and halide anions.  These plots lead to the following equations for the 

polarizabilties of the anions and cations: 

 𝛼cations = 0.1460𝑉 − 0.4567 

𝛼anions = 0.1673𝑉 − 0.7608 

4-1 

4-2 

In order to help gauge how the details of the water model affect the nucleation process, 

simulations were preformed for clusters of up to 200 water molecules using the TIP3P
256

 and 

TIP4P
256

 water models, and for clusters containing up to 100 water molecules using the TIP5P
277

 

water model.  All other simulation parameters are identical to those used in the simulations of 

Lennard-Jones ions.  

4.2 Results and Discussion 

Plots of the nucleation free energy profiles using the TIP3P water model are shown in 

Figure 4.1.  For all the ions examined, the nucleation free energy barrier increases with 

increasing ionic size and the anions have lower barrier heights than the cations. These findings 

are consistent with our previous simulations for Lennard-Jones ions.  The negative ions have 

lower barrier heights than the positive ions, primarily because the free energy minima are located 

at a larger clusters size for the negative ions, due to the strong ion-water interactions in those 

clusters.  The magnitude of the preference for negative ions decreases with increasing ionic size 



52 
 

as the ion-water interactions become more similar and the free energy minima move closer 

together. 

   

 

Figure 4.1 Gibbs free energy profiles for negative and positive ions using TIP3P water are 

shown in panels a) and b), respectively.  The non-polarizable ions are shown as solid lines while 

the polarizable ions are shown as circles.  Ions with diameters of 3, 4, and 5Å are shown in 

black, red, and blue, respectively.  Plots are at a vapor phase density of 2.5x10
-6

 molecules/Å
3
. 

 

The free energy profiles calculated using the TIP4P and TIP5P water models are plotted 

in Figure 4.2.  The free energies for these models are higher and the profiles are plotted at higher 

vapor densities in order to visualize the barrier heights.  The TIP5P free energies in particular, 

are considerably higher than either of the other two models.  While the TIP5P model is the most 

expensive to implement and reproduces a number of bulk phase quantities more accurately than 

either of the other two models, it may be the most problematic at small cluster size as the 

deviation from quantum mechanical calculations of the water dimer energy is largest for 

TIP5P.
277
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Figure 4.2 Gibbs free energy profiles for negative and positive ion clusters using TIP4P water 

are shown in panels a) and b), respectively while the profiles obtained with TIP5P water are 

shown in panels c) and d), respectively.  The non-polarizable ions are shown as solid lines while 

the polarizable ions are shown as circles.  Ions with diameters of 3, 4, and 5Å are shown in 

black, red, and blue, respectively.  Profiles for TIP4P are plotted at a density of 2.6x10
-6

 

molecules/Å
3
 while those for TIP5P are plotted at 1.65x10

-5
 molecules/Å

3
. 

 

4.2.1 Comparison of Polarizable and Non-polarizable Ions 

Comparing the results for polarizable and non-polarizable models with the same size and 

charge reveals a somewhat surprising trend.  Polarizability adds a term to the potential energy 

that is purely attractive.  This seems to imply that the nucleation barrier height should be lower 

for polarizable ions than non-polarizable ions.  However, for all the cases considered here, the 
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barrier heights are farily similar for the polarizable and non-polarizable ions, and for the smaller 

ionic sizes, the polarizable ions actually have slightly higher barriers.   

The differences in Helmholtz free energy between the polarizable and non-polarizable 

ions, along with the polarization energies are plotted in Figure 4.3.   

 

 

Figure 4.3 The Helmholtz free energy differences between the non-polarizable and polarizable 

ions (non-polarizable – polarizable) are shown in panels a) and b) for negative and positive ions, 

respectively. The corresponding polarization energies are shown in panels c) and d), 

respectively.  Ions with diameters of 3, 4, and 5Å are shown in black, red, and blue, respectively.  

The positions of the Gibbs free energy minima and maxima from Figure 4.1 are indicated with 

circles.  

 

The Helmholtz free energies are particularly illuminating here as they do not depend on the 

vapor density.  For all ionic sizes and charges, most of the change in the Helmholtz free energy 
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difference is contained in the smallest cluster sizes.  For cases where the non-polarizable ion has 

the higher barrier, the Helmholtz free energy difference has a peak at small cluster size, 

eventually decreasing, and mostly leveling off at larger size.   

This peak at small cluster size suggests that polarization stabilizes clusters near the Gibbs 

free energy minimum by a larger amount than clusters near the critical size.  This trend is similar 

to the one observed when comparing positive and negative Lennard-Jones ions of different sizes.  

In this case, the free energy minima are generally located at the same cluster size for the 

polarizable and non-polarizable ions (never more than +1) so differences in barrier height cannot 

arise due to differences in the location of the minimum.  Rather, the relatively small differences 

in barrier heights observed here are due to small, subtle effects that persist over a wider range 

cluster sizes, adding up to the observed differences in the barrier height. 

4.2.2 Effect of Supersaturation   

For all the ions considered here, but particularly for cases where the relative Helmholtz 

free energies show distinct features like those in the top panels of Figure 4.3, the relative Gibbs 

free energy barriers depend on the supersaturation.  The position of the Gibbs free energy 

minimum and the critical cluster size are marked on the Helmholtz free energy plots.  If the 

position of these points, particularly the minima, were shifted by changing the vapor density, the 

magnitude and sign of the barrier height difference could be altered.  With increasing 

supersaturation, the critical cluster size decreases and the Gibbs free energy minimum shifts to a 

larger cluster size.  However, as the bulk contribution to of the free energy (which contains the 

effects of supersaturation) is small at small cluster sizes, the critical cluster size is much more 

sensitive to this parameter.   
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At a very low supersaturation, the barriers could be significantly lower for the polarizable 

ions as the free energy minimum would be pushed back to a smaller cluster size than the peaks in 

Figure 4.3, where the polarization energy is small.  The critical cluster size would be 

significantly larger (beyond the sizes considered here), but this would have a fairly small effect 

on the relative free energy barriers as the incremental free energies (ΔAi-ΔAi-1) approach each 

other at large cluster size, as shown in Figure 4.4.  By a cluster size of 35-40 molecules, the 

incremental free energies for all the ions are essentially identical.   

 

 

Figure 4.4 The incremental free energies for the negative and positive ion clusters are plotted in 

panels a) and b), respectively. The non-polarizable and polarizable ions are shown as solid lines 

and circles, respectively.  Ions with diameters of 3, 4, and 5Å are shown in black, red, and blue, 

respectively.   

 

With increasing supersaturation, the free energy minimum would shift to larger cluster 

sizes, making the barriers for the non-polarizable ions lower relative to the polarizable ions near 

the simulation conditions considered here.  With any further increase in supersaturation, the 

barriers for the non-polarizable ions will now increase compared to the polarizable ions as the 

free energy minimum will move past the peaks in Figure 4.3 and the critical cluster size will 
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begin to decrease to clusters where the solvation is more asymmetric.  With further increase in 

supersaturation, the barrier will eventually vanish entirely for all the ions.    

The Helmholtz free energy differences are also plotted for the TIP4P and TIP5P water 

models in Figure 4.5. 

   

 

Figure 4.5 The Helmholtz free energy differences between the non-polarizable and polarizable 

ion clusters using TIP4P water are shown in panels a) and b) for negative and positive ions, 

respectively while the profiles obtained with TIP5P water are shown in panels c) and d), 

respectively.  Ions with diameters of 3, 4, and 5Å are shown in black, red, and blue, respectively. 

 

4.2.3 The Importance of Surface Solvation   

The origin of these features in the Helmholtz free energy differences clearly correlates 

with the polarization energies, which are plotted in the bottom panels of Figure 4.3.  For the 
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cases considered here, the polarization energy matches the shape of the Helmholtz free energy 

difference plot very closely.  The reason that some ions show large peaks and others do not is 

related to the different affinities of the ions for the cluster surface. 

The radial density profiles for the ions with respect to the center of mass of the water 

molecules are plotted in Figure 4.6.  In agreement with our studies for Lennard-Jones ions, larger 

ions have a greater tendency to lie on the surface than smaller ions, and for the same size ion, 

anions are more likely to be surface solvated than cations.  In addition, adding polarization 

moves all the ions toward the interface.   

 

 

Figure 4.6 The average densities of the ion as a function of distance from the center of mass of 

the 100 water molecules clusters for negative and positive ions are shown in panels a) and b), 

respectively.  The non-polarizable ions are shown as solid lines while the polarizable ions are 

shown as circles.  Ions with diameters of 3, 4, and 5Å are shown in black, red, and blue, 

respectively.  The density profile for the oxygen atom of water is shown as a green dashed line.  

This profile is purely intended as a guide to help locate the interface and was scaled to fit more 

conveniently on the plot. 

 

Polarizability has been found to play a crucial role in this effect,
268-271

 as also shown here.  

As polarizability increases with increasing ionic size, this could explain the greater preference of 

larger ions for the interface but more recent studies, as well as the present results, show that ionic 
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size alone can also serve as a sufficient driving force to move the ion to the interface due to the 

free energy penalty associated with forming a large cavity in the solvent.
273-274

  Results for Cl
-
 

have shown that if the sign of the charge is changed (giving an ion similar to Cs
+
), the ion moves 

to the cluster interior,
265

 in agreement with our finding that for the same size ion, anions show a 

greater preference for the interface.  However, our results indicate that cations show a similar 

trend to anions, moving to the cluster surface with increasing ionic size or with the addition of 

polarization, but that this behavior requires significantly larger ionic sizes for cations.  More 

significantly for our purposes, in all the cases where the Helmholtz free energy differences show 

a large peak, the ion has significant density on the cluster interior in Figure 4.6.   

This explains the large trough in the polarization energy for these ions.  For larger 

clusters the ion is symmetrically solvated and the polarization is small.  At smaller size the 

solvation is far from being symmetrical because there are not enough solvent molecules to form 

a full solvation shell.  This behavior is not observed for ions lying on the cluster surface. The ion 

is solvated asymmetrically at all cluster sizes and as more water is added, the asymmetry 

becomes larger resulting in similar or greater polarization for larger cluster sizes than small ones.   

To verify this explanation, the 3Å polarizable ion cluster systems are oriented such that 

the vector connecting the ion with the center of mass of the water molecules is along the z-axis 

with the ion at the origin.  The number of water molecules with a given z-coordinate is plotted in 

Figure 4.7, and representative snapshots of some important clusters are shown in Figure 4.8.
278

  

For the negative 3Å ion, the first 4-5 water molecules tend to form a loose ring structure 

with one hydrogen bond to the ion, and one to another water molecule.  This ring forms mostly 

on one side of the ion.  Starting with 5-6 water molecules, it starts to become favorable to add 
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water on the other side of the ion.  While there is some chance of the 5th and 6th water 

molecules being added on the same side as the other water molecules, in a second solvation shell, 

the probability of more symmetric solvation is significantly greater. 

 

 

Figure 4.7 The number of water molecules is plotted as a function of z-coordinate where the 

system is oriented such that the vector linking the ion with the center of mass of the water 

molecules is along the z-axis with the ion at the origin.  Polarizable negative and positive ions 

are shown in panels a) and b), respectively.  Clusters containing 2, 4, 5, and 6 water molecules 

are shown in black, red, blue, and green, respectively. 

 

For the positive 3Å ion, a maximum is seen in the Helmholtz free energy differences at 2 

water molecules, followed by a shoulder over range of 4-8 water molecules.  The first 2 water 

molecules both form oxygen-ion contacts on the same side of the ion but do not interact 

favorably with each other.  When two more water molecules are added, they orient more 

symmetrically about the ion, resulting in the increased number of water molecules in the 

negative z direction, as shown in panel b) of Figure 4.7.  This behavior is distinct from that 

observed for the negative ion because there are no water-water hydrogen bonds to hold the water 

molecules close together on one side.  This more symmetric solvation is why the peak in the 

Helmholtz free energy difference is located at smaller cluster size for the positive ions.  While 
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the fifth water molecule may be added to the first solvation shell, in general, additional water 

molecules beyond 4 are in a second solvation shell.  The shoulder in the 5-8 molecule range may 

correspond to the addition of an asymmetric second solvation shell. 

  

 

 

 

 

 

 

 

Figure 4.8 Snapshots of some important clusters containing polarizable ions are shown with the 

ion in cyan, oxygen in red, and hydrogen in white. 

 

4.2.4 The Effect of Increased Polarizability 

Our results indicate that the majority of the polarization effects are contained in the 

smallest clusters and because of this, polarization makes a fairly small contribution to the 

nucleation free energy barrier.  However, if the ion were more polarizable, the change in the 

barrier could be significant.  Considering the approximate way in which polarizabilities were 

assigned, we have assessed the impact of larger ionic polarizabilities by performing additional 

simulations with the TIP3P water model and the polarizability of all the ions increased by a 

factor of two. The Gibbs free energy profiles are plotted in Figure 4.9.  The trends remain 
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consistent, with the barrier height increasing for the 3 and 4Å ions and decreasing for the 5Å 

ions.  However, the magnitude of these effects is increased somewhat, raising the free energy 

barrier by up to about 1kBT for the smaller ions, and decreasing the barrier for the 5Å negative 

ion case by more than 5kBT.  With the exception of the largest negative ion, the change in the 

barrier height still represents a fairly small perturbation, but clearly some caution should be 

exercised when dealing with highly polarizable ions. 

 

 

Figure 4.9 Free energy profiles using TIP3P water are plotted for ionic polarizabilities twice as 

large as those used in Figure 4.1.  The panels, coloring and line styles are the same as in Figure 

4.1. 

 

4.3 Conclusions 

We have performed simulations of water nucleation in the presence of various polarizable 

and non-polarizable hard sphere ions.  These simulations have shown that the nucleation free 

energy barrier increases with ionic size and is lower for negative ions of the same size, in 

agreement with previous simulation results.  We have further shown that for non-polarizable 

ions, over the size range considered here, anions are more likely to be found on the surface than 
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cations.    Polarizable ions show a similar trend but for the 5Å ions both the anion and the cation 

exist almost exclusively at the interface for the cluster sizes considered here.   

We have also found that adding polarizability may significantly reduce the free energy 

but usually has a much smaller effect on the nucleation free energy barrier, and can actually 

cause the barrier height to increase.  Polarizable ions that tend to reside on the cluster interior are 

more polarized at small cluster size where the solvation is asymmetric than at large cluster size 

where the solvation is more uniform.  These changes in solvation behavior can produce 

unexpected results such as the higher barriers for polarizable ions.  These findings suggest that 

great care should be taken in comparing free energies from small cluster sizes when 

polarizability is taken into account as they may not accurately reflect the differences in barrier 

height.  This is particularly important when comparing ions with different affinities for the 

cluster surface.  These results also emphasize the importance of a molecular treatment of 

polarization effects in ion-induced nucleation.  Finally, although the structures predicted by the 

non-polarizable models are markedly different, the barrier heights yielded by such models are 

surprisingly close to those calculated using polarizable ionic models provided that the 

polarizability is not too large.  This is because much of the effect of adding ionic polarizability is 

contained in cluster sizes that do not contribute to the barrier. 
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Chapter 5 – The Enhancement of Water Nucleation by Ion Pairs 

 While there have been extensive studies of ion-induced nucleation, data about how ion 

pairs affect the nucleation process is somewhat scarce.  There have been a number of studies of 

ion pair forming species (acids, bases, salts, etc.) in small clusters.  However, the primary goal in 

most of these studies was to identify the cluster size at which the ion pair becomes stable and 

little information was provided about how the ion pair affects the thermodynamics of nucleation.  

Zidi et al. have performed a grand canonical ensemble Monte Carlo simulation that considered 

the equilibrium of water vapor with a salt molecule,
210

 but their simulations were limited to 

clusters near the most stable size and therefore, could not be used to calculate the free energy 

barrier. 

 It is quite likely that ion pairs are involved in the nucleation process because of the 

importance of sulfuric acid, which can transfer a proton to water even in fairly small clusters.  

Several of the proposed nucleation mechanisms suggest that ion pair formation could play a role.  

For example, ammonia has been found to enhance particle formation in the sulfuric acid-water 

system.  If ion pair formation is an important part of the nucleation mechanism, ammonia could 

potentially act a proton acceptor, stabilizing the ion pairs.  Anderson et al. have preformed ab 

initio molecular dynamics simulations to study how the inclusion of different bases or a second 

sulfuric acid molecule in the cluster could affect the proton transfer.
279

  Their data have indicated 

that the presence of ammonia (and other bases) influences the likelihood of a proton transfer 

event, which could be indicative of the role played by ammonia in enhancing nucleation.  

Furthermore, the addition of a second sulfuric acid molecule also enhances the proton transfer.  It 

has been suggested that critical clusters at atmospheric conditions contain 2 sulfuric acid 

molecules.
280

  If ion pairs are important in the nucleation process, this would provide a 
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convenient explanation.  However, in the absence of any information regarding the effect of ion 

pairs on nucleation, such conclusions are purely speculative.  A better understanding of how ion 

pairs can affect the nucleation process could be a big step towards clarifying the importance of 

different potential mechanisms, and provide further detail into the important factors involved. 

5.1 Simulation Details 

 Simulations were performed for 4 different hard sphere ion pairs consisting of both 

“small” ions with σ = 3Å, and “big” ions with σ = 5Å.  The sizes were chose because the small 

ions were located on the cluster interior based on the data in Chapter 4, while the larger ions 

were on the surface, allowing us to consider how the ionic size and the preference of the ions for 

the surface or interior of the cluster might influence the nucleation process for ion pairs.  The 

four ion pairs include a small anion with a small cation (SASC), a small anion with a big cation 

(SABC), a big anion with a small cation (BASC), and a big anion with a big cation (BABC).  

The TIP3P model was used for water.
256

 

 The ions were kept fixed at a given separation throughout each simulation.  For each ion 

pair, 65 simulations were performed, starting with the contact pair and increasing the separation 

by 0.25Å for each subsequent simulation, terminating at a separation 16Å longer than the 

separation for the contact pair.  This wide range of separations allows us to obtain a fairly 

complete set of data around the contact and solvent separated pairs, which are the most likely to 

be important, but also allows us to ensure that longer separations make no significant 

contribution.  As we have not explicitly considered them, it remains possible that very long 

separations make a contribution to the combined free energy profile, but as will be discussed 

below, the data indicate that this is highly unlikely.  The other simulation details are unchanged 

from the previous chapters. 
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5.2 Results and Discussion 

The combined free energy profiles for the four different ion pair cases are shown in 

Figure 5.1, along with the individual free energy profiles for the contact pairs, the longest 

separation considered for each pair, the infinitely separated pairs, and the individual ions making 

up each pair. 

   

 

Figure 5.1 Free energy profiles are shown for clusters containing the SASC, BABC, SABC, and 

BASC ion pairs in panels a), b), c), and d), respectively.  The combined profile for the ion pair is 

shown as a black line while profiles for the contact pairs, the longest separations considered 

(contact+16Å), and the infinitely separated pairs are shown as magenta crosses, cyan lines, and 

red lines respectively.  The single ion-induced nucleation free energy profiles for the anion and 

the cation making up each pair are shown as green and blue circles, respectively. 

  



67 
 

 The combined free energy profiles for the ion pair cases are very close to the profiles for 

the contact pairs, completely overlaying them in some cases.  The reason for this is that the 

contact pair is much more likely to be observed than any of the other separations.  This is shown 

in the potentials of mean force (PMF) plotted in Figure 5.2.  While all of the ion pair cases have 

a solvent separated minimum (or at least a shoulder) at longer separations, these are at least 4kBT 

less stable than the contact minimum, making a small contribution to the combined profile.  

Adding additional solvent molecules significantly stabilizes the longer ionic separations.  

However, any contribution to the combined free energy profile from the longest separations is 

extremely unlikely for these ions as they are 10-40 kBT higher in free energy in the gas phase. 

 

 

Figure 5.2 Potentials of mean force for the ion pairs at cluster size of 50 and 150 water 

molecules are shown in panels a) and b), respectively.  The SASC, BABC, SABC, and BASC 

cases are shown in black, red, blue, and green respectively. 

 

5.2.1 Ion-Water Potential Energies 

While the contact ion pair (and the combined profile) always leads to a higher free energy 

barrier than either of the constituent ions alone, the longest separation considered leads to a very 

small free energy barrier that is close to zero at the conditions simulated here.  The reason for 
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this shift can be understood by considering the ion-water potential energies, plotted in Figure 5.3 

as a function of the ionic separation, along with the ion-water potential energy for the infinitely 

separated ion pair and the constituent ions.  The results for the infinitely separated ion pair were 

obtained by performing a weighted average of the ion-water potential energies for the single ion 

cases.  This average is taken over all the possible distributions of water between the two ions for 

each cluster size, weighted by the probability to form the different single ion clusters making up 

the infinitely separated pair.  

  

 

Figure 5.3 The ion-water potential energies for clusters containing 150 water molecules are 

plotted as a function of the ionic separation.  The SASC, BABC, SABC, and BASC cases are 

shown in black, red, blue, and green respectively.  The SASC and BABC pairs (panel a) have 

been separated from the SABC and BASC pairs (panel b), to improve the clarity of the plot.  The 

ion-water potential energy for the infinitely separated pair is shown as a dashed line while the 

anion and the cation making up the pair are shown as dotted and dot-dashed lines, respectively. 

 

At short separations, the ion-water potential energies are less favorable than for the 

infinitely separated pair and even some of the single ion clusters.  When the ions are close 

together, few or no water molecules can fit between them, reducing the number of accessible 

positions for water to bind.  Furthermore, the presence of an oppositely charged ion nearby can 
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disrupt the hydrogen bonds that are formed with the other ion.  When the ionic separation 

increases, water molecules can fit in between the ions and the ion-water potential energy 

becomes more favorable for the ion pair than the single ions.  As the separation is increased 

further, lots of water molecules can fit in between the ions where they can be favorably oriented 

with respect to both ions.  Furthermore, any disruption of the ion-water interactions due to the 

presence of an oppositely charged ion is minimized when the separation becomes large.  This 

decreases (more negative) the ion-water potential energy below that of the infinitely separated 

ion pair, where no water molecules can interact with both ions.  

5.2.2 Water-Water Potential Energies 

Strong ion-water bonding tends to significantly perturb the solvation structure near the 

ion, increasing the water-water potential energies.  These are plotted in Figure 5.4. 

   

 

Figure 5.4 The water-water potential energy for clusters containing 150 molecules is plotted as a 

function of the ionic separation. The SASC, BABC, SABC, and BASC cases are shown in black, 

red, blue, and green respectively.  The water-water potential energy for the infinitely separated 

pair is shown as a dashed line while the anion and the cation making up the pair are shown as 

dotted and dot-dashed lines, respectively. 
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For the contact ion pair, the water-water interactions are similar, or even more favorable 

than they are for clusters containing single ions and for the infinitely separated pair.  The reasons 

for the trends in the water-water potential energy mirror the reasons for the trends in the ion-

water potential energy.  When the ions are close together, there is not as much room around the 

ions to form favorable contacts and the contacts that are made are disrupted by the presence of 

the other ion, allowing greater flexibility to form favorable water-water hydrogen bonds.  As the 

ionic separation increases, not only do both ions have a full complement of neighbors (which 

can’t hydrogen bond as favorably), but a large number of water molecules can fit in between the 

ions where the ions can act in concert to restrict the water structure.   

The water-water potential energies for the single ion cases are significantly more 

favorable than for the ion pairs at longer separation because there is only a single ion to disrupt 

the water structure.  Comparing the ion pair results to the infinitely separated pair is more 

difficult because the cluster has split completely in two and there are different numbers of water 

molecules in each cluster for the different ion pairs, which is likely the main factor influencing 

the water-water potential energy of the infinitely separated pairs. 

5.2.3 Total Potential Energies 

The total potential energies are plotted in Figure 5.5.  The potential energy for the ion 

pair clusters decreases with increasing ionic separation because the decrease in ion-water 

potential energy is sufficient to overcome the increase in water-water potential energy.  The ion-

water potential energy makes the largest contribution to the total difference in the potential 

energy, between ion pairs at different separations. While we have not explicitly calculated the 

entropic contributions here, they likely make the largest contribution to the free energy 

differences as well, based on our results for the single ions. 
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However, the ion-water potential energy contributions generally decay fairly quickly with 

cluster size as the water molecules are being added further and further from the ions.  Therefore, 

strictly speaking, they make little contribution to the difference in barrier heights between ion 

pairs with different separations.  For ion-induced nucleation, the ion-water interactions still play 

a crucial role in the height of the free energy barrier because of their importance in determining 

the cluster size of the free energy minimum.  This appears to be the case here as well, as the 

trends in the cluster size of the free energy minimum match well with the trends in the ion-water 

potential energies. 

 

 

Figure 5.5 The total potential energies for clusters containing 150 molecules are plotted as a 

function of the ionic separation.  The SASC, BABC, SABC, and BASC cases are shown in 

black, red, blue, and green respectively.  The potential energy for the infinitely separated pair is 

shown as a dashed line while the anion and the cation making up the pair are shown as dotted 

and dot-dashed lines, respectively. 

   

 When the ionic separation is small, the ion-water interactions are not so favorable and the 

free energy minimum is located at cluster size of less than 20 water molecules, leading to a 

higher free energy barrier.  As the ionic separation increases, the favorable ion-water interactions 
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increase dramatically.  This leads to free energy minima at cluster sizes over 50 molecules and 

extremely low barriers for widely separated ions.   

5.2.4 Incremental Ion-Water Potential Energies 

While the total ion-water potential energy seems to be closely related to the trend in the 

barrier heights with increasing ionic separation, it would appear that this is insufficient to explain 

the differences between the single ion cases and the ion pairs.  The ion-water and total potential 

energies in Figure 5.3 are higher for the contact pairs than for any other separation but they are 

actually nearly equal to or even lower than the ion-water potential energies for some of the single 

ion cases.  Even so, the barrier heights are significantly higher for the ion pair cases.  There are 

two reasons for this.  First of all, the location of the Gibbs free energy minimum does not depend 

on the total ion-water potential energy, but rather the contribution of the ion-water potential 

energy to the incremental free energies at cluster sizes around the free energy minimum.  To put 

it another way, the rate at which the ion-water potential energy decays to zero with increasing 

cluster size is the main factor controlling the location of the Gibbs free energy minimum.  It is 

fairly likely that the ion-water potential energies will approach zero more quickly when the total 

ion-water potential energy is smaller, but as was observed when comparing the barrier heights 

for positive and negative Lennard-Jones ions of different sizes, this is not always the case. 

 The incremental ion-water potential energies plotted in Figure 5.6.  At small cluster size, 

the incremental ion-water potential energy is more favorable for some of the ion pairs.  Even 

though water molecules can’t fit directly in between the ions, the first few water molecules can 

still interact reasonably well with both ions, and these cluster sizes can make a large contribution 

to the total ion-water potential energy.  However, as the cluster size increases, the factors 



73 
 

discussed above lead to less favorable ion-water potential energies for all the ion pairs, and these 

decay to near zero more quickly than the ion-water potential energies for the single ions. 

 Furthermore, as the cluster size increases beyond the free energy minimum, water is 

added further from the ion and at these separations, the ion pair can be reasonably approximated 

as a point dipole and hydrogen bonding is no longer important.  The interactions between water 

and the ion at these separations can be reasonably described as dipole-dipole.  As these 

interactions decay more rapidly than the ion-dipole interactions that are important at large cluster 

sizes in ion-induced nucleation, the incremental ion-water potential energies continue to be 

slightly different even at large cluster sizes.  These differences, added up over the entire range of 

cluster sizes contributing to the barrier, can lead to significant differences in the barrier heights 

for single ions and ion pairs.  When the ion pair is widely separated, the approximation that the 

ion pair can be treated as a dipole is likely to be poor.  At these separations the pair behaves 

more like to separate ions, which may play a significant role in the lower heights for those cases. 

 

 

Figure 5.6 The incremental ion-water potential energies (Ei
ion-water 

- Ei-1
ion-water

) are plotted as a 

function of the cluster size.  The SASC, BABC, SABC, and BASC cases are shown in black, red, 

blue, and green respectively.  The incremental potential energies for the the anion and the cation 

making up the pair are shown as dotted and dot-dashed lines, respectively. 
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This can be observed in several of the free energy profiles in Figure 1.  For example, for 

the BABC ion pair, the free energy minima for both of the single ions making up the pair are at 

smaller cluster size than the minimum for the pair.  However, the barrier heights are still 

significantly lower for the single ions.  Therefore, while the location of the free energy minimum 

is a major factor in the differences in barrier height between ions of different sizes and charges, 

as well for different ion pairs, it is less important when comparing single ions to ion pairs, as the 

long range interactions are different for these two cases and seem to be the most important factor 

leading to lower barrier heights for the single ions. 

5.2.5 The Importance of Surface Solvation 

A closer examination of the free energy profiles in Figure 1 reveals an interesting feature.  

All of the ion pair free energy profiles for the SASC pair closely resemble those of the SABC 

pair.  On the other hand, the BABC and BASC pairs also match closely.  This suggests that for 

the ions considered here, the anion is the main controlling factor in the barrier height.  This 

seems to be caused by the preferences of the different ion pairs for the cluster surface.   

 Radial density profiles have been calculated showing the density of the center of mass for 

the ion pair as a function of its distance from the center of mass for the water cluster and are 

plotted in Figure 5.7. When the ionic separation is large or the cluster size small, this analysis 

may be insufficient to distinguish between surface and interior states as the vast majority of the 

water molecules will be in between the two ions.  However, as the most important configuration 

is the contact pair, for sufficiently large cluster sizes, these plots should be adequate to determine 

whether the ion pairs are on the interior or surface of the cluster. 

For both of the ion pairs involving larger negative ions, the ion pair has some probability 

to be on the cluster surface.  For the ion pairs containing the smaller anion, interior structures are 
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preferable.  Larger anions generally show a considerably stronger preference for the interface 

than similarly sized cations, based on our results for single ions.  Therefore, for the ion pairs 

considered here, the strong tendency for the anion to be on the interface is sufficient to pull the 

small cation to the surface as well.  On the contrary, while the large cation also prefers the 

interface in single ion clusters, this preference is weaker and insufficient to move the small anion 

to the interface.  There is a slight shift towards the center of the cluster when the ionic separation 

is increased, but the two ion pairs containing large anions still have some density on the surface, 

while the ion pairs containing small anions are almost exclusively on the interior.   

 

 

Figure 5.7 The radial density profile for the center of mass of the ion pair with respect to the 

center of mass of the water molecules for clusters containing 150 water molecules are shown for 

the contact ion pairs and the ion pairs separated by an additional 4Å in panels a) and b) 

respectively.  The SASC, BABC, SABC, and BASC cases are shown in black, red, blue, and 

green respectively.  The profile for the oxygen atom of water is shown as a cyan dot-dashed line.  

This profile is purely intended as a guide to help locate the interface and is scaled to fit more 

conveniently on the plot. 

   

The incremental Helmholtz free energies for the ion pairs are plotted in Figure 5.8.  

These plots show a fairly clear distinction between the interior and surface solvated ion pairs as 

well. The incremental free energies for all the ion pairs are essentially equal beyond a cluster size 
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of 50 water molecules.  However, the free energies for ion pair clusters containing either a large 

or small anion are quite similar for clusters 10 molecules or larger and essentially overlap for 

clusters larger than 30 molecules.  This is likely a product of their similar preferences for the 

interface.  By the time the cluster size reaches about 10 molecules, the formation of a first 

solvation shell around both ions is complete.  Subsequent water molecules will be added further 

from the ions and the interactions are significantly weaker.  However, both the interactions with 

the ion from beyond the first shell, and disruptions of the water structure by the ions can lead to 

different free energies for the surface and interior cases up until a cluster size of about 50.  These 

subtle differences over an intermediate cluster size range result in free energy minima at different 

cluster sizes and different free energy barriers for the surface and interior ion pairs.  

     

 

Figure 5.8 The incremental free energies (ΔAi-ΔAi-1) for clusters containing a contact ion pair 

and an ion pair separated by the contact minimum+4Å are shown in panels a) and b) 

respectively.  The SASC, BABC, SABC, and BASC cases are shown in black, red, blue, and 

green respectively.   

 

5.2.6 Implications for Atmospheric Nucleation 

Despite the higher barriers for ion pair-induced nucleation compared to ion-induced 

nucleation, the former could potentially make a large contribution to nucleation in the 
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atmosphere.  With ionization rates less than 10 ion pairs/cm
3
s, and ion-ion recombination 

limiting the lifetime of isolated ions in the atmosphere, ion concentrations are fairly low, 

generally less than 100 ions/cm
3
.
281-282

  On the other hand, any salt or acid molecule in the 

atmosphere can be a potential ion pair source.  Typical sulfuric acid concentrations are on the 

order of 10
6
 molecules/cm

3
.
33,283

 

As sulfuric acid can potentially deprotonate in small clusters, it seems likely that most of 

the sulfuric acid containing clusters nucleating in the atmosphere contain at least one ion pair.  

Furthermore, our results indicate that once the ion pair is formed, the free energy profile exhibits 

a stable minimum at cluster sizes greater than 10 molecules for the conditions considered here.  

At these cluster sizes, the ion pair should be fairly stable.  If the behavior observed for our simple 

model ions is characteristic of the behavior in sulfuric acid/water clusters, this implies that once a 

sulfuric acid molecule deprotonates, it may form a relatively large, stable ion pair cluster.  

Simulations are currently being performed to probe these effects in the sulfuric acid/water 

system. 

5.3 Conclusion 

We have performed AVUS-HR simulations of water nucleation enhanced by the presence 

of ion pairs.  The ion pairs lead to free energy profiles with a minimum at small cluster size as is 

observed for ion-induced nucleation.  However, for all the cases considered here, the free energy 

barrier is higher for the ion pairs than for either of their constituent ions.  The reason for this is 

that the contact pair almost completely dominates the free energy profile.  For the contact pair, 

the ion-water interactions are relatively weak because the oppositely charged ions occupy space 

around each ion that cannot be used to bind solvent and can interfere with the ion-water contacts 
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that are formed.  This causes the ion-water interactions to die off fairly quickly with increasing 

cluster size, leading to a relatively high barrier.   

 On the other hand, when the ions are widely separated, the barrier height is significantly 

lower.  As is the case for ion-induced nucleation, the location of the Gibbs free energy minimum 

seems to be an important controlling factor.  This depends very strongly on the strength of the 

ion-water interactions near the free energy minimum, which are more much favorable for the 

widely separated ions, leading to lower barriers.  The results indicate that while none of the ions 

here were sufficiently stable beyond the contact pair to make a significant contribution to the 

combined free energy profile, ion pairs that form very stable solvent separated pairs could lead to 

low free energy barriers.  Similarly, any other factors that stabilize solvent separated pairs could 

lead to favorable conditions for nucleation.  This is of some interest for sulfuric acid/water 

nucleation.  Several authors have developed empirical models and used them to study clusters 

containing those hydronium and bisulfate ion pairs.
284-286

  Based on the results of those 

simulations, there may be a very small (less than 10%) chance to observe the contact pair.
286

 

 Finally, we found that the size of the anion had a stronger effect on the free energy 

barriers than the size of the cation.  The reason for this seems to be the greater role played by the 

anion in determining the preference of the ion pair for the surface or interior of the cluster.  

Large anions are sufficiently attracted to the cluster interface to move the ion pair to the surface 

even with a small cation.  On the other hand, as the large cation is less likely to be on the 

interface, the ion pair with the small anion prefers the cluster interior.   

 These data can provide some insights into the physics of nucleation in the presence of ion 

pairs.  However, a complete picture of how ion pairs are involved in real systems will require an 
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accurate treatment of proton transfer so that the relative contributions of the neutral and proton 

transferred forms can be assessed.  Studies of these behaviors could be extremely useful in 

clarifying the importance of different atmospheric nucleation mechanisms. 
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Chapter 6 – Summary and Conclusions 

 We have performed computer simulations of ion-induced nucleation for a wide variety of 

ions.  Furthermore, we have extended our simulation approach to efficiently calculate the free 

energy profile for nucleation in the presence of ions pairs.  These simulations have allowed us to 

draw a number of conclusions about ion-induced (and ion pair-induced) nucleation. 

 The unique shape of the ion-induced nucleation free energy profile is of key importance.  

Even the earliest theoretical treatments of ion-induced nucleation predict a local Gibbs free 

energy minimum at small cluster size.
138-139

  The fact that the free energy barrier for ion-induced 

nucleation is computed as the difference between this Gibbs free energy minimum and maximum 

makes it difficult to predict how subtle changes in the ionic properties affect the barrier height, 

and consequently, the nucleation rate.  The trends observed in the free energies from small 

cluster sizes may vary distinctly from trends in the barrier height. 

 The sign preference in ion-induced nucleation is an excellent example.  Stronger ion-

water interactions for the negative ions lead to a free energy minimum at larger cluster size.  The 

location of this Gibbs free energy minimum is governed by the balance between the ion-water 

interactions and the surface free energy, with a smaller contribution from the bulk free energy.  

Therefore, the location of the Gibbs free energy minimum is fairly sensitive to the nature of the 

ion.  For conditions where the nucleation free energy barrier does not vanish, the critical cluster 

is usually at a much larger size than the Gibbs free energy minimum.  At these cluster sizes, the 

contribution from the ion-solvent interactions is small and the critical cluster size is largely 

governed by the surface and bulk contributions, which are less sensitive to the ionic properties.   
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Therefore, the location of the Gibbs free energy minimum is of paramount importance as 

it is the most important factor in determining the range of cluster sizes between the free energy 

minimum and maximum.  The smaller decrease in entropy for the negative ions between the 

Gibbs free energy minimum and maximum is the only contribution favoring lower barriers for 

negative ions.  However, the reason for this is that the stronger ion-water interactions dominate 

the surface free energy over a wider range of cluster size, leading to a Gibbs free energy 

minimum at larger size. 

A similar behavior is observed when comparing positive and negative ions of different 

sizes.  Initially, water can approach the small cations much more closely than the larger anions.  

This leads to incremental free energies that are much lower for the positive ions.  However, as 

the cluster size increases slightly, provided that the anion is located on the cluster interior, the 

larger anions contain more water molecules in the first (and subsequent) solvation shells.  These 

extra first shell molecules are sufficient to compensate for the smaller size of the cation and the 

incremental free energies become more favorable for the anions.  As the location of the Gibbs 

free energy minimum in mostly determined by the relative contributions of the ion-water 

interactions and the surface free energy to the incremental free energies (rather than the total free 

energies), the free energy minimum is located at a larger size for the negative ions because the 

ion-water interactions are significant over a wider range of cluster sizes due to the extra water 

molecules close to the ion. 

 An additional factor in the lower free energy barriers for large anions compared to 

smaller cations is the gradually decreasing free energy difference with increasing cluster size.  In 

the previous discussion the subtle changes in stability between the Gibbs free energy minimum 

and maximum were of relatively small importance compared to the location of the Gibbs free 
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energy minimum.  This is a case where the differences between the incremental free energies 

display a constant, small trend over a fairly wide range of cluster sizes, which can be enough to 

significantly impact the total barriers.  In this case, the addition of more solvent molecules 

around larger anions gradually leads to more favorable free energies for the anions. 

 The comparison of non-polarizable and polarizable ions is another case where a small, 

consistent trend in the incremental free energies can lead to unexpected behavior in the barrier 

heights.  The free energy minima were generally located at the same cluster size for the 

polarizable and non-polarizable ions, so this was not a factor in the difference in barrier height.  

When polarization is factored into the simulations, the potential energy of all the clusters 

decreases but the free energy barrier sometimes increases.  This is because the solvation 

gradually becomes more symmetric with increasing cluster size for interior solvated ions.  The 

polarization energy still makes a favorable contribution to the free energy for all cluster sizes.  

However, this favorable contribution gradually, continuously decreases as the cluster size 

increases, lowering the free energy maximum by less than the minimum, and raising the barrier.  

When the ion is on the surface, the polarization gradually increases with increasing cluster size.  

These small, combined differences in the incremental free energies can add up to significant 

differences in the barrier height in these cases.   

 While the free energy minima were generally located at essentially the same cluster size 

for non-polarizable and polarizable ions, the cluster size at which both free energy minima 

occurs can still play a role in the relative barrier heights.  While the location of the Gibbs free 

energy minimum is not extremely sensitive to the vapor density, because the polarization energy 

can be sharply peaked at small cluster size, a small change in the cluster size of the minimum 

could produce a noticeable change in the effect of polarization on the free energy barrier.  
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 In order to expand our investigation of ion-induced nucleation to include clusters 

containing an ion pair, we have applied an approach similar to the one used previously to 

calculate PMFs for ion pairs in water clusters to calculate the nucleation free energy profile for 

ion-induced nucleation using multiple simulations instead of one.  This approach insures the 

complete sampling of the ionic separation and can provide useful insights into the process.  We 

have found that the contact pair makes a dominant contribution to the free energy profile for all 

the ion pairs considered here.  For the contact pair, the ion-water interactions are reduced 

somewhat because potential binding positions around each ion are either inaccessible or less 

favorable due to the presence of the other ion.  This leads a free energy barrier that is higher than 

the barrier to for more widely separated pairs.  As the ionic separation increases, water molecules 

are able to interact quite favorably with both ions, leading to very favorable ion-water 

interactions.  This is another case where the location of the Gibbs free energy minimum is 

important.   

As was seen for the single ion-induced nucleation studies, one of the biggest factors 

controlling the barrier height is the strength of the ion-water interactions and how quickly they 

decay with increasing cluster size.  Even though the total ion-water potential energy is similar to, 

or even lower for the contact ion pair than for some of the single ions, it decays more rapidly 

with increasing cluster size for the ion pairs.  This occurs both because of the limited number of 

favorable binding positions around the ion, but also because the long range interactions between 

water and the ion pair decay more rapidly than the interactions between water and a single ion.  

In some cases this leads to minima at smaller sizes for the ion pairs, but the differences in long 

range behavior are the most important in this case, leading to significantly lower barriers for the 

single ions even when the free energy minima are at similar or larger sizes for those ions. 
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 The combined results of these studies have provided a fairly unified picture of water 

nucleation in the presence of both single ions and pairs.  The location of the Gibbs free energy 

minimum is a crucial factor controlling the free energy barrier.  In general, the cluster size at 

which the free energy minimum is located is strongly related to the strength of the ion-water 

interactions, and the rate at which they decay to zero.  However, the free energy minimum is not 

the only important factor.  Small differences between two different ionic clusters that persist over 

a wide range of cluster sizes can add up to significant differences in the barrier heights. 

 The results for the ion pairs could have some important implications for the interpretation 

of atmospheric nucleation events.  Our results indicate that if an ion pair is formed in a small 

water cluster, a small, stable, neutral cluster containing an ion pair and more than 10 water 

molecules can be formed as the ion pair is likely to be stable in a cluster of that size.  From this 

stable cluster, the nucleation free energy barrier is still significantly lowered compared to pure 

water.  This could allow ion pairs to play a key role in atmospheric nucleation. 

 Despite the fact that our results show that nucleation on single ions is more efficient than 

nucleation enhancement by ion pairs, ion pair-induced nucleation could potentially make a larger 

contribution to aerosol formation than ion-induced nucleation.  The concentration of acid and salt 

molecules in the atmosphere at any time is orders of magnitude higher than the concentration of 

ions.  The ion-induced nucleation mechanism is also hampered by loss due to ion-ion 

recombination (creating an ion pair cluster).  Finally, while our results here indicate that the 

contact pair makes a dominant contribution to the free energy profile, there may be different ions 

where longer separations make a greater contribution, decreasing the free energy barrier.  

Ultimately, a quantitative calculation of the relative importance of nucleation on single ions and 

ion pairs requires an accurate treatment of the ionization process and any potential equilibrium 



85 
 

between the neutral and ion pair forms of the solute.  However, such simulations could be 

extremely valuable in identifying the important particle formation mechanisms in the 

atmosphere.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



86 
 

References 

(1)     Wilson, C. T. R. Proceedings of the Royal Society of London 1896, 59, 388. 

 

(2)     Wilson, C. T. R. Philosophical Transactions of the Royal Society. Series A. Containing 

Papers of a Mathematical and Physical Character 1899, 192, 403. 

 

(3)     Wilson, C. T. R. Philosophical Transactions of the Royal Society of London. Series A. 

Containing Papers of a Mathematical and Physical Character 1897, 189, 265. 

 

(4)     Wilson, C. T. R. Proceedings of the Royal Society of London Series A. Containing Papers 

of a Mathematical and Physical Character 1911, 85, 285. 

 

(5)     Wilson, C. T. R. Proceedings of the Royal Society of London. Series A. Containing Papers 

of a Mathematical and Physical Character 1912, 87, 277. 

 

(6)     Harrison, R. G. Atmospheric Environment 1997, 31, 3483. 

 

(7)     Edsall, J. T.; McKenzie, H. A. Adv.Biophys. 1983, 16, 53. 

 

(8)     Levy, Y.; Onuchic, J. N. Annual Review of Biophysics and Biomolecular Structure 2006, 

35, 389. 

 

(9)     Ferguson, A.; Liu, Z. R.; Chan, H. S. J. Mol. Biol. 2009, 389, 619. 

 

(10)   Leikin, S.; Rau, D. C.; Parsegian, V. A. Phys. Rev. A 1991, 44, 5272. 

 

(11)   Bloomfield, V. A. Biopolymers 1997, 44, 269. 

 

(12)   Faerman, C. H.; Karplus, P. A. Proteins 1995, 23, 1. 

 

(13)   Rejto, P. A.; Verkhivker, G. M. Proteins 1997, 28, 313. 

 

(14)   Villacanas, O.; Madurga, S.; Giralt, E.; Belda, I. Current Computer-Aided Drug Design 

2009, 5, 145. 

 

(15)   Kane, D.; El-Shall, M. S. Chemical Physics Letters 1996, 259, 482. 

 

(16)   Donald, W. A.; Leib, R. D.; O'Brien, J. T.; Holm, A. I. S.; Williams, E. R. Proc. Natl. 

Acad. Sci. U. S. A. 2008, 105, 18102. 

 

(17)   Leib, R. D.; Donald, W. A.; Bush, M. F.; O'Brien, J. T.; Williams, E. R. Journal of the 

American Chemical Society 2007, 129, 4894. 

 

(18)   Nakaso, K.; Han, B.; Ahn, K. H.; Choi, M.; Okuyama, K. Journal of Aerosol Science 2003, 

34, 869. 



87 
 

 

(19)   Kim, D.; Ramanathan, V. Journal of Geophysical Research-Atmospheres 2008, 113,  

D02203. 

 

(20)   Ramanathan, V.; Crutzen, P. J.; Kiehl, J. T.; Rosenfeld, D. Science 2001, 294, 2119. 

 

(21)   Lohmann, U.; Feichter, J. Atmospheric Chemistry and Physics 2005, 5, 715. 

 

(22)   Satheesh, S. K.; Moorthy, K. K. Atmospheric Environment 2005, 39, 2089. 

 

(23)   Laaksonen, A.; Hamed, A.; Joutsensaari, J.; Hiltunen, L.; Cavalli, F.; Junkermann, W.; 

Asmi, A.; Fuzzi, S.; Facchini, M. C. Geophysical Research Letters 2005, 32, L06812. 

 

(24)   Yu, H.; Kaufman, Y. J.; Chin, M.; Feingold, G.; Remer, L. A.; Anderson, T. L.; Balkanski, 

Y.; Bellouin, N.; Boucher, O.; Christopher, S.; DeCola, P.; Kahn, R.; Koch, D.; Loeb, N.; 

Reddy, M. S.; Schulz, M.; Takemura, T.; Zhou, M. Atmospheric Chemistry and Physics 

2006, 6, 613. 

 

(25)   Andreae, M. O.; Crutzen, P. J. Science 1997, 276, 1052. 

 

(26)   Jacob, D. J. Atmospheric Environment 2000, 34, 2131. 

 

(27)   Dockery, D. W.; Pope, C. A. Annual Review of Public Health 1994, 15, 107. 

 

(28)   Pope, C. A.; Burnett, R. T.; Thun, M. J.; Calle, E. E.; Krewski, D.; Ito, K.; Thurston, G. D. 

JAMA-Journal of the American Medical Association 2002, 287, 1132. 

 

(29)   Brock, C. A.; Hamill, P.; Wilson, J. C.; Jonsson, H. H.; Chan, K. R. Science 1995, 270, 

1650. 

 

(30)   Zhang, Q.; Stanier, C. O.; Canagaratna, M. R.; Jayne, J. T.; Worsnop, D. R.; Pandis, S. N.; 

Jimenez, J. L. Environmental Science & Technology 2004, 38, 4797. 

 

(31)   Wehner, B.; Petäjä, T.; Boy, M.; Engler, C.; Birmili, W.; Tuch, T.; Wiedensohler, A.; 

Kulmala, M. Geophysical Research Letters 2005, 32, L17810. 

 

(32)   Riipinen, I.; Sihto, S. L.; Kulmala, M.; Arnold, F.; Dal Maso, M.; Birmili, W.; Saarnio, K.; 

Teinila, K.; Kerminen, V. M.; Laaksonen, A.; Lehtinen, K. E. J. Atmospheric Chemistry 

and Physics 2007, 7, 1899. 

 

(33)   Fiedler, V.; Dal Maso, M.; Boy, M.; Aufmhoff, H.; Hoffmann, J.; Schuck, T.; Birmili, W.; 

Hanke, M.; Uecker, J.; Arnold, F.; Kulmala, M. Atmospheric Chemistry and Physics 

2005, 5, 1773. 

(34)   Sihto, S. L.; Kulmala, M.; Kerminen, V. M.; Dal Maso, M.; Petäjä, T.; Riipinen, I.; 

Korhonen, H.; Arnold, F.; Janson, R.; Boy, M.; Laaksonen, A.; Lehtinen, K. E. J. 

Atmospheric Chemistry and Physics 2006, 6, 4079. 



88 
 

 

(35)   Doyle, G. J. Journal of Chemical Physics 1961, 35, 795. 

 

(36)   Yu, F. Journal of Chemical Physics 2005, 122, 074501. 

 

(37)   Yu, F. Journal of Chemical Physics 2007, 127, 054301. 

 

(38)   Bein, K. J.; Wexler, A. S. Journal of Chemical Physics 2007, 127, 124316. 

 

(39)   Noppel, M. Atmospheric Research 2003, 65, 285. 

  

(40)   Noppel, M.; Vehkamäki, H.; Kulmala, M. Journal of Chemical Physics 2002, 116, 218. 

 

(41)   Sorokin, A.; Vancassel, X.; Mirabel, P. Journal of Chemical Physics 2005, 123, 244508. 

 

(42)   He, F.; Hopke, P. K. Aerosol Science and Technology 1995, 23, 411. 

 

(43)   Reiss, H.; Margolese, D. I.; Schelling, F. J. Journal of Colloid and Interface Science 1976, 

56, 511. 

 

(44)   Wyslouzil, B. E.; Seinfeld, J. H.; Flagan, R. C.; Okuyama, K. Journal of Chemical Physics 

1991, 94, 6842. 

 

(45)   Berndt, T.; Böge, O.; Stratmann, F. Geophysical Research Letters 2006, 33. 

 

(46)   Berndt, T.; Böge, O.; Stratmann, F.; Heintzenberg, J.; Kulmala, M. Science 2005, 307, 

698. 

 

(47)   Benson, D. R.; Young, L. H.; Kameel, F. R.; Lee, S. H. Geophysical Research Letters 

2008, 35, L11801. 

 

(48)   Weber, R. J.; Marti, J. J.; McMurry, P. H.; Eisele, F. L.; Tanner, D. J.; Jefferson, A. 

Chemical Engineering Communications 1996, 151, 53. 

 

(49)   Weber, R. J.; McMurry, P. H.; Mauldin, R. L.; Tanner, D. J.; Eisele, F. L.; Clarke, A. D.; 

Kapustin, V. N. Geophysical Research Letters 1999, 26, 307. 

 

(50)   Merikanto, J.; Napari, I.; Vehkamäki, H.; Anttila, T.; Kulmala, M. Journal of Geophysical 

Research-Atmospheres 2007, 112, D15207. 

 

(51)   Kurtén, T.; Torpo, L.; Ding, C. G.; Vehkamäki, H.; Sundberg, M. R.; Laasonen, K.; 

Kulmala, M. Journal of Geophysical Research-Atmospheres 2007, 112, D04210. 

(52)   Kurtén, T.; Torpo, L.; Sundberg, M. R.; Kerminen, V. M.; Vehkamäki, H.; Kulmala, M. 

Atmospheric Chemistry and Physics 2007, 7, 2765. 

 



89 
 

(53)   Ortega, I. K.; Kurtén, T.; Vehkamäki, H.; Kulmala, M. Atmospheric Chemistry and 

Physics 2008, 8, 2859. 

 

(54)   Torpo, L.; Kurtén, T.; Vehkamäki, H.; Laasonen, K.; Sundberg, M. R.; Kulmala, M. 

Journal of Physical Chemistry A 2007, 111, 10671. 

 

(55)   Nadykto, A. B.; Yu, F.; Herb, J. International Journal of Molecular Sciences 2008, 9, 

2184. 

 

(56)   Anttila, T.; Vehkamäki, H.; Napari, I.; Kulmala, M. Boreal Environment Research 2005, 

10, 511. 

 

(57)   Lazaridis, M. Atmospheric Environment 2001, 35, 599. 

 

(58)   Nadykto, A. B.; Yu, F. Chemical Physics Letters 2007, 435, 14. 

 

(59)   Zhang, R.; Suh, I.; Zhao, J.; Zhang, D.; Fortner, E. C.; Tie, X.; Molina, L. T.; Molina, M. J. 

Science 2004, 304, 1487. 

 

(60)   Zhao, J.; Khalizov, A.; Zhang, R.; McGraw, R. Journal of Physical Chemistry A 2009, 

113, 680. 

 

(61)   Kulmala, M.; Lehtinen, K. E. J.; Laaksonen, A. Atmospheric Chemistry and Physics 2006, 

6, 787. 

 

(62)   Turco, R. P.; Zhao, J.; Yu, F. Geophysical Research Letters 1998, 25, 635. 

 

(63)   Yu, F.; Turco, R. Atmospheric Chemistry and Physics 2008, 8, 6085. 

 

(64)   Yu, F.; Turco, R. P. Geophysical Research Letters 2000, 27, 883. 

 

(65)   Yu, F.; Turco, R. P. Journal of Geophysical Research-Atmospheres 2001, 106, 4797. 

 

(66)   Yu, F.; Wang, Z.; Luo, G.; Turco, R. Atmospheric Chemistry and Physics 2008, 8, 2537. 

 

(67)   Arnold, F. Nature 1980, 284, 610. 

 

(68)   Arnold, F. Nature 1982, 299, 134. 

 

(69)   Curtius, J.; Lovejoy, E. R.; Froyd, K. D. Space Science Reviews 2006, 125, 159. 

 

(70)   Laakso, L.; Petäjä, T.; Lehtinen, K. E. J.; Kulmala, M.; Paatero, J.; Hõrrak, U.; Tammet, 

H.; Joutsensaari, J. Atmospheric Chemistry and Physics 2004, 4, 1933. 

(71)   Hirsikko, A.; Paatero, J.; Hatakka, J.; Kulmala, M. Boreal Environment Research 2007, 

12, 265. 

 



90 
 

(72)   Hirsikko, A.; Bergman, T.; Laakso, L.; Dal Maso, M.; Riipinen, I.; Hõrrak, U.; Kulmala, 

M. Atmospheric Chemistry and Physics 2007, 7, 201. 

 

(73)   Vana, M.; Tamm, E.; Hõrrak, U.; Mirme, A.; Tammet, H.; Laakso, L.; Aalto, P. P.; 

Kulmala, M. Atmospheric Research 2006, 82, 536. 

 

(74)   Tiitta, P.; Miettinen, P.; Vaattovaara, P.; Laaksonen, A.; Joutsensaari, J.; Hirsikko, A.; 

Aalto, P.; Kulmala, M. Boreal Environment Research 2007, 12, 311. 

 

(75)   Vartiainen, E.; Kulmala, M.; Ehn, M.; Hirsikko, A.; Junninen, H.; Petäjä, T.; Sogacheva, 

L.; Kuokka, S.; Hillamo, R.; Skorokhod, A.; Belikov, I.; Elansky, N.; Kerminen, V. M. 

Boreal Environment Research 2007, 12, 375. 

 

(76)   Hirsikko, A.; Yli-Juuti, T.; Nieminen, T.; Vartiainen, E.; Laakso, L.; Hussein, T.; Kulmala, 

M. Boreal Environment Research 2007, 12, 295. 

 

(77)   Arnold, F.; Stilp, T.; Busen, R.; Schumann, U. Atmospheric Environment 1998, 32, 3073. 

 

(78)   Eichkorn, S.; Wohlfrom, K. H.; Arnold, F.; Busen, R. Atmospheric Environment 2002, 36, 

1821. 

 

(79)   Kiendler, A.; Aberle, S.; Arnold, F. Atmospheric Environment 2000, 34, 2623. 

 

(80)   Kiendler, A.; Arnold, F. Atmospheric Environment 2002, 36, 1757. 

 

(81)   Marsh, N.; Svensmark, H. Space Science Reviews 2000, 94, 215. 

 

(82)   Svensmark, H.; Friis-Christensen, E. Journal of Atmospheric and Solar-Terrestrial Physics 

1997, 59, 1225. 

 

(83)   Harrison, R. G. Space Science Reviews 2000, 94, 381. 

 

(84)   Harrison, R. G.; Aplin, K. L. Journal of Atmospheric and Solar-Terrestrial Physics 2001, 

63, 1811. 

 

(85)   Kazil, J.; Lovejoy, E. R.; Barth, M. C.; O'Brien, K. Atmospheric Chemistry and Physics 

2006, 6, 4905. 

 

(86)   Kazil, J.; Harrison, R. G.; Lovejoy, E. R. Space Science Reviews 2008, 137, 241. 

 

(87)   Arnold, F. Space Science Reviews 2006, 125, 169. 

 

(88)   Kristjánsson, J. E.; Kristiansen, J.; Kaas, E. Advances in Space Research 2004, 34, 407. 

(89)   Kulmala, M.; Laakso, L.; Lehtinen, K. E. J.; Riipinen, I.; Dal Maso, M.; Anttila, T.; 

Kerminen, V. M.; Hõrrak, U.; Vana, M.; Tammet, H. Atmospheric Chemistry and 

Physics 2004, 4, 2553. 



91 
 

 

(90)   Kulmala, M.; Lehtinen, K. E. J.; Laakso, L.; Mordas, G.; Hämeri, K. Boreal Environment 

Research 2005, 10, 79. 

 

(91)   Laakso, L.; Gagné, S.; Petäjä, T.; Hirsikko, A.; Aalto, P. P.; Kulmala, M.; Kerminen, V. 

M. Atmospheric Chemistry and Physics 2007, 7, 1333. 

 

(92)   Iida, K.; Stolzenburg, M.; McMurry, P.; Dunn, M. J.; Smith, J. N.; Eisele, F.; Keady, P. 

Journal of Geophysical Research-Atmospheres 2006, 111, D23201. 

 

(93)   Wilson, C. T. R. Philosophical Transactions of the Royal Society of London. Series A. 

Containing Papers of a Mathematical or Physical Character 1900, 193, 289. 

 

(94)   Laby, T. H. Philos. Trans. R. Soc. Lond. A-Contain. Pap. Math. Phys. Character 1908, 

208, 445. 

 

(95)   Beckman, J. W.; Loeb, L. B. Physical Review 1938, 54, 862. 

 

(96)   Loeb, L. B.; Kip, A. F.; Einarsson, A. W. Journal of Chemical Physics 1938, 6, 264. 

 

(97)   Rabeony, H.; Mirabel, P. Journal of Physical Chemistry 1987, 91, 1815. 

 

(98)   He, F.; Hopke, P. K. Journal of Chemical Physics 1993, 99, 9972. 

 

(99)   Adachi, M.; Okuyama, K.; Seinfeld, J. H. Journal of Aerosol Science 1992, 23, 327. 

 

(100) Katz, J. L.; Fisk, J. A.; Chakarov, V. M. Journal of Chemical Physics 1994, 101, 2309. 

 

(101) Kane, D.; Daly, G. M.; El-shall, M. S. Journal of Physical Chemistry 1995, 99, 7867. 

 

(102) Kane, D.; Fisenko, S.; El-Shall, M. S. Chemical Physics Letters 1997, 277, 6. 

 

(103) Kane, D.; Fisenko, S. P.; El-Shall, M. S. Chemical Physics Letters 1997, 277, 13. 

 

(104) Kim, T. O.; Adachi, M.; Okuyama, K.; Seinfeld, J. H. Aerosol Science and Technology 

1997, 26, 527. 

 

(105) Nagato, K.; Kim, C. S.; Adachi, M.; Okuyama, K. Journal of Aerosol Science 2005, 36, 

1036. 

 

(106) Kim, T. O.; Ishida, T.; Adachi, M.; Okuyama, K.; Seinfeld, J. H. Aerosol Science and 

Technology 1998, 29, 111. 

(107) Kim, C. S.; Adachi, M.; Okuyama, K.; Seinfeld, J. H. Aerosol Science and Technology 

2002, 36, 941. 

 

(108) Arshadi, M.; Yamdagni, R.; Kebarle, P. Journal of Physical Chemistry 1970, 74, 1475. 



92 
 

 

(109) Kebarle, P.; Arshadi, M.; Scarborough, J. Journal of Chemical Physics 1968, 49, 817. 

 

(110) Keesee, R. G.; Castleman, A. W. Chemical Physics Letters 1980, 74, 139. 

 

(111) Hiraoka, K.; Mizuse, S.; Yamabe, S. Journal of Physical Chemistry 1988, 92, 3943. 

 

(112) Weis, P.; Kemper, P. R.; Bowers, M. T.; Xantheas, S. S. Journal of the American 

Chemical Society 1999, 121, 3531. 

 

(113) Zook, D. R.; Grimsrud, E. P. International Journal of Mass Spectrometry and Ion 

Processes 1991, 107, 293. 

 

(114) Džidić, I.; Kebarle, P. Journal of Physical Chemistry 1970, 74, 1466. 

 

(115) Searles, S. K.; Kebarle, P. Canadian Journal of Chemistry 1969, 47, 2619. 

 

(116) Knewstubb, P. F.; Tickner, A. W. Journal of Chemical Physics 1963, 38, 464. 

 

(117) Kebarle, P.; Searles, S. K.; Zolla, A.; Scarborough, J.; Arshadi, M. Journal of the 

American Chemical Society 1967, 89, 6393. 

 

(118) Payzant, J. D.; Yamdagni, R.; Kebarle, P. Canadian Journal of Chemistry 1971, 49, 3308. 

 

(119) Shahin, M. M. Journal of Chemical Physics 1966, 45, 2600. 

 

(120) De Paz, M.; Leventhal, J. J.; Friedman, L. Journal of Chemical Physics 1969, 51, 3748. 

 

(121) Young, C. E.; Edelson, D.; Falconer, W. E. Journal of Chemical Physics 1970, 53, 4295. 

 

(122) Curtius, J.; Froyd, K. D.; Lovejoy, E. R. Journal of Physical Chemistry A 2001, 105, 

10867. 

 

(123) Froyd, K. D.; Lovejoy, E. R. Journal of Physical Chemistry A 2003, 107, 9800. 

 

(124) Froyd, K. D.; Lovejoy, E. R. Journal of Physical Chemistry A 2003, 107, 9812. 

 

(125) Sorokin, A.; Arnold, F. Atmospheric Environment 2007, 41, 3740. 

 

(126) Sorokin, A.; Arnold, F.; Wiedner, D. Atmospheric Environment 2006, 40, 2030. 

 

(127) Wilhelm, S.; Eichkorn, S.; Wiedner, D.; Pirjola, L.; Arnold, F. Atmospheric Environment 

2004, 38, 1735. 

 

(128) Hanson, D. R.; Lovejoy, E. R. Journal of Physical Chemistry A 2006, 110, 9525. 

 



93 
 

(129) Choi, J. H.; Kuwata, K. T.; Cao, Y. B.; Okumura, M. Journal of Physical Chemistry A 

1998, 102, 503. 

 

(130) Ayotte, P.; Weddle, G. H.; Kim, J.; Johnson, M. A. Chemical Physics 1998, 239, 485. 

 

(131) Miller, D. J.; Lisy, J. M. Journal of the American Chemical Society 2008, 130, 15393. 

 

(132) Tanwar, A.; Bagchi, B.; Pal, S. Journal of Chemical Physics 2006, 125, 214304. 

 

(133) Vaden, T. D.; Lisy, J. M.; Carnegie, P. D.; Pillai, E. D.; Duncan, M. A. Physical Chemistry 

Chemical Physics 2006, 8, 3078. 

 

(134) Schulz, F.; Hartke, B. Physical Chemistry Chemical Physics 2003, 5, 5021. 

 

(135) Ali, S. M.; De, S.; Maity, D. K. Journal of Chemical Physics 2007, 127, 044303. 

 

(136) Kolaski, M.; Lee, H. M.; Choi, Y. C.; Kim, K. S.; Tarakeshwar, P.; Miller, D. J.; Lisy, J. 

M. Journal of Chemical Physics 2007, 126, 074302. 

 

(137) Jiang, J. C.; Wang, Y. S.; Chang, H. C.; Lin, S. H.; Lee, Y. T.; Niedner-Schatteburg, G. 

Journal of the American Chemical Society 2000, 122, 1398. 

 

(138) Thompson, J. J. Applications of Dynamics and Chemistry; Macmillan and Co.: London, 

1888. 

 

(139) Thompson, J. J. Conduction of Electricity through Gases; Clay and Sons: London, 1903. 

 

(140) Becker, R.; Döring, W. Annalen Der Physik 1935, 24, 719. 

 

(141) Volmer, M. Kinetik der Phasenbildung; Steinkopff: Dresden, 1939. 

 

(142) Volmer, M.; Weber, A. Zeitschrift Fur Physikalische Chemie--Stochiometrie Und 

Verwandtschaftslehre 1926, 119, 277. 

 

(143) Reiss, H. Journal of Chemical Physics 1950, 18, 840. 

 

(144) Laaksonen, A.; Talanquer, V.; Oxtoby, D. W. Annu. Rev. Phys. Chem. 1995, 46, 489. 

 

(145) Hale, B. N. Australian Journal of Physics 1996, 49, 425. 

 

(146) Merikanto, J.; Zapadinsky, E.; Lauri, A.; Vehkamäki, H. Physical Review Letters 2007, 98, 

145702. 

 

(147) Nadykto, A. B.; Mäkelä, J. M.; Yu, F.; Kulmala, M.; Laaksonen, A. Chemical Physics 

Letters 2003, 382, 6. 

 



94 
 

(148) Nadykto, A. B.; Yu, F. Physical Review Letters 2004, 93, 016101. 

 

(149) Yu, F. Journal of Chemical Physics 2005, 122, 084503. 

 

(150) Fisenko, S. P.; Kane, D. B.; El-Shall, M. S. Journal of Chemical Physics 2005, 123, 

104704. 

 

(151) Chan, L. Y.; Mohnen, V. A. Journal of the Atmospheric Sciences 1980, 37, 2323. 

 

(152) Diercksen, G. H. F.; Kraemer, W. P. Chemical Physics Letters 1970, 5, 570. 

 

(153) Kollman, P. A.; Kuntz, I. D. Journal of the American Chemical Society 1972, 94, 9236. 

 

(154) Kollman, P. A.; Kuntz, I. D. Journal of the American Chemical Society 1974, 96, 4766. 

 

(155) Gupta, A.; Rao, C. N. R. Journal of Physical Chemistry 1973, 77, 2888. 

 

(156) Kistenmacher, H.; Popkie, H.; Clementi, E. Journal of Chemical Physics 1974, 61, 799. 

 

(157) Waite, J.; Papadopoulos, M. G. Canadian Journal of Chemistry 1988, 66, 1440. 

 

(158) Park, J.; Kolaski, M.; Lee, H. M.; Kim, K. S. Journal of Chemical Physics 2004, 121, 

3108. 

 

(159) Lee, H. M.; Kim, D.; Kim, K. S. Journal of Chemical Physics 2002, 116, 5509. 

 

(160) Masamura, M. Journal of Chemical Physics 2003, 118, 6336. 

 

(161) Krekeler, C.; Hess, B.; Delle Site, L. Journal of Chemical Physics 2006, 125, 054305. 

 

(162) Sapse, A. M.; Jain, D. C. International Journal of Quantum Chemistry 1985, 27, 281. 

 

(163) Kemp, D. D.; Gordon, M. S. Journal of Physical Chemistry A 2005, 109, 7688. 

 

(164) Abraham, F. F.; Mruzik, M. R.; Pound, G. M. Faraday Discussions 1976, 61, 34. 

 

(165) Cabarcos, O. M.; Weinheimer, C. J.; Lisy, J. M.; Xantheas, S. S. Journal of Chemical 

Physics 1999, 110, 5. 

 

(166) Xantheas, S. S. Journal of Physical Chemistry 1996, 100, 9703. 

(167) Xantheas, S. S.; Dang, L. X. Journal of Physical Chemistry 1996, 100, 3989. 

 

(168) Lee, H. M.; Kim, J.; Lee, S.; Mhin, B. J.; Kim, K. S. Journal of Chemical Physics 1999, 

111, 3995. 

 



95 
 

(169) Lee, H. M.; Tarakeshwar, P.; Park, J.; Kolaski, M. R.; Yoon, Y. J.; Yi, H. B.; Kim, W. Y.; 

Kim, K. S. Journal of Physical Chemistry A 2004, 108, 2949. 

 

(170) Majumdar, D.; Kim, J.; Kim, K. S. Journal of Chemical Physics 2000, 112, 101. 

 

(171) Ramaniah, L. M.; Bernasconi, M.; Parrinello, M. Journal of Chemical Physics 1998, 109, 

6839. 

 

(172) Nadykto, A. B.; Yu, F.; Al Natsheh, A. International Journal of Molecular Sciences 2009, 

10, 507. 

 

(173) De Paz, M.; Ehrenson, S.; Friedman, L. Journal of Chemical Physics 1970, 52, 3362. 

 

(174) Nadykto, A. B.; Al Natsheh, A.; Yu, F.; Mikkelsen, K. V.; Ruuskanen, J. Physical Review 

Letters 2006, 96, 125701. 

 

(175) Al Natsheh, A.; Nadykto, A. B.; Mikkelsen, K. V.; Yu, F.; Ruuskanen, J. Journal of 

Physical Chemistry A 2004, 108, 8914. 

 

(176) Nadykto, A. B.; Yu, F. Journal of Physical Chemistry A 2008, 112, 7222. 

 

(177) Nadykto, A. B.; Yu, F.; Herb, J. Physical Chemistry Chemical Physics 2008, 10, 7073. 

 

(178) Karthikeyan, S.; Singh, J. N.; Park, M.; Kumar, R.; Kim, K. S. Journal of Chemical 

Physics 2008, 128, 244304. 

 

(179) Sapse, A. M.; Osorio, L.; Snyder, G. International Journal of Quantum Chemistry 1984, 

26, 223. 

 

(180) Xantheas, S. S. Journal of the American Chemical Society 1995, 117, 10373. 

 

(181) Wang, Y. S.; Chang, H. C.; Jiang, J. C.; Lin, S. H.; Lee, Y. T.; Chang, H. C. Journal of the 

American Chemical Society 1998, 120, 8777. 

 

(182) Kurtén, T.; Noppel, M.; Vehkamäki, H.; Salonen, M.; Kulmala, M. Boreal Environment 

Research 2007, 12, 431. 

 

(183) Daly, J.; Burton, R. E. Transactions of the Faraday Society 1970, 66, 2408. 

 

(184) Kathmann, S.; Schenter, G.; Garrett, B. Journal of Physical Chemistry C 2007, 111, 4977. 

 

(185) Magnusson, L. B. Journal of Chemical Physics 1963, 39, 1953. 

 

(186) Goldman, S.; Bates, R. G. Journal of the American Chemical Society 1972, 94, 1476. 

 

(187) Spears, K. G. Journal of Chemical Physics 1972, 57, 1850. 



96 
 

 

(188) Spears, K. G. Journal of Chemical Physics 1972, 57, 1842. 

 

(189) Spears, K. G. Journal of Physical Chemistry 1977, 81, 186. 

 

(190) Spears, K. G.; Kim, S. H. Journal of Physical Chemistry 1976, 80, 673. 

 

(191) Eliezer, I.; Krindel, P. Journal of Chemical Physics 1972, 57, 1884. 

 

(192) Saluja, P. P. S.; Scheraga, H. A. Journal of Physical Chemistry 1973, 77, 2736. 

 

(193) Briant, C. L.; Burton, J. J. Journal of Chemical Physics 1974, 60, 2849. 

 

(194) Gowda, B. T.; Benson, S. W. Journal of Physical Chemistry 1982, 86, 1544. 

 

(195) Mruzik, M. R.; Abraham, F. F.; Schreiber, D. E.; Pound, G. M. Journal of Chemical 

Physics 1976, 64, 481. 

 

(196) O'Brien, E. F.; Robinson, G. W. Journal of Chemical Physics 1974, 61, 1050. 

 

(197) Kusaka, I.; Wang, Z. G.; Seinfeld, J. H. Journal of Chemical Physics 1995, 102, 913. 

 

(198) Kusaka, I.; Wang, Z. G.; Seinfeld, J. H. Journal of Chemical Physics 1995, 103, 8993. 

 

(199) Kusaka, I.; Oxtoby, D. W. Journal of Chemical Physics 2000, 113, 10100. 

 

(200) Oh, K. J.; Gao, G. T.; Zeng, X. C. Physical Review Letters 2001, 86, 5080. 

 

(201) Brodskaya, E.; Lyubartsev, A. P.; Laaksonen, A. Journal of Chemical Physics 2002, 116, 

7879. 

 

(202) Brodskaya, E.; Lyubartsev, A. P.; Laaksonen, A. Journal of Physical Chemistry B 2002, 

106, 6479. 

 

(203) Kathmann, S. M.; Schenter, G. K.; Garrett, B. C. Journal of Chemical Physics 1999, 111, 

4688. 

 

(204) Schenter, G. K.; Kathmann, S. M.; Garrett, B. C. Physical Review Letters 1999, 82, 3484. 

 

(205) Kathmann, S. M.; Schenter, G. K.; Garrett, B. C. Physical Review Letters 2005, 94, 

116104. 

(206) Russell, K. C. Journal of Chemical Physics 1969, 50, 1809. 

 

(207) Abraham, F. F. Journal of Chemical Physics 1974, 61, 1221. 

 



97 
 

(208) Zakharov, V. V.; Brodskaya, E. N.; Laaksonen, A. Journal of Chemical Physics 1997, 107, 

10675. 

 

(209) Peslherbe, G. H.; Ladanyi, B. M.; Hynes, J. T. Chemical Physics 2000, 258, 201. 

 

(210) Zidi, Z. S. Journal of Chemical Physics 2005, 123, 064309. 

 

(211) Mizoguchi, A.; Ohshima, Y.; Endo, Y. Journal of the American Chemical Society 2003, 

125, 1716. 

 

(212) Olleta, A. C.; Lee, H. M.; Kim, K. S. Journal of Chemical Physics 2006, 124, 024321. 

 

(213) Gómez-Jeria, J. S.; Contreras, R. R. International Journal of Quantum Chemistry 1986, 30, 

581. 

 

(214) Grégoire, G.; Mons, M.; Dedonder-Lardeux, C.; Jouvet, C. European Physical Journal D 

1998, 1, 5. 

 

(215) Singh, N. J.; Yi, H. B.; Min, S. K.; Park, M.; Kim, K. S. Journal of Physical Chemistry B 

2006, 110, 3808. 

 

(216) Cabaleiro-Lago, E. M.; Hermida-Ramón, J. M.; Rodríguez-Otero, J. Journal of Chemical 

Physics 2002, 117, 3160. 

 

(217) Hermida-Ramón, J. M.; Cabaleiro-Lago, E. M.; Rodríguez-Otero, J. Chemical Physics 

2004, 302, 53. 

 

(218) Arstila, H.; Laasonen, K.; Laaksonen, A. Journal of Chemical Physics 1998, 108, 1031. 

 

(219) Bianco, R.; Hynes, J. T. Theoretical Chemistry Accounts 2004, 111, 182. 

 

(220) Bianco, R.; Wang, S.; Hynes, J. T. Journal of Physical Chemistry B 2005, 109, 21313. 

 

(221) Odde, S.; Mhin, B. J.; Lee, K. H.; Lee, H. M.; Tarakeshwar, P.; Kim, K. S. Journal of 

Physical Chemistry A 2006, 110, 7918. 

 

(222) Woon, D. E.; Dunning, T. H. Journal of the American Chemical Society 1995, 117, 1090. 

 

(223) Kakizaki, A.; Motegi, H.; Yoshikawa, T.; Takayanagi, T.; Shiga, M.; Tachikawa, M. 

Journal of Molecular Structure: THEOCHEM 2009, 901, 1. 

 

(224) Arrouvel, C.; Viossat, V.; Minot, C. Journal of Molecular Structure: THEOCHEM 2005, 

718, 71. 

 

(225) Ianni, J. C.; Bandy, A. R. Journal of Molecular Structure (Theochem) 2000, 497, 19. 

 



98 
 

(226) Kumar, A.; Park, M.; Huh, J. Y.; Lee, H. M.; Kim, K. S. Journal of Physical Chemistry A 

2006, 110, 12484. 

 

(227) Chkonia, G.; Wölk, J.; Strey, R.; Wedekind, J.; Reguera, D. Journal of Chemical Physics 

2009, 130, 064505. 

 

(228) McGraw, R.; Liu, Y. G. Physical Review Letters 2003, 90, 018501. 

 

(229) Metropolis, N.; Rosenbluth, A. W.; Rosenbluth, M. N.; Teller, A. H.; Teller, E. Journal of 

Chemical Physics 1953, 21, 1087. 

 

(230) Oh, K. J.; Zeng, X. C. Journal of Chemical Physics 2000, 112, 294. 

 

(231) Chen, B.; Siepmann, J. I.; Klein, M. L. Journal of Physical Chemistry A 2005, 109, 1137. 

 

(232) Chen, B.; Siepmann, J. I. Journal of Physical Chemistry B 2000, 104, 8725. 

 

(233) Chen, B.; Siepmann, J. I. Journal of Physical Chemistry B 2001, 105, 11275. 

 

(234) Torrie, G. M.; Valleau, J. P. Chemical Physics Letters 1974, 28, 578. 

 

(235) Wilding, N. B. Physical Review E 1995, 52, 602. 

 

(236) Panagiotopoulos, A. Z. Molecular Physics 1987, 61, 813. 

 

(237) Potoff, J. J.; Panagiotopoulos, A. Z. Journal of Chemical Physics 1998, 109, 10914. 

 

(238) Allen, M. P.; Tildesley, D. J. Computer Simulation of Liquids; Oxford University Press: 

New York, NY, 1987. 

 

(239) Frenkel, D.; Smit, B. Understanding Molecular Simulation; Academic Press: San Diego, 

2002. 

 

(240) Chen, B.; Siepmann, J. I.; Klein, M. L. Journal of the American Chemical Society 2003, 

125, 3113. 

 

(241) Chen, B.; Siepmann, J. I.; Oh, K. J.; Klein, M. L. Journal of Chemical Physics 2001, 115, 

10903. 

 

(242) Chen, B.; Siepmann, J. I.; Oh, K. J.; Klein, M. L. Journal of Chemical Physics 2002, 116, 

4317. 

(243) McKenzie, M. E.; Chen, B. Journal of Physical Chemistry B 2006, 110, 3511. 

 

(244) Nellas, R. B.; Chen, B. Physical Chemistry Chemical Physics 2008, 10, 506. 

 



99 
 

(245) Nellas, R. B.; Chen, B.; Siepmann, J. I. Physical Chemistry Chemical Physics 2007, 9, 

2779. 

 

(246) Nellas, R. B.; Keasler, S. J.; Chen, B. Journal of Physical Chemistry A 2008, 112, 2930. 

 

(247) Nellas, R. B.; McKenzie, M. E.; Chen, B. Journal of Physical Chemistry B 2006, 110, 

18619. 

 

(248) Frenkel, D.; Mooij, G.; Smit, B. J. Phys.-Condes. Matter 1992, 4, 3053. 

 

(249) Mooij, G.; Frenkel, D.; Smit, B. J. Phys.-Condes. Matter 1992, 4, L255. 

 

(250) Siepmann, J. I.; Frenkel, D. Molecular Physics 1992, 75, 59. 

 

(251) Masunov, A.; Lazaridis, T. Journal of the American Chemical Society 2003, 125, 1722. 

 

(252) Maksimiak, K.; Rodziewicz-Motowidlo, S.; Czaplewski, C.; Liwo, A.; Scheraga, H. A. 

Journal of Physical Chemistry B 2003, 107, 13496. 

 

(253) Friedman, R. A.; Mezei, M. Journal of Chemical Physics 1995, 102, 419. 

 

(254) Rozanska, X.; Chipot, C. Journal of Chemical Physics 2000, 112, 9691. 

 

(255) Keasler, S. J.; Nellas, R. B.; Chen, B. Journal of Chemical Physics 2006, 125, 144520. 

 

(256) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W.; Klein, M. L. Journal of 

Chemical Physics 1983, 79, 926. 

 

(257) Stillinger, F. H. Journal of Chemical Physics 1963, 38, 1486. 

 

(258) Nadykto, A. B.; Yu, F. Q.; Al Natsheh, A. International Journal of Molecular Sciences 

2009, 10, 507. 

 

(259) Nadykto, A. B.; Yu, F. Q.; Herb, J. Physical Chemistry Chemical Physics 2008, 10, 7073. 

 

(260) Baik, J.; Kim, J.; Majumdar, D.; Kim, K. S. Journal of Chemical Physics 1999, 110, 9116. 

 

(261) Kim, J.; Lee, H. M.; Suh, S. B.; Majumdar, D.; Kim, K. S. Journal of Chemical Physics 

2000, 113, 5259. 

 

(262) Lee, H. M.; Kim, K. S. Journal of Chemical Physics 2001, 114, 4461. 

 

(263) Castleman, A. W.; Tang, I. N. Journal of Chemical Physics 1972, 57, 3629. 

 

(264) Perera, L.; Berkowitz, M. L. Journal of Chemical Physics 1991, 95, 1954. 

 



100 
 

(265) Perera, L.; Berkowitz, M. L. Journal of Chemical Physics 1992, 96, 8288. 

 

(266) Perera, L.; Berkowitz, M. L. Journal of Chemical Physics 1994, 100, 3085. 

 

(267) Sremaniak, L. S.; Perera, L.; Berkowitz, M. L. Chemical Physics Letters 1994, 218, 377. 

 

(268) Jungwirth, P.; Tobias, D. J. Journal of Physical Chemistry B 2002, 106, 6361. 

 

(269) Knipping, E. M.; Lakin, M. J.; Foster, K. L.; Jungwirth, P.; Tobias, D. J.; Gerber, R. B.; 

Dabdub, D.; Finlayson-Pitts, B. J. Science 2000, 288, 301. 

 

(270) Salvador, P.; Curtis, J. E.; Tobias, D. J.; Jungwirth, P. Physical Chemistry Chemical 

Physics 2003, 5, 3752. 

 

(271) Vrbka, L.; Mucha, M.; Minofar, B.; Jungwirth, P.; Brown, E. C.; Tobias, D. J. Current 

Opinion in Colloid and Interface Science 2004, 9, 67. 

 

(272) Dang, L. X.; Garrett, B. C. Journal of Chemical Physics 1993, 99, 2972. 

 

(273) Eggimann, B. L.; Siepmann, J. I. Journal of Physical Chemistry C 2008, 112, 210. 

 

(274) Horinek, D.; Herz, A.; Vrbka, L.; Sedlmeier, F.; Mamatkulov, S. I.; Netz, R. R. Chemical 

Physics Letters 2009, 479, 173. 

 

(275) Sangster, M. J. L.; Atwood, R. M. Journal of Physics C-Solid State Physics 1978, 11, 

1541. 

 

(276) Jensen, K. P.; Jorgensen, W. L. Journal of Chemical Theory and Computation 2006, 2, 

1499. 

 

(277) Mahoney, M. W.; Jorgensen, W. L. Journal of Chemical Physics 2000, 112, 8910. 

 

(278) Humphrey, W.; Dalke, A.; Schulten, K. Journal of Molecular Graphics 1996, 14, 33. 

 

(279) Anderson, K. E.; Siepmann, J. I.; McMurry, P. H.; VandeVondele, J. Journal of the 

American Chemical Society 2008, 130, 14144. 

 

(280) Kuang, C.; McMurry, P. H.; McCormick, A. V.; Eisele, F. L. Journal of Geophysical 

Research-Atmospheres 2008, 113. 

 

(281) Hõrrak, U.; Mirme, A.; Salm, J.; Tamm, E.; Tammet, H. Atmospheric Research 1998, 46, 

233. 

(282) Vana, M.; Ehn, M.; Petäjä, T.; Vuollekoski, H.; Aalto, P.; de Leeuw, G.; Ceburnis, D.; 

O'Dowd, C. D.; Kulmala, M. Atmospheric Research 2008, 90, 278. 

 



101 
 

(283) Birmili, W.; Berresheim, H.; Plass-Dülmer, C.; Elste, T.; Gilge, S.; Wiedensohler, A.; 

Uhrner, U. Atmospheric Chemistry and Physics 2003, 3, 361. 

 

(284) Kusaka, I.; Wang, Z. G.; Seinfeld, J. H. Journal of Chemical Physics 1998, 108, 6829. 

 

(285) Kathmann, S. M.; Hale, B. N. Journal of Physical Chemistry B 2001, 105, 11719. 

 

(286) Ding, C. G.; Taskila, T.; Laasonen, K.; Laaksonen, A. Chemical Physics 2003, 287, 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



102 
 

Vita 

Samuel Keasler was born in Iowa City, Iowa, in November of 1982.  He received his Bachelor of 

Science degree in chemistry from Iowa State University in May of 2005.  He began his graduate 

studies at Louisiana State University in August of 2005 and will receive his doctoral degree in 

May of 2010. 


