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Wetlands are the world’s largest natural source of methane and an historically large sink of 

atmospheric carbon.  High-latitude wetlands have received increasing scrutiny recently, 

due to the temperature sensitivity of their carbon emissions, and the implications of 

ongoing and predicted warming – including implications of permafrost thawing.  The 

centerpiece of this dissertation is a new large-scale wetland modeling scheme that accounts 

for the heterogeneous effects of microtopography on water table depth and carbon fluxes.  I 

incorporated this new scheme into the Variable Infiltration Capacity (VIC) land surface 

model, extended it to include carbon cycle processes, and linked it to an existing wetland 

methane emissions model.  Using this modeling framework, I simulated wetland hydrology 
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and biogeochemistry in the West Siberian Lowland (WSL) over the period 1948-2010.  

Changes in temperature and precipitation influenced both water table depth and methane 

emissions.  I found that simpler schemes used in previous studies were subject to errors of 

+/- 30% in their predictions of end-of-century boreal wetland methane emissions due to the 

nature of their simplifying assumptions.  While calibrating to intensive methane flux 

observations in the WSL, I found a strong north-south gradient in observed methane 

emissions, which could only be reproduced a) accounting for sub-grid heterogeneity in 

water table depth and b) using spatially-varying methane emissions parameters.  Because 

most previous studies neglected at least one of these two controls, the majority of methane 

emissions from the WSL have, apparently incorrectly, been attributed to permafrost 

wetlands in the northern half of the domain.  Finally, I used the outputs of the CMIP5 

global climate model projections to force simulations over the WSL for the 21
st
 century and 

explored the possible responses of the soil microbial communities to climate change.   End-

of-century methane emissions from the WSL ranged from 6 to 120% more than historical 

levels, with the range primarily determined by the nature of the response of soil microbes 

to climate change.  Crucially, under one potential scenario, the majority of methane 

emissions will shift from the south of the WSL to the north, where permafrost thaw is a 

concern.  These results suggest a need to both a) account for sub-grid heterogeneity in 

wetland soil moisture conditions and b) constrain the response of soil microbial 

communities to future changes in climate and vegetation. 
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I.  INTRODUCTION 

As the world’s largest natural source of methane (CH4), wetlands are an important 

component of the global carbon cycle (Fung et al., 1991).  Northern wetlands have been a 

large net sink of carbon dioxide (CO2) since the last Ice Age (Smith et al., 2004).  Because 

the fluxes of both of these greenhouse gases are highly sensitive to soil moisture and 

temperature, there is concern that wetland CH4 and CO2 emissions could provide a positive 

feedback to climate change (Melton et al., 2013; Tang et al., 2008; Eliseev et al., 2008; 

Gedney et al., 2004).  Boreal and arctic wetlands are of particular concern, due to their 

large extent (Lehner and Döll, 2004), pronounced ongoing and projected warming at high 

latitudes (Serreze et al., 2000; Diffenbaugh and Giorgi, 2012) and the possibility of 

previously-frozen soil carbon decomposing as permafrost thaws (Koven et al., 2011; 

Schaefer et al., 2011; Walter et al., 2006; Zimov et al., 2006).  Despite the importance of 

these ecosystems to the global carbon cycle, large-scale estimates of wetland carbon fluxes 

have been hampered by crude representations of wetland hydrology and soil 

biogeochemistry in land surface models, and the neglect of spatial variation in processes at 

scales ranging from meters to hundreds of kilometers. 

I focus in this dissertation on improving the prediction of boreal wetland carbon 

fluxes (primarily methane) in large-scale models, with an emphasis on accurately 

representing the hydrologic and biogeochemical processes that give rise to spatial 

variability in methane emissions.  The key hydrologic feature on which I focus is spatial 

variation in water table depth.  Because of the anoxic conditions below the water table, the 

water table position partitions the decomposition of soil carbon between CO2 and CH4 
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(Walter and Heimann, 2000; Frolking et al., 2002), whose greenhouse warming strength is 

approximately 25 times that of CO2 over the course of a century (IPCC, 2007).  In situ 

observations have shown that high-latitude wetland CH4 emissions are highly and non-

linearly sensitive to the local water table depth (e.g., Dise et al., 1993; Saarnio et al., 1997), 

which can vary spatially on the scale of meters (Saarnio et al., 1997; Eppinga et al., 2008).  

Thus, using the average water table depth over a large (e.g., 10- to 100-km) grid cell to 

compute average CH4 emissions, as has been the practice in many large-scale models (e.g., 

Meng et al., 2012; Riley et al., 2011; Zhuang et al., 2006; Zhuang et al., 2004) will yield 

large errors (Baird et al., 2009).  In addition, because climate controls the hydrologic fluxes 

that determine water table depth, a model’s water table formulation should have an effect 

on the simulated sensitivity of wetland CH4 emissions to climate change.  Thus, the first 

objective of my research was to implement a scheme that accounts for small-scale (sub-grid 

cell) variability in water table depth in a process-based way, and to compare the response 

of its simulated methane emissions to climate with that of other schemes that neglect 

spatial variation in water table depth.  This work was carried out using the Variable 

Infiltration Capacity (VIC) large-scale hydrology model (Liang et al., 1994), with 

extensions to account for carbon cycling and wetland-specific processes, and coupled to the 

wetland methane emissions model of Walter and Heimann (2000). 

Another issue that has contributed to uncertainty in understanding the role of 

northern wetlands as related to the global carbon cycle is the lack of observational 

constraints on large-scale spatial variability.  Due to a scarcity of in situ methane and water 

table observations, most previous large-scale studies have applied a single methane 

emissions parameter set, calibrated to match a handful of isolated sites, across the entire 
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globe or large portions of it (e.g., Riley et al., 2011; ; Ringeval et al., 2010; Zhuang et al., 

2004).  One advantage of a spatially distributed water table scheme is that it predicts a 

time-varying area fraction of saturated soil, which can be compared with, and calibrated to 

match, passive and active microwave remote sensing observations (e.g., Schroeder et al., 

2010).  In addition, it allows easier comparison between whole-grid-cell simulations and in 

situ observations of CH4 fluxes and water table depths at discrete points on the land 

surface.  Recent intensive field campaigns (e.g., Peregon et al., 2009; Glagolev et al., 2011) 

have yielded large numbers of in situ observations along a 1000-km transect across the 

West Siberian Lowland (WSL), making it possible for the first time to examine large-scale 

spatial patterns in water table depths and methane emissions.  These observations reveal a 

strong South-North gradient in CH4 emissions within the WSL, with much lower emissions 

over the permafrost portion of the region, where the release of carbon from thawing 

permafrost is a concern (Schaefer et al., 2011; Koven et al., 2011).  This stands in stark 

contrast to the spatial patterns predicted by most models.  Thus, the second objective of this 

research effort was to understand these patterns in the WSL, to reproduce them in model 

simulations, and to evaluate the key model features that are necessary to reproduce them. 

In addition to the thawing of permafrost, future changes in high-latitude climate will 

be accompanied by northward shifts in the distribution of vegetation (e.g., Kaplan and 

New, 2006).  The potential responses of soil microbial communities (which are the primary 

agents of decomposition) to these changes are poorly understood (Conant et al., 2011).  

One potential response is acclimatization, in which the initial increase in CH4 emissions 

due to elevated temperatures fades over time (Allison et al., 2010).  Another response is the 

shifting of species abundances (Pickles et al., 2012), which could result in northern 
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microbial communities having similar species abundances (and CH4 emissions response) to 

those in the south.  The strong South-North gradient in CH4 emissions observed in the 

WSL implies distinct differences between the microbial communities in the South and 

North.  Population shifts could therefore result in a dramatic increase in microbial methane 

production rates in the North.  Thus, the third objective of this research effort was to 

estimate the potential range of end-of-century CH4 emissions in the WSL and to identify 

the relative contributions of climate, vegetation, and soil microbes to these changes.  This 

was accomplished by forcing the VIC model with the outputs from the Climate Model 

Intercomparison Project, phase 5 (CMIP5; Taylor et al., 2012).  

1.1 Science questions 

I develop in this dissertation a new representation of sub-grid heterogeneity in 

wetland soil moisture dynamics for use in large-scale models, and examine the role of 

small- to large-scale spatial heterogeneity in wetland carbon fluxes over large-scales.  The 

science questions that motivated this model development and implementation effort are: 

1. What are the dominant mechanisms controlling the behavior of a heterogeneous 

water table in boreal wetlands, and how do they influence the response of high-

latitude wetland carbon fluxes to future climate change? 

2. Can a model that represents these mechanisms be used to characterize the errors 

inherent in previous global estimates of wetland carbon fluxes? 

3. How does small-scale heterogeneity in water table depths and large-scale variability 

in methane productivity affect the large-scale behavior of high-latitude wetland 

carbon fluxes? 
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4. What are the dominant factors affecting future carbon fluxes from high-latitude 

wetlands? 

The following four chapters address these questions.  Chapter II (published as Bohn 

et al., 2007), describes the structure of a modeling framework, consisting of the Variable 

Infiltration Capacity (VIC) model (Liang et al., 1994), extended to include a distributed 

water table scheme and a representation of net primary productivity, and linked to the 

wetland methane emissions model of Walter and Heimann (2000).  Application of this new 

modeling structure to the WSL addresses question 1 above.  Chapter III (published as Bohn 

and Lettenmaier, 2010), addresses question 2 by replacing the distributed water table 

scheme with two other popular (but simpler) schemes and comparing their responses to 

climate change.  Chapter IV (in review as Bohn et al., 2013b) addresses question 3 above 

by describing the further development of this modeling framework to include soil 

respiration, the calibration of this framework against intensive observations of CH4 and 

water table depth across West Siberia, the resulting large-scale spatial and temporal 

patterns in carbon fluxes, and their consequences for understanding the response of boreal 

wetlands to climate change.  Chapter V (submitted as Bohn and Lettenmaier, 2013) 

addresses question 4 by driving this modeling framework with the land surface climate 

outputs of 32 CMIP5 climate models over the 21
st
 century and comparing the effects of 

changes in climate and LAI, as well as several potential responses of soil microbes to these 

changes, on the large-scale carbon fluxes from the WSL.  
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II. METHANE EMISSIONS FROM WESTERN SIBERIAN 

WETLANDS: HETEROGENEITY AND SENSITIVITY TO CLIMATE 

CHANGE 

 

This chapter has been published in its current form in Environmental Research Letters 

(Bohn et al., 2007). 

 

2.1 Introduction  

Wetlands play an important dual role in the global carbon cycle as both the largest 

natural methane source (115 Tg CH4 y
-1

; Matthews and Fung, 1987) and a large net carbon 

sink (76 Tg C y
-1

 for high-latitude peatlands alone; Gorham, 1991).  Both the extent of 

wetlands and the balance between their methane emissions and carbon sequestration 

depend on climatological and hydrological factors, leading to potentially significant 

feedbacks to the global climate system. This is especially true in the northern high 

latitudes, where ongoing and projected climate change is most pronounced (Serreze et al., 

2000; IPCC, 2007), and particularly so in northern Eurasia, where roughly 30% of global 

wetlands are found (Matthews and Fung, 1987; Gorham, 1991). Despite the importance of 

these systems to the global carbon cycle, substantial uncertainties remain in estimates of 

their extents, carbon fluxes, and responses to climate change. This is due in large part to the 

sparseness of in situ observations in northern Eurasia. 

Field studies have shown that wetland methane emissions depend on a number of 

environmental factors, among the most important of which are soil temperature, water table 
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depth, and substrate (organic carbon) quality (e.g. Dise et al., 1993; Shannon and White, 

1994; Valentine et al., 1994; Panikov and Dedysh, 2000). In a review of field studies, 

Christensen et al. (2003) found that the dependence of methane emissions on water table 

depth is highly non-linear. When the water table is within roughly 10 cm of the surface, 

soil temperature becomes the limiting factor on methane production and sensitivity to the 

water table becomes small. Below a depth of 10 cm, water table depth quickly becomes the 

limiting factor. In addition, while temperature drives methane emissions through its control 

on metabolic rates, it also influences the water table depth indirectly through snow melt and 

evapotranspiration. 

Simulations of future climate suggest that western Siberia may become wetter and 

warmer (IPCC, 2007) over the next century.  The resulting water table depths, and, in turn, 

wetland methane emissions, could rise or fall depending on the balance between increasing 

precipitation and higher temperatures.  In addition, soil moisture storage can be highly 

heterogeneous, due mostly to microtopographic effects (e.g. Famiglietti et al.,1998; 

Famiglietti et al., 1999).  This raises the question of whether water tables at sites where 

methane emissions have been measured are representative of the wetlands in the 

surrounding region, especially in the case of large wetland complexes such as those found 

in western Siberia, where measurements from only a handful of sites have been published. 

Indeed, wetland methane emissions have been found to vary considerably along transects 

of only a few hundred metres (e.g. Panikov and Dedysh, 2000; Saarnio et al., 1997), often 

as a result of variations in water table depth associated with local topographic features. 

Thus, it is reasonable to suppose that the areal extent of methane-emitting regions across 
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the landscape, and therefore total methane emissions, are a function of the spatial 

distribution of water table depths. 

Large-scale modeling offers a means of understanding these interactions across the 

landscape in the face of sparse observations. To predict the response of global wetland 

methane emissions to future climate, several large-scale modeling studies have been 

performed (e.g. Zhuang et al., 2006; Gedney et al., 2004; Shindell et al., 2004), the 

consensus of which is that northern wetland methane emissions will at least double by the 

end of the 21st century. Of these, only Gedney et al. considered the sub-grid heterogeneity 

of the water table. They found that wetland extent did not increase substantially under 

future predicted climate, and that the primary driver of increased methane emissions was 

increased temperature.  However, they applied their model globally over a coarse (2.5° × 

3.75°) grid, and calibrated it against global interannual variability in atmospheric methane 

concentrations.  On the other hand, Shindell et al. found that increases in wetland extent 

played a major role in increasing emissions; however, they only considered average water 

table depths over a coarse (1° × 1°) grid. 

In this study, we investigate the response of northern wetlands to changes in climate 

by applying a macroscale hydrological and biogeochemical model with a parameterization 

of sub-grid heterogeneity of the water table depth over a 100 km × 100 km region of 

western Siberia. After calibrating with local observations of water table depth and methane 

emissions, we examine the effects of increased temperature and increased precipitation, 

both separately and in conjunction, on the spatial distribution of water table depths and the 

resulting distribution of methane emissions over the region. 
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2.2 Methods 

Our study region consists of a single 100 km × 100 km grid cell (from the EASE 

grid equal area projection; Brodzik and Knowles, 2002) centered at 56° 29’ N, 83° 09’ E, 

near the town of Plotnikovo in western Siberia (Figure 2.1a). This grid cell contains the 

Bakchar Bog, a roughly 15 km×30 km portion of the large Vasyugan wetlands complex, 

where several research teams (e.g. Panikov and Dedysh, 2000, Panikov et al., 2001, Friborg 

et al., 2003) sampled methane emissions throughout the 1990s. The sample site (56° 51’ N, 

82° 50’ E) is located near the edge of the bog, just outside a network of drainage canals. 
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Figure 2.1: Location of study region. (a) Map of the topographic wetness index, derived from SRTM30 DEM (Farr 

and Kobrick, 2000), over the region. (b) Landcover of the region, derived from random forest (Chen et al., 2004) 

classification of ALOS/PALSAR imagery (courtesy of JAXA). In panels (a) and (b), the Bakchar Bog observation 

site is marked with the yellow star, and the 100 km × 100 km EASE-grid cell centered at (56° 51’ N, 82° 50’ E) is 

outlined in black (a) and white (b). Note the close correspondence between areas of high topographic wetness index 

(>14) in panel (a) and areas of wetland in panel (b). 

 

Our modeling framework couples the variable infiltration capacity macroscale 

hydrology model (VIC; Liang et al., 1994) with the biosphere–energy-transfer–hydrology 

terrestrial ecosystem model (BETHY; Knorr, 2000) and the wetland methane emissions 

model of Walter and Heimann (2000). Following the standard VIC protocol, each grid cell 

in the domain (a single cell in this case) consists of a horizontally uniform, multi-layer soil 

column overlain by a mosaic of landcover ‘tiles’. For each tile, given meteorological 

observations as input, VIC solves the moisture and energy balances for the land surface at 

an hourly time step, tracking soil moisture and temperature profiles, snow water equivalent, 
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transpiration, and soil freezing depth. Since the study region lies outside the southernmost 

extent of Eurasian permafrost, permafrost dynamics are not simulated. Similarly, the 

BETHY component computes hourly net primary productivity (NPP) via a Farquhar 

formulation (Farquhar et al.; 1980), given meteorological fluxes and VIC’s soil moisture 

and temperature. Stomatal conductances are computed using a resistance-factor approach 

(Dickinson et al.; 1991) that takes into account evapotranspiration limitations due to 

temperature, light, vapor pressure deficit, and soil moisture. Nutrient availability is not 

simulated. Fluxes and storages from the individual tiles are then aggregated to produce 

grid-cell-average values. Daily average soil temperatures, the distribution of water table 

depth (see below), and NPP (as a proxy for carbon substrate availability) are provided to 

the methane model, which simulates methane production below the water table; transport 

of methane through the soil via diffusion, ebullition, and plant-aided transport; and 

oxidation above the water table to arrive at an estimate of daily methane emissions. 

Among the extensions we have made to the VIC model is a simple scheme to 

convert the grid-cell-average soil moisture profile into a grid-cell-average water table 

depth. Our method follows Letts et al. (2000), with one exception. For each modeled soil 

layer, we compute the fractional volume of saturated soil Θv as 

Θv = (θi − θr )/(θp − θr )       (2.1) 

where θi is the volumetric moisture of the i
th

 soil layer, θp is the porosity of the i
th

 soil layer 

and θr is the residual moisture of the i
th

 soil layer. 

Next, the total water table depth zwt is computed as the sum of the moisture deficits 

of all of the model soil layers: 

    ∑    (     )
 
          (2.2) 
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where dzi is the thickness of the i
th

 soil layer. 

In Letts et al. (2000), θr in equation (2.1) represented the specific retention of the i
th

 

soil layer, essentially equivalent to the layer’s field capacity. Since the hydraulics of the 

VIC model follow Brooks and Corey (1964), and drainage can continue well beyond field 

capacity, we were unable to produce results using the Letts et al. (2000) parameterization 

for which the soil moisture was greater than specific retention in any layer for more than a 

short period of time. Therefore, we replaced specific retention with residual moisture in 

equation (2.1). 

To account for spatial heterogeneity of the water table depth within each grid cell, 

we employ a relationship between sub-grid topography and local water table depth taken 

from TOPMODEL (Beven and Kirkby, 1979), and incorporate the bias correction of 

Saulnier and Datin (2004). Sub-grid topography in this case is supplied by the 30-Arc-

Second Shuttle Radar Topography Mission (SRTM30) digital elevation model (DEM) 

(Farr and Kobrick, 2000), which has a spatial resolution of 900 m. Under the assumptions 

that the surface infiltration rate and soil properties are uniform across a basin, and that 

subsurface transmissivity has an exponential profile with water table depth, the local water 

table depth zwt,i in pixel i of the DEM at time t can be expressed as a function of the average 

grid cell water table at time t and grid cell topography as 

     ( )     ( )   (    )      (2.3) 

where m is the scaling parameter, κi is the topographic wetness index = ln(ai / tan βi ), ai is 

the upslope contributing area above location i, tanβi is the local surface slope and λ is the 

average of κi over the unsaturated area of the grid cell. 
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The distribution of the topographic wetness index κi across the basin depends only 

on basin topography and is constant in time. Thus, across the basin, the distribution of 

water table depths over time has the same shape as the distribution of κi, but with a time-

dependent grid-cell-average value given by the VIC model. While this is strictly true only 

for the distribution over an entire basin, rather than a grid cell, the 100 km × 100 km grid 

cells we are considering here are sufficiently large that the relationship is still 

approximately true, i.e. pixels for which a significant fraction of their upslope contributing 

area lies outside the cell boundaries make up only a small fraction of the grid cell. Figure 

2.1a shows the spatial distribution of the topographic wetness index for the study region. 

Comparison with a map of the region’s landcover derived from ALOS/PALSAR imagery 

(Figure 2.1b) reveals a close correspondence between high topographic wetness index 

values (>14) and the occurrence of bogs. 

For each day, the resulting distribution of water table depths is discretized, and 

methane emissions are estimated for each water table value in the discretized distribution. 

The total methane emission of the grid cell, then, is the area-weighted sum of the methane 

emissions from all of the discrete values of the water table depth. 

Soil properties were based on typical peat characteristics as outlined in Letts et al. 

(2000). Although peat soils only occupy about 37% of the grid cell (based on Sheng et al., 

2004), we nonetheless assume uniform soil properties across the grid cell. Because the 

sample site is underlain by peat soil, we found it necessary to use peat soil properties to 

simulate the observed water table drawdown with sufficient accuracy. Since, due to its high 

porosity, peat soil can accommodate a given change in moisture storage with a smaller 

change in water table depth than mineral soil, we expect that our estimates of water table 
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variability will be biased downward somewhat for areas of mineral soil. However, the 

mineral soils in this area are highly correlated with low topographic index values, yielding 

water table depths that are too deep for substantial methane production. Therefore, this 

choice should not have much effect on our methane prediction results. 

For the VIC and BETHY elements of our model, the plant functional types and area 

fractions of the grid cell’s vegetation tiles were derived from the landcover classification of 

Hansen et al. (2000). Vegetation parameters typical of a mix of non-vascular and vascular 

plants, with a maximum rooting depth of 30 cm, were used for the methane emissions 

model uniformly throughout the grid cell. The inputs to the models were gridded monthly 

meteorological forcings based on Adam and Lettenmaier (2007) with daily variability taken 

from the Sheffield et al. (2006) data set. 

Additional parameters, including the VIC bottom-layer drainage parameters (Ds, 

Dsmax, and Ws), the TOPMODEL scaling factor m, and the methane emission parameters 

vmax and r0, were calibrated by comparing model results to water table depths and 

methane fluxes measured at the Bakchar Bog site in 1999 as reported by Friborg et al. 

(2003). Gaps in the observed temperature and precipitation records at the site prompted us 

to use the regional gridded meteorological forcings described above to drive our models for 

the calibration. Soil column layer thicknesses were set to 0.1 m, 0.4 m, and 2.0 m for the 

top, middle, and bottom layers, respectively. The resulting simulated and observed 3 cm 

soil temperatures, water table depths, and methane emissions (Figures 2.2a, b, and c, 

respectively) matched closely, with the exception of undersimulation of soil temperature in 

May and undersimulation of methane emissions in September. The undersimulation of soil 

temperature in May is likely due to differences between the gridded meteorological 
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forcings and local observations for that summer reported by Friborg et al. (2003) and 

Shimoyama et al. (2003). The underprediction of methane emissions in September may 

indicate that the model’s sensitivity to water table depth is somewhat too high, although the 

model performance is generally better for other months. 

 

 

Figure 2.2: Simulated (labeled as ‘VBM’ for VIC/BETHY/methane modeling framework) and observed 3 cm soil 

temperature (a), water table (b), and methane flux (c) at the Bakchar Bog site, 1999. In panel (c), the contribution 

of diffusion and ebullition pathways to the simulated flux is plotted in the blue dashed line, while the total 

simulated flux is plotted in the solid red line. 

 

2.3 Results 

To evaluate the ability of our modeling framework to capture interannual variability 

in methane emissions, we compare simulated and observed soil temperatures, water table 

depths, and methane emissions for the summers of 1993–1997 at the Bakchar Bog site 
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(Figure 2.3). While the simulated July methane emissions (Figure 2.3c) approximate the 

values of the observed emissions in 1994, 1996, and 1997, large discrepancies exist in July 

1993 and 1995, in which observed methane emissions were much higher than in the other 

years. It is possible that the simulated water table depth (Figure 2.3b) in those years is too 

low. We examined this possibility by prescribing observed soil temperatures and water 

table depths of 0 cm for the years 1993 and 1995. While this reduced errors somewhat, 

large discrepancies still remained. Unfortunately observations of the water table depth from 

most of these years were not available. 

 

Figure 2.3: July average simulated and observed (a) soil temperature in the top 10 cm, (b) water table depth, and 

(c) methane fluxes for the Bakchar Bog site, for the validation years 1993–1997, and calibration year 1999. 

Observations for years 1993–1997 from Panikov and Dedysh (2000), for an unspecified number of days in July 

(and August, in the case of 1997). Observations for 1999 from Friborg et al. (2003) for 14–27 July. 

It should also be noted that, except for 1999, the observed fluxes are the averages 

over an unspecified number of days, while the model results shown are the average over 

the entire month of July, which complicates comparisons. However, our landscape-scale 
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estimates of methane emissions over the 100 km×100 km region compare favorably to 

estimates made by remote sensing and aircraft flyovers. Takeuchi et al. (2003) extrapolated 

field observations taken in July 1993 and 1994 to the region bounded by 56°–60° N and 

78°–86° E, using landcover classifications derived from AVHRR and SPOT/HRV images, 

yielding a regional average July flux of 59.3 mg CH4 m
−2

 d
−1

 for 1993 and 1994. 

Meanwhile, estimates of methane fluxes based on vertical profiles from aircraft flyovers in 

the region in 1994 range from 34 to 126 mg CH4 m
−2

 d
−1

 (Tohjima et al., 1994). In 

comparison, our modeling framework predicts average methane emissions of 43.0 mg CH4 

m
−2

 d
−1

 for the same time intervals. Figure 2.4 shows a map of simulated average annual 

methane emissions for the 100 km×100 km region for the period 1980–1999. The spatial 

pattern of emissions exhibits a high correlation with the topographic wetness index (Figure 

2.1a) and wetland vegetation (Figure 2.1b). Note that much of the landscape (primarily 

outside the bogs) actually has a negative methane flux, due to oxidation in the soil; this 

behavior is typical of non-wetland soils (Nakano et al., 2004; Crill, 1991). 
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Figure 2.4: Simulated annual average methane emissions for the 100 km × 100 km grid cell, for the period 1980–

1999. The yellow star denotes the Bakchar Bog site. 

Climate models suggest that northern Eurasia will experience increases in 

temperature and precipitation by the end of the 21
st
 century (IPCC, 2007). In particular, 

summer temperatures are likely to increase by 2.0–5.6 °C and summer precipitation is 

likely to change by −1 to +16%, with median values of +3 °C and +9%, or roughly 5–7 mm 

per month (temperature and precipitation in other seasons may increase even more than 

this). To investigate the response of wetland water tables and methane emissions to the 

predicted range of changes in climate, we constructed 24 climate scenarios consisting of 

the ‘baseline’ meteorological forcings from 1980–1999 and all 24 combinations of six 

uniform (year-round) increases in air temperature (0 (1) 5 °C) and four uniform (year-

round) increases in precipitation (0 (5) 15%). 
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Figure 2.5: Sensitivity of simulated water table depth (a), saturated area fraction (b), and annual total methane 

emissions (c), for the 100 km × 100 km grid cell, to changes in temperature and precipitation relative to the 1980–

1999 baseline scenario. 

Contour plots of the resulting mean annual water table depths, saturated area 

fractions, and methane emissions, averaged over the 100 km × 100 km grid cell, are shown 

in Figure 2.5. Some general relationships are evident: increasing temperature and constant 

precipitation tends to lower the water table (Figure 2.5a), reducing the fraction of the grid 

cell for which soil moisture is at saturation (Figure 2.5b), and reducing methane emissions 

(Figure 2.5c), while increasing precipitation, while holding temperature constant, tends to 

raise the water table, increase the saturated area, and increase methane emissions. One 

exception to these relationships is for small increases in temperature (1 °C) and 

precipitation (5%), for which the temperature increase can cause a slight increase in 

methane emissions. 

Results for selected scenarios are given in Table 2.1. For the baseline simulation, 

average annual methane emissions and water table depth were 1.4 g CH4 m
−2

 y
−1

 and 108 

cm, respectively. For the extreme case of an increase in air temperature of 5 °C methane 

emissions decreased by 2.1 g CH4 m
−2

 y
−1

 relative to the baseline, to −0.7 g CH4 m
−2

 y
−1

. In 
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this case, methane production in the bogs was less than methane oxidation elsewhere, 

leading to net consumption of methane in the grid cell. This reduction was accompanied by 

a lowering of the water table to 126 cm below the surface. In contrast, increasing 

precipitation by 15% raised the water table to 96 cm below the surface, which in turn raised 

methane emissions to 5.1 g CH4 m
−2

 y
−1

, a 264% increase relative to the baseline. 

Combining the increase in temperature and the increase in precipitation (‘T + 5 & P + 

15%’) resulted in intermediate effects: the water table depth (104 cm) remained similar to 

that of the baseline, and methane emissions rose to 3.1 g CH4 m
−2

 y
−1

 (or 121% above the 

baseline). For the median case of an increase in air temperature of 3 °C and an increase in 

precipitation of 10%, methane emissions increased by 2.8 g CH4 m
−2

 y
−1

 (or 100% above 

the baseline) and the water table depth (106 cm) remained similar to that of the baseline. 

 

Table 2.1: Simulated average annual methane emissions,  water table depths,  and saturated areas 

for baseline and various future cl imate scenarios .  

Scenario Annual CH4 

emission (g m
-2

 y
-1

) 

Average water table 

(cm below surface) 

Average saturated 

area fraction 

Baseline 1.4 108 0.017 

T + 5
a
 -0.7 126 0.002 

P + 15%
 a
 5.1 96 0.014 

T + 5 & P + 15%
 a
 3.1 104 0.020 

T + 3 & P + 10%
 a
 2.8 106 0.019 

a
‘T + 5’ indicates a uniform 5 ◦C increase over 1980–1999 temperatures. ‘P + 15%’ 

indicates a uniform 15% increase over 1980–1999 precipitation. 

 

The mechanisms underlying these results are illustrated in Figure 2.6, which shows 

the seasonal cycles of relevant variables for the following four scenarios: (1) the current 

climate baseline, (2) an increase in temperature of 5 °C (‘T+5’), (3) an increase in 

precipitation of 15% (‘P + 15’), and (4) increases of 5 °C in temperature and 15% in 

precipitation (‘T + 5 & P+15’). While soil temperature (Figure 2.6a) exerts the primary 
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influence on the seasonal evolution of methane emissions (Figure 2.6f) within a single year, 

differences in the annual mean water table depth (Figure 2.6e) exert a considerable 

influence on emissions when comparing different years or climate scenarios. Both air 

temperature and precipitation determine the seasonal shape and annual mean of the water 

table depth. The higher air temperatures of the ‘T + 5’ and ‘T + 5 & P + 15%’ scenarios 

result in smaller snow packs (Figure 2.6b) that start and finish melting earlier than the 

baseline (Figure 2.6c), as well as greater evapotranspiration in late spring and early summer 

(Figure 2.6d), leading to lower annual mean water table depths (Figure 2.6e). The resulting 

methane emissions (Figure 2.6f) for these scenarios are lower throughout the year than 

their lower-temperature counterparts (baseline and ‘P + 15%’, respectively) with the 

exception of the month of May, when water table depths are at their shallowest and soil 

temperatures are the limiting factor. On the other hand, the greater precipitation of the ‘P + 

15%’ and ‘T + 5 & P + 15%’ scenarios results in a larger snow pack (Figure 2.6b) and 

larger peak in snow melt flux (Figure 2.6c) but modest change in the timing of melt in 

comparison with the baseline and ‘T+5’ scenarios, respectively. Evapotranspiration (Figure 

2.6d) is also higher in these scenarios, due to greater upper-layer soil moisture. The larger 

snowmelt pulses and rainfall infiltration lead to higher annual mean water tables (Figure 

2.6e) and greater methane emissions throughout the year (Figure 2.6f). Thus, the balance 

between temperature- and precipitation-induced effects on the water table plays a major 

role in the response of these wetlands to climate change. 
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Figure 2.6: Panels (a) to (f) show monthly average values of soil temperature, snow water equivalent, snow melt 

flux, evapotranspiration, grid cell-average water table level, and grid cell-average methane emission, respectively, 

for the 100 km × 100 km grid cell, for the 1980–1999 baseline and for the ‘T + 5’, ‘P + 15%’, and ‘T + 5 & P + 
15%’ scenarios for 2080–2099. 
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These interactions between temperature and precipitation are not uniform across the 

landscape, as illustrated in Figure 2.7.  For reference, Figure 2.7a shows the distribution of 

topographic wetness index as a function of cumulative area fraction within the 100 km × 

100 km grid cell. Present-day bogs, indicated on the plot, fall in pixels with wetness index 

values above 14, with a high concentration above 18. Owing to their higher topographic 

wetness index values, these pixels tend to have much shallower water table depths than the 

rest of the grid cell. In the baseline scenario, many of the present-day bog areas (5% of the 

grid cell) have mean annual water table depths (Figure 2.7b) no deeper than 20 cm, and a 

small portion of these areas are completely saturated (i.e. the water table is at the surface) 

year round. Accordingly, those bog areas with mean annual water table depths less than 20 

cm emit from 20 to 48 g CH4 m
−2

 y
−1

 (Figure 2.7c). Meanwhile, approximately 80% of the 

grid cell (including some of the bog areas) has water table depths greater than 50 cm, and 

has a net emission of −2 g CH4 m
−2

 y
−1

 due to the oxidation of methane in the soil. 

In the three future climate scenarios described above, the responses of the water 

table (Figure 2.7b) and methane emissions (Figure 2.7c) to changes in climate vary 

spatially, and in some cases the responses of different regions cancel each other out. In the 

‘T + 5’ scenario, the drop in the grid-cell average water table causes (a) a reduction in the 

area of the grid cell that is saturated year round, and (b) a lowering of the local water table 

in all non-saturated areas. While methane emissions increase up to 75 g CH4 m
−2

 y
−1

 in the 

saturated areas due to temperature-driven increases in metabolic activity, emissions 

decrease elsewhere in response to the deeper water table depths, resulting in a net reduction 

in methane emissions over the whole grid cell. In contrast, the ‘P + 15%’ scenario raises 
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the water table in all areas of the grid cell that are not completely saturated in the baseline 

scenario, increasing emissions throughout the areas with a topographic index >18. 

In particular, the rise in the water table causes the saturated and near-saturated areas 

(water table depth shallower than 20 cm), which emit methane at 20 g CH4 m
−2

 y
−1

 or 

more, to expand from 5% to 10% of the grid cell area. Finally, in the ‘T + 5 & P + 15%’ 

scenario, the higher precipitation approximately cancels the effect of higher temperature on 

the water table depth, causing water table depths across the grid cell to remain similar to 

the baseline. While higher temperatures lead to higher peak methane production rates (75 g 

CH4 m
−2

 y
−1

), the increase in methane production rates occurs primarily in the saturated 

areas of the grid cell, due to the shallower water table depths, and thus when summed over 

the entire grid cell, amounts to a smaller increase in emissions than in the ‘P + 15%’ 

scenario. In general, because the distribution of water table depths depends on the shape of 

the distribution of topographic wetness index, we can expect the net change in methane 

emissions to vary from region to region as a function of topography. 
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Figure 2.7: (a) Cumulative distribution of topographic wetness index for the 100 km×100 km grid cell. The range 

of wetness index values containing present-day bogs is indicated. Panels (b) and (c) show cumulative distributions 

of simulated annual average water table level and simulated annual average methane emission, respectively, for 

the grid cell, for the 1980–1999 baseline and for the ‘T + 5’, ‘P + 15%’, and ‘T +5 & P + 15%’ scenarios for 2080–

2099. 

 

2.4 Discussion 

From Figure 2.5, we can see that increases in temperature and precipitation can 

balance each other to some extent, causing some climate scenarios (for example, ‘T + 3 & 
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P + 10%’ and ‘T + 5 & P + 15%’) to have similar impacts on regional methane emissions. 

The most extreme impacts occur for those scenarios involving substantial changes in either 

temperature alone or precipitation alone. However, these less-balanced scenarios tend to 

fall on the outskirts of the range of climate predictions (IPCC, 2007). Under scenarios 

closer to mid-range of the IPCC (2007) estimates, regional water table depths would 

experience modest changes, while methane emissions would increase between 50 and 

125% according to our model results. 

Our prediction of a 100% increase in annual average methane emissions for the 

median end-of-century climate scenario (‘T +3 & P + 10%’) is consistent with other 

modeling studies (e.g., Zhuang et al., 2006; Gedney et al., 2004; Shindell et al., 2004) that 

have predicted substantial increases in methane emissions from northern wetlands under 

various climate scenarios for the 21st century. Like Shindell et al., we find that changes in 

the extent of saturated and near-saturated area (annual average water table depth shallower 

than 20 cm) play a large role in the response of wetlands to climate change. Despite using a 

similar approach to Gedney et al., we find the change in wetland extent to be more 

important to methane emissions than they did. One reason for this may be that our methane 

emissions are more sensitive to water table depth than theirs. Another reason may be that 

we calibrated our models to match local observations, while Gedney et al. calibrated their 

model to reflect global atmospheric methane concentrations. 

More simultaneous observations of water table depth, soil temperature, and 

methane emissions, over more points across the landscape, would help constrain our 

models. Our results also depend in part on the accuracy of our simulated water table depths, 

which in turn are particularly sensitive to the soil porosity. A higher-porosity soil can 
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accommodate a given change in soil moisture (e.g. due to infiltration or evaporative 

demand) with a smaller change in water table depth than a lower-porosity soil. In order to 

preserve the assumptions of the TOPMODEL framework, we have assumed spatially 

uniform soil properties. In reality, the mineral soils outside present-day bogs tend to have 

lower peat content, and thus lower porosity than the values we used in our simulations. 

Therefore, we might expect that the water table will exhibit more variability outside the 

bogs than we have predicted. On the other hand, these areas also tend to have lower 

topographic index values, and therefore deeper water table depths and much lower methane 

production rates, than the bogs, and thus have very little influence on total methane 

emissions across the landscape. Zhuang et al. (2006) avoided this problem by prescribing 

the wetland fraction of each grid cell, and only modeling a uniform water table in the 

wetland fraction. However, this approach does not consider the non-linear response of 

methane emissions to heterogeneity in the water table depth and therefore neglects the 

changes in methane emissions due to changes in the extent of the saturated region. Some 

combination of these approaches, in which the water table distribution is modulated by 

local soil properties, could prove useful in this regard. 

While we have only considered uniform increases in temperature and precipitation 

throughout the year, climate models in fact suggest that winter temperature and 

precipitation will likely increase more than in summer (IPCC, 2007). The resulting size and 

melt dates of the snow pack under these conditions may lead to earlier and larger rises in 

the water table, which, coupled with higher spring temperatures, could lengthen the 

duration of substantial methane emissions. It also should be noted that our modeling 

framework predicts very low methane emissions during the winter. Some field studies have 
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found that winter methane emissions can account for up to 22% of the annual total (e.g., 

Aurela et al., 2002; Panikov and Dedysh, 2000; Alm et al., 1999). On the other hand, given 

that soil temperatures during the winter do not change appreciably among scenarios due to 

the insulation of the snow pack, and that the snow pack effectively decouples soil moisture 

from winter precipitation until snow melt, we do not expect winter emissions to be nearly 

as sensitive to climate change as summer emissions. 

Other factors we have not considered include increased atmospheric CO2 

concentrations and changes in nutrient availability. Increased atmospheric CO2 would 

likely reduce transpiration somewhat, reducing the summertime drop in the water table and 

increasing methane emissions during late summer. Increased temperatures and drying of 

soils could lead to the mineralization and subsequent loss of nutrients from the soil, which 

could reduce methane emissions. Although we believe that these secondary effects would 

likely be smaller in magnitude than the primary effects of water table changes that we have 

modeled, these mechanisms should nonetheless be the focus of future research. 

 

2.5 Conclusions  

We have created a modeling framework for the prediction of regional wetland 

methane emissions by coupling of the VIC macroscale hydrology model with the BETHY 

terrestrial carbon model and the wetland methane emissions model of Walter and Heimann 

(2000), incorporating an implementation of the TOPMODEL concept of sub-grid 

heterogeneity of the water table. This framework reasonably captures seasonal changes in 

methane emissions as a function of climate, and makes plausible estimates of methane 

emissions over large areas. Results from a sensitivity analysis indicate that, for the 
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Vasyugan wetlands in western Siberia, methane emissions may increase by 100% over 

current values under likely climate conditions at the end of this century. In addition, we 

have found that the interaction of temperature and precipitation, through their effects on the 

water table depth, play an important role in determining methane emissions from these 

wetlands. The balance between these effects varies spatially, and their net effect depends in 

part on sub-grid topographic heterogeneity. 

Increases in temperature alone tend to reduce emissions because the lowering of the 

water table (and reduction of the methane-producing area) in response to smaller snow 

packs and higher evaporative demand more than compensates for the temperature-driven 

increase in methane production in those areas that remain relatively wet. Meanwhile, 

increases in precipitation alone tend to increase methane emissions through the expansion 

of saturated and near-saturated areas across the landscape. Under conditions of both 

increased temperature and increased precipitation, the net result depends on the relative 

strengths of the increases, in addition to the local topography. 
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III. SYSTEMATIC BIASES IN LARGE-SCALE ESTIMATES OF 

WETLAND METHANE EMISSIONS ARISING FROM WATER 

TABLE FORMULATIONS 

 

This chapter has been published in its current form in Geophysical Research Letters (Bohn 

and Lettenmaier, 2010). 

 

3.1 Introduction 

Wetland methane emissions depend strongly on climate and have the potential to 

exert a positive feedback to climate change (Intergovernmental Panel on Climate Change 

(IPCC), 2007). This is of particular concern in boreal and arctic regions, where much of the 

world’s wetlands reside (Lehner and Döll, 2004) and where climate change has been and is 

predicted to be most pronounced (IPCC, 2007). Among other factors, wetland methane 

emissions depend non‐linearly on water table depth, which controls the transition from 

aerobic to anaerobic decomposition (Walter and Heimann, 2000), and which varies 

considerably over small distances in boreal wetlands (Eppinga et al., 2008; Saarnio et al., 

1997). 

Several recent modeling studies have estimated the response of wetland methane 

emissions across the high latitudes to predicted changes in climate over the next century. 

Most earth system models that simulate wetland methane emissions use variants of the 

methane emissions model of Walter and Heimann (2000), applied to simplified 

representations of water table depth over the wetland portions of large (typically 0.5–2.5 
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degree) grid cells. Due to the lack of water table measurements over most of the Earth’s 

surface, these simplifications either assume a) a spatially uniform but temporally-varying 

water table depth (uniform scheme) (e.g., Zhuang et al., 2004; 2006; Shindell et al., 2004; 

Walter et al., 2001a, 2001b) or b) a temporally-varying mix of wet (perpetually saturated) 

and dry (non-emitting) fractions (wet-dry scheme) (Ringeval et al., 2010; Gedney et al., 

2004). Both of these schemes constitute major simplifications. The uniform scheme 

neglects the effects of spatial heterogeneity in water table depth (and therefore in methane 

emissions). The wet-dry scheme neglects emissions from the non‐saturated portion of the 

wetland, which depend on water table depth. A scheme that takes spatial variation of the 

water table depth into account (a distributed scheme) (e.g., Bohn et al., 2007) should not be 

subject to such biases if it represents the water table distribution accurately. 

Here we investigate the question: how do end-of-century methane emissions 

projections resulting from the aforementioned simplified water table schemes compare with 

those of a distributed water table scheme, as a function of the spatial variation in the 

wetland’s water table depth?  To ensure a fair comparison, we require all schemes to use 

the same methane model parameter set and: a) same saturated area (for the wet‐dry 

scheme), or b) same current‐day spatial average methane emissions (for the uniform 

scheme). 

 

3.2 Methods 

Because the uniform and wet‐dry schemes are special cases of the distributed 

scheme, we first ran the distributed scheme and then used those results to derive the 

emissions of the other schemes. To generate hydrologic inputs, we used the Variable 
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Infiltration Capacity (VIC; Liang et al., 1994) large‐scale hydrologic model, with 

modifications for carbon cycling taken from Knorr (2000) and the spatially distributed 

water table parameterization described by Bohn et al. (2007). The resulting simulated soil 

temperatures, net primary production (NPP), and spatially‐distributed water table depths 

were then provided to the methane emissions model of Walter and Heimann (2000), which 

generated a time series of spatially‐distributed methane emissions. We ran this modeling 

framework for the period 1948–2007 over a single 100 × 100 km grid cell centered at (56° 

29′N, 83° 09′E) in West Siberia, using meteorological drivers and soil and vegetation 

parameters described by Bohn et al. (2007) and the methane model parameter sets 

described below. While the methane model parameters we are using here differ from those 

of Bohn et al. (2007), it is worth noting that simulations in that study compared favorably 

to in situ measurements of soil temperature, water table depth, and methane emissions, and 

to aircraft measurements of areal methane fluxes. 

 

As described by Bohn et al. (2007), the distributed water table depth within the wetland 

portion of the domain was generated as a post‐processing step using the topographic 

wetness index concept from TOPMODEL (Beven and Kirkby, 1979). First, the topographic 

wetness index was computed at approximately 90 m resolution for each pixel of the Shuttle 

Radar Topography Mission (SRTM) DEM (Farr and Kobrick, 2000) falling within the 100 

× 100 km grid cell; non‐wetland pixels (43% of the grid cell) were then masked out using 

the peatland map of Sheng et al. (2004). Then, for each day of the simulation, each wetland 

pixel’s water table position zwt,i (negative values indicate that the water table is below the 
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soil surface) was assumed to be a function of the wetland’s spatially‐averaged water table 

position     and the pixel’s wetness index κi: 

     ( )     ( )   (    )      (3.1) 

where λ is the wetland’s spatially‐averaged wetness index, and m is a parameter that 

controls the spatial variance of water table depths across the wetland. 

 

Figure 3.1: Example spatial distributions of (a) topographic wetness index, (b) water table position zwt, and (c) net 

CH4 emissions across the grid cell’s wetland fraction. Quantities ending in an asterisk correspond to the pixel 

selected to represent the uniform scheme. 

 

An example wetness index distribution and the corresponding water table depth and 

methane emissions distributions are shown in Figures 3.1a–c. The area of saturated soil 

(where the local water table is at the surface), expressed as a fraction of total wetland area, 

is denoted in Figures 3.1 and 3.2 as Asat. A wetland’s emissions come from three distinct 
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spatial zones (denoted in Figure 3.1c): a “wet” zone (corresponding to Asat in Figure 3.1b), 

in which all of the pixels are saturated and have nearly identical, maximum emissions; a 

“dry” zone, in which the water table depth varies spatially but is deep enough everywhere 

that methane emissions are negligible; and a “transition” zone, in which emissions fall 

between these minimum and maximum values. Only in the transition zone are individual 

pixels’ emissions sensitive to water table depth. Temporary, shallow standing water was 

treated as completely saturated soil in this study; whenever zwt,i was greater than 0 (above 

the soil surface), it was set to 0 (Figure 3.1b). The methane emissions model used here 

(Walter and Heimann, 2000) assumes that ebullition and plant‐mediated pathways transport 

methane very quickly from the soil surface to the surface of any overlying shallow water; 

thus this approximation should not affect the results. As in previous studies that used the 

same emissions model (e.g., Gedney et al., 2004; Zhuang et al., 2004, 2006), emissions 

from permanent lakes were ignored (lakes were not simulated), allowing us to focus on 

biases arising from water table formulations. 

As noted above, our goal was to examine the impact of spatial variability of the 

water table on the relative performance of the various schemes described above, for a given 

observed Asat. To this end, we repeated the simulations using m values of 2.6, 5.3, 10.5, 

20.9, and 41.8 cm. The resulting spatial standard deviation σzwt of water table depth ranged 

from 2.4 cm (almost uniform), to 38 cm (a large value, more typical of uplands). Typical 

σzwt values for boreal wetlands likely fall near the middle of this range (e.g., Eppinga et al., 

2008; Saarnio et al., 1997). Estimates of fractional inundation over the wetland derived 

from combined passive (AMSR‐E) and active (QuikSCAT) microwave satellite 

observations (Schroeder et al., 2010) indicated a seasonal fluctuation of Asat between 0.04 
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and 0.12. The simulations in which m = 41.8 cm yielded Asat values that compared most 

favorably to these observations. Therefore, as we varied m (and σzwt), we bias‐corrected all 

pixels’ water table depths by the appropriate spatially uniform offset to yield the same Asat 

values as the m = 41.8 cm (σzwt = 38 cm) case. To simulate the wet‐dry scheme, we took the 

methane emissions from the distributed scheme’s wettest pixel, which in all cases was 

perpetually saturated (i.e., zwt = 0 at all times). We multiplied these emissions by the (time‐

varying) saturated fraction, Asat. To mimic a spatially uniform scheme, we extrapolated the 

behavior of one of the wetland’s pixels to the entire wetland, as illustrated in Figure 3.1. To 

ensure a fair comparison, we chose a pixel whose average methane emissions over the 

warm season (May–October) equaled the grid cell’s spatial average warm‐season emissions 

over the baseline period 1980–1999. This pixel’s location is denoted on the cumulative 

distribution functions in Figures 3.1a–c as A*, and its topographic wetness index, water 

table level, and net methane emissions are denoted as κ*, zwt*, and CH4*, in Figures 3.1a–c. 

Due to the non‐linearity of the dependence of emissions on water table depth, this point 

was not in general the point whose water table depth matched the wetland’s spatial average 

water table depth.  The difference in CH4 sensitivity between the two points was small, but 

choosing the pixel having the average water table depth would have created a positive bias 

in simulated CH4, which we thought would be unfair. 

To the extent possible, we used the same methane model parameter sets used in 

previous studies (see Table 3.1): the boreal wetland parameter set used in the uniform 

scheme of Zhuang et al. (2004, 2006); the “global” parameter set of the wet‐dry scheme of 

Gedney et al. (2004); and the Abisko parameter set used in the wet‐dry scheme of Ringeval 

et al. (2010). Because the wet‐dry scheme neglects emissions from non‐saturated areas, it 



36 

 

does not consider oxidation. Therefore, to approximate the responses of the distributed and 

uniform schemes for the parameter sets used by Gedney et al. (2004) and Ringeval et al. 

(2010), we supplied moderate values for the parameters r0, xvmax, rkm, and oxq10. In 

addition, we approximated the temperature dependent Q10 of Gedney et al. (2004) with a 

value of 3.3, based on the average soil temperature in the upper 5 cm during the warm 

season. In addition, to test the robustness of our findings, we tested 243 random 

combinations of the methane model parameters r0, rq10, rkm, xvmax, and oxq10 (see 

Tables 3.1-3.3 for definitions) over the global ranges reported in literature (Walter and 

Heimann, 2000) (results not shown). 

Finally, we derived methane emissions for the three schemes, using the procedure 

above, for several possible end‐of‐century climates spanning the approximate range of 

temperature and precipitation given by IPCC (2007) for West Siberia. The end‐of‐century 

scenarios were constructed (as by Bohn et al., 2007) by perturbing the meteorological 

forcings for the “baseline” period of 1980–1999 by adding a constant (0, 1, 2, 3, 4, or 5) °C 

to the daily air temperatures and a constant (0, 5, 10, or 15) percent to the daily 

precipitation. As in the baseline simulations, these future scenarios were first run with m = 

41.8 cm (σzwt = 38 cm), and the resulting Asat values were taken to be reasonable estimates 

of future conditions. Then, the simulations were re‐run for the other values of m, and a 

time‐varying spatially‐uniform offset was added to zwt to force the values of Asat to match 

those of the m = 41.8 cm (σzwt = 38 cm) case. 

 

Table 3.1: Values of  methane emissions model parameters that varied in this s tudy a  

Parameter Definition 

Parameter Set 

Boreal 

Wetland
b
 

Global
c
 Abisko

d
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r0 (-) Tuning parameter for 

methanogenesis 

1.3 1.0 1.0 

rq10 (-) Q10 value for methanogenesis 4.5 3.3 2.6 

xvmax 

(µmol/Lh) 

Maximum oxidation rate at mean 

temperature 

15 20 20 

oxq10 (-) Q10 value for oxidation 1.9 2.0 2.0 
a
Walter and Heimann (2000). 

b
Zhuang et al. (2004). 

c
Gedney et al. (2004). 

d
Ringeval et al. (2010) 
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Table 3.2: Values of  methane emissions model a  parameters  that were held constant in this study.  

Parameter Definition Value 

ns (cm) Height of soil surface above bottom of soil column 251 

nday (-) Number of time steps per day 24 

h (dm) Soil layer thickness 0.1 

rk (h) Time step length 1 

rkm (umol/L) Michaelis-Menten constant for oxidation 5 

diffair (dm
2
/h) Diffusion coefficient of methane in bulk air  7.2 

pox (-) Fraction of CH4 that is oxidized in plant roots (rhiszosphere) 0.5 

Dveg Scaling parameter in plant-mediated transport equation 0.001 

catm (umol/L) Atmospheric CH4 concentration 0.076 

nroot (cm) Rooting depth 50 

scmax 

(umol/L) Threshold concentration for methane bubble formation 500 

tveg (-) 

Number (from 0 to 15) indicating efficiency of plant-mediated 

transport 7 

rpv (-) Volumetric fraction of coarse pore space 0.39 

dtmean (°C) Annual mean soil column temperature 5.11 

ibare (%) Percent of grid cell that is unvegetated 0 

ifrin (%) 

Percent of grid cell that is inundated (this parameter is ignored in 

the methane model code) 0 

iother (%) Percent of grid cell covered by non-wetland 0 

a
Walter and Heimann (2000). 
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Table 3.3: Minimum and maximum biases of  the wet -dry and uniform schemes and miss ions of  

the distributed scheme and values of  A s a t  and A t r a n s  corresponding to those biases.  

S(zwt) Scheme 

Param. 

Set 

Min Bias Max Bias 

Bias 

(% 

of 
Dist. 

CH4) 

Bias 

(mg/m2d) 

Dist. 
CH4 

(mg/m2d) Asat Atrans 

Bias 

(% 

of 
Dist. 

CH4) 

Bias 

(mg/m2d) 

Dist. 
CH4 

(mg/m2d) Asat Atrans 

38 cm 
Wet-
Dry 1 -28.4 -13.7 48.2 0.082 0.48 -18.1 -4.66 25.7 0.047 0.37 

  2 -13 -3.51 27 0.082 0.42 14.3 1.78 12.5 0.047 0.33 

  3 -3.42 -0.61 17.9 0.082 0.43 49.6 3.43 6.9 0.047 0.33 
 Uniform 1 -104 -26.6 25.7 0.047 0.37 151 54.3 36 0.12 0.65 

  2 -138 -17.2 12.5 0.047 0.33 182 39.7 21.8 0.12 0.55 

  3 -171 -11.8 6.92 0.047 0.33 188 31.8 17 0.12 0.55 

19 cm 

Wet-

Dry 1 -60.8 -41 66.9 0.059 0.85 -52.6 -31.2 59.3 0.12 0.87 

  2 -52.3 -25.7 49.3 0.082 0.82 -43.1 -15.4 35.6 0.12 0.82 

  3 -50 -17.2 34.5 0.082 0.83 -39.9 -8.01 20.1 0.083 0.81 
 Uniform 1 -38.4 -20.2 52.5 0.047 0.83 49.1 29.1 59.3 0.12 0.87 

  2 -38.3 -10.4 27.3 0.047 0.77 57.9 20.7 35.6 0.12 0.82 

  3 -24.7 -4.44 18 0.047 0.77 57.5 16.2 28.2 0.12 0.81 

9.5 

cm 

Wet-

Dry 1 -85.7 -126 147 0.047 0.95 -75.8 -87.9 116 0.12 0.88 

  2 -82.3 -66.3 80.6 0.047 0.95 -71.2 -50.1 70.4 0.12 0.88 
  3 -81.6 -46 56.4 0.047 0.94 -69.9 -39.2 56.1 0.12 0.88 

 Uniform 1 -10.3 -15.2 147 0.047 0.95 13.4 15.6 116 0.12 0.88 

  2 -10.4 -8.35 80.6 0.047 0.95 15 10.6 70.4 0.12 0.88 
  3 -9.63 -5.43 56.4 0.047 0.94 14.6 8.18 56.1 0.12 0.88 

4.8 

cm 

Wet-

Dry 1 -93 -281 302 0.047 0.95 -85 -158 187 0.12 0.88 
  2 -91.7 -157 171 0.047 0.95 -82.9 -98.4 119 0.12 0.88 

  3 -91 -105 115 0.047 0.95 -82.2 -77.9 94.8 0.12 0.88 

 Uniform 1 -7.19 -21.7 302 0.047 0.95 3.6 6.73 187 0.12 0.88 
  2 -7.66 -13.1 171 0.047 0.95 2.9 3.43 119 0.12 0.88 

  3 -8.79 -10.1 115 0.047 0.95 2.62 2.49 94.8 0.12 0.88 

2.4 

cm 

Wet-

Dry 1 -94.8 -386 407 0.047 0.95 -87 -188 216 0.12 0.88 
  2 -94.3 -234 248 0.047 0.95 -86.2 -126 147 0.12 0.88 

  3 -93.9 -160 170 0.047 0.95 -85.8 -102 119 0.12 0.88 

 Uniform 1 0 0 226 0.083 0.92 2.58 10.5 407 0.047 0.95 
  2 -0.69 -1.01 147 0.12 0.88 0.81 2.01 248 0.047 0.95 

  3 -0.57 -0.68 119 0.12 0.88 0.77 1.36 176 0.082 0.92 
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3.3 Results 

All schemes’ emissions depended on Asat, zwt, and Atrans (the fractional area of the 

“transition zone” denoted in Figure 3.1c), which are plotted in Figures 3.2a-c. The warm 

season average Asat values for the various end‐of‐century climate scenarios are plotted in 

Figure 3.2a as a function of changes in precipitation and air temperature relative to the 

baseline climate. Asat clearly is largest for the coolest, wettest scenarios and smallest for the 

warmest, driest scenarios. Figure 3.2b shows spatial average zwt as a function of Asat for 

selected values of standard deviation σzwt. It can be seen that, for a given value of Asat, a 

smaller value of σzwt requires a shallower average zwt. Similarly, Atrans depends on both zwt 

and σzwt (Figure 3.2c) and increases dramatically, from 0.4–0.6 to 0.88–0.95 (i.e., (1‐ Asat)), 

as σzwt decreases and zwt becomes shallower. Selected values of Asat and Atrans are listed in 

Table 3.2. 

The responses of the three schemes’ CH4 emissions over the warm season (May–

October) to changes in climate exhibited similar patterns across not only the three methane 

model parameter sets under discussion, but also all but the most oxidative of the 243 

randomly‐selected parameter sets. As an example, results from the boreal wetland 

parameter set of Zhuang et al. (2004) are illustrated in Figures 3.2d–l. As σzwt decreased 

from 38 to 2.4 cm, and spatial average zwt became shallower, the distributed scheme’s 

emissions increased by almost a factor of 10, from 25–45 mg/m
2
d at to 220–400 mg/m

2
d 

(Figures 3.2d–f). 

At large values of σzwt, the wet‐dry scheme’s emissions (Figure 3.2g) fall within 5–

10% of the distributed scheme’s emissions for most climate scenarios (exact values of min 

and max biases are listed in Table 32). However, because the wet‐dry scheme only takes 
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account of emissions within the saturated zone, its emissions do not change with σzwt. Thus, 

the wet‐dry scheme’s emissions become increasingly biased as σzwt diminishes, dropping to 

essentially [Asat * (the distributed scheme’s emissions)], i.e. biases of −85% to −95%, when 

σzwt = 2.4 cm (Figure 3.2i). For the more typical σzwt value of 19 cm (Figure 3.2h), biases 

are between −50% and −60%. For the boreal wetland parameter set, this translates to biases 

of −31 mg/m
2
d (at current temperatures) to −41 mg/m

2
d (at temperatures 5°C warmer than 

current climate). This pattern is consistent across methane model parameter sets (see Table 

3.2).
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Figure 3.2: (a) Fractional saturated area (Asat), (b) spatial average water table depth (zwt (cm)), (c) fractional area 

of transition zone (Atrans and (d–l) average warm season CH4 emissions (mg/m2d) of the distributed, wet‐dry, and 

uniform schemes, as a function of changes in precipitation and air temperature relative to baseline climate of 

1980–1999, for σzwt = 38 cm, 19 cm, and 2.4 cm, for the boreal wetland parameter set of Zhuang et al. (2004, 2006). 
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In contrast, the uniform scheme’s emissions exhibit their largest bias when σzwt is 

large (38 cm, Figure 3.2j) and vanish as σzwt approaches 0 (Figures 3.2k and l). For large 

σzwt (Figure 3.2j), the uniform scheme’s biases depend on climate conditions: when the 

water table falls/rises, the uniform scheme tends to be biased low/high. For the baseline 

simulation, biases are 0 by design. For other climates, biases can range between +100% and 

−100% or more (i.e., net methane sink) when σzwt is large (38 cm); and between +55% and 

−40% for the more typical σzwt value of 19 cm. Exact numbers vary with the methane 

model parameter set (see Table 3.2). For the boreal wetland parameter set, and σzwt = 19 

cm, biases range from +30 mg/m
2
d for the coolest, wettest scenario to −20 mg/m

2
d for the 

warmest, driest scenario. 

 

3.4 Discussion and Conclusions 

Over a wide range of methane model parameter sets, the biases of both the wet‐dry 

and uniform schemes can be substantial, and depend on the spatial variability of the water 

table depth in opposite ways. To explain this, we refer to the “wet”, “transition”, and “dry” 

zones denoted in Figure 3.1c. The wet‐dry scheme ignores the emissions of the transition 

and dry zones. In contrast, the uniform scheme’s emissions are representative of the 

transition zone, because zwt * and CH4* (Figures 3.1b and c) tend to fall near the center of 

that zone. Thus the biases of the two schemes depend on the relative contribution of the 

transition zone, whose area Atrans and average water table depth depend on σzwt (Figures 

3.2b and c). Where σzwt is large (e.g., 38 cm), the transition zone is relatively small, with a 

deep water table and low emissions. In this case, the wet‐dry scheme is relatively accurate 

and the uniform scheme’s biases are at their largest. As σzwt approaches 0, the transition 
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zone occupies most of the wetland, with a shallow water table and high emissions. In this 

case, the wet‐dry scheme’s biases approach [(1‐ Asat) * distributed scheme’s emissions] and 

those of the uniform scheme vanish. 

These results imply that previous studies have been subject to systematic bias in 

their estimates of wetland methane emissions and their response to possible end‐of-century 

climates. In particular, Zhuang et al. (2006) used a uniform scheme to predict more than a 

doubling of high-latitude methane emissions by 2100 under certain future climate 

scenarios. Assuming a σzwt of 19 cm, Zhuang et al.’s doubled wetland emissions could be 

10–30% too large. Alternatively, Gedney et al. (2004) used a wet‐dry scheme to predict 

similarly large increases in global methane emissions by the end of the century. Assuming 

that the saturated area fraction of the wetlands in our study is typical of high‐latitude 

wetlands; and assuming that their contribution to global methane emissions is proportional 

to wetland area; Gedney et al.’s emissions could be too low, by a factor of 0.7 to 0.8. The 

fact that both studies predict comparable large increases in wetland methane emissions 

despite using methods with opposite biases implies compensation by other factors. 

These results are also relevant to recent attempts to explain substantially lower 

atmospheric methane concentrations observed in ice cores at the Last Glacial Maximum 

(LGM). Some authors (e.g., Kaplan, 2002; Valdes et al., 2005; Kaplan et al., 2006) have 

explained this with a combination of a larger atmospheric methane sink and lower wetland 

methane emissions under the cooler climate of the LGM. However, these approaches may 

have been biased because they used a uniform water table scheme, calibrated to match 

current‐day emissions. The net bias depends on the poorly‐constrained global distribution 
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and saturated area of LGM wetlands. Nevertheless, our results suggest that the sizes of 

other LGM methane sources and sinks may need to be reevaluated. 

Clearly, more accurate predictions of wetland methane emissions would result from 

accounting for the effects of spatial variability in water table depth. However, the 

distributed scheme suffers from two disadvantages: extra computation and the lack of a 

priori knowledge of the shape of the water table distribution. While the distribution given 

by the topographic wetness index shows promise, it is not yet clear that this approach will 

work at the scales at which microtopography (e.g., hummocks and hollows) occurs. 

Another option is an appropriate probability distribution (e.g., normal), with effective σzwt 

determined by calibration. In contrast, the simplified schemes are fast and involve fewer 

assumptions. In lieu of intensive water table depth observations, the complementary 

strengths of the two simplified schemes could be exploited (e.g., replacing the non‐emitting 

portion of the wet‐dry scheme with emissions from the uniform scheme). Another approach 

could be to model the water table distribution as two discrete points: an average hummock 

and an average hollow, although this would require knowledge of the proportions and 

relative heights of hummocks and hollows. 
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IV. MODELING THE LARGE-SCALE EFFECTS OF SURFACE 

WATER HETEROGENEITY ON WETLAND CARBON FLUXES IN 

THE WEST SIBERIAN LOWLAND 

 

This chapter is currently in review as a discussion paper in Biogeosciences Discussions 

(Bohn et al., 2013b). 

 

4.1 Introduction 

As the world’s largest natural source of methane (CH4), wetlands are an important 

component of the global carbon cycle (Fung et al., 1991).  Northern wetlands additionally 

have been a large net sink of carbon dioxide (CO2) since the last Ice Age (Smith et al., 

2004).  Because the fluxes of both of these greenhouse gases are highly sensitive to soil 

moisture and temperature, there is concern that wetland CH4 and CO2 emissions could 

provide a positive feedback to climate change (Ringeval et al., 2011; Wania et al., 2009; 

Tang et al., 2008).  Of particular concern are carbon-rich boreal and arctic wetlands, which 

comprise up to 50% of the total global wetland area (Lehner and Döll, 2004) and occupy 

one of the world’s hotspots of historic and projected climate change (Serreze et al., 2000; 

Diffenbaugh and Giorgi, 2012).  Despite the importance of these ecosystems to the global 

carbon cycle, substantial uncertainties remain in estimates of their current and future 

greenhouse gas emissions, due to uncertainties in both their emissions per unit area and the 

extents of their contributing areas. 
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Soil moisture’s control on wetland carbon fluxes is complex and spatially 

heterogeneous.  Because anoxic conditions in water-saturated soil promote methanogenesis 

and inhibit aerobic respiration, the water table position controls the partitioning of 

decomposition into CO2 and CH4 (Walter and Heimann, 2000) and, therefore, 

decomposition’s net greenhouse warming contribution.  In northern peatlands, 

photosynthesis in mosses is also inhibited when the water table reaches the surface 

(Frolking et al., 2002).  Within boreal wetlands, a mosaic of lakes (Repo et al., 2007; Smith 

et al., 2005), seasonally-varying inundation (Schroeder et al., 2010), and spatially-varying 

water table depth on the scale of meters (Eppinga et al., 2008) gives rise to a saturated 

zone, whose area varies in time, and where CH4 fluxes are at their maximum (Bohn et al., 

2007). 

Because the dependence of carbon fluxes on soil moisture is nonlinear, it is 

important to account for their spatial distribution in estimating these fluxes (Baird et al., 

2009), especially their response to climate change (Bohn and Lettenmaier, 2010).  To date, 

large-scale models have not accounted for all of the effects of heterogeneity on carbon 

fluxes, nor have they agreed on consistent definitions of the fluxes’ contributing areas 

(Melton et al., 2013).  As described in Bohn and Lettenmaier (2010), most models have 

employed one of two schemes to describe wetland surface and subsurface water: either a 

uniform water table scheme (which ignores the saturated zone as well as the distribution of 

water table depths within the wetland) (e.g., Zhuang et al., 2004) or a wet-dry scheme 

(which neglects the contribution of the unsaturated wetlands to methane fluxes) (e.g., 

Ringeval et al., 2010; Gedney et al., 2004).  When applied to a typical boreal wetland, these 

schemes’ predictions of the response of methane emissions to future climate change can be 
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subject to biases of up to ±30%, compared to a distributed water table scheme (Bohn and 

Lettenmaier, 2010).  At large scales, different assumptions about local methane emissions 

and contributing areas can result in large differences in the spatial distribution of methane 

emissions (Petrescu et al. 2010; Melton et al., 2013).  However, the impact of moisture 

heterogeneity on the total carbon budget at regional and global scales is still poorly known. 

Given the sensitivity of wetland carbon fluxes to sub-grid heterogeneity in surface 

and sub-surface water, our goal was to assess the influence of this heterogeneity on the 

carbon budget of boreal wetlands over the last half-century.  We focused our study on the 

West Siberian Lowland, where recent intensive field campaigns across large areas (Sheng 

et al., 2004; Peregon et al., 2009; Glagolev et al., 2011) enabled us to evaluate the 

performance of models in reproducing the large-scale spatial patterns of carbon fluxes.  We 

used a combination of large-scale models, remote sensing, and in situ measurements to 

examine the spatio-temporal distributions and carbon fluxes of the region’s saturated and 

unsaturated wetlands. 

 

4.2 Methods 

4.2.1 Study Domain 

The Western Siberian Lowland (WSL, Figure 4.1) is a low-lying region bounded by 

the Ural Mountains to the west, the Yenisei River and Central Siberian Plateau to the east, 

the Arctic Ocean to the north, and the Central Asian steppe to the south (Kremenetski et al., 

2003).  Containing between 590,000 and 680,000 km
2
 of wetlands, and 70 Pg of carbon in 

its peat soils (10-15% of the world’s boreal carbon reservoir), the WSL is the world’s 

largest high-latitude wetland region (Kremenetski et al., 2003; Sheng et al., 2004; Peregon 
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et al., 2009).  As shown in Figure 4.1, permafrost occurs in the northern half of the domain 

(north of about 61° N).  Interspersed among the region’s wetlands are thousands of lakes 

and ponds, ranging in morphology from bog pools to thaw lakes (Eppinga et al., 2008; 

Repo et al., 2007; Smith et al., 2005; Lehner and Döll, 2004).  Portions of the wetlands of 

the WSL undergo seasonal inundation after the region’s snow melts in late spring and early 

summer (Schroeder et al., 2010). 
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Figure 4.1: Map of the West Siberian Lowlands.  Peatland distribution taken from Sheng et al. (2004).  Methane 

flux observation sites (red circles) taken from Glagolev et al. (2011).  Permafrost zones after Kremenetski et al. 

(2003). 
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4.2.2 Modeling Framework 

To account for all of the major components of the wetlands of the WSL accurately 

(lakes, inundated wetlands, and exposed wetlands, as depicted in Figure 4.2), we employed 

a modified version of the Variable Infiltration Capacity (VIC) model (Liang et al., 1994), 

version 4.1.2 as the land surface component of the modeling framework.  The relevant 

features of VIC 4.1.2 include simulation of permafrost using the scheme of Cherkauer and 

Lettenmaier (1999), thermal properties of organic soils (taken from Farouki, 1981), and a 

dynamic lake/wetland model that accounts for impoundment of surface water, thermal 

stratification, mixing, and ice cover (Bowling and Lettenmaier, 2010).  Special 

enhancements include computation of carbon cycle processes such as net primary 

productivity (NPP) and soil respiration (Rh), with inhibition of both of these fluxes under 

saturated conditions and a parameterization of wetland microtopography.  The modified 

VIC model was linked to the wetland methane emissions model of Walter and Heimann 

(2000) for calculation of methane fluxes, as described in Bohn et al. (2007).  In addition, 

we made a small modification to the Walter and Heimann (2000) methane emissions model 

to allow sensitivity to spatial variation in NPP.  These features are described in detail in 

Appendices A1 and A2. 
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Figure 4.2: Components of lake-wetland system considered in this study. 

 

4.2.3 Meteorological Forcings and Spinup 

Daily meteorological forcings for the period 1948-2010 were created by rescaling 

the NCAR/NCEP reanalysis-derived fields of Sheffield et al. (2006) to match the monthly 

statistics of gridded monthly observations (precipitation and wind speed from Willmott and 

Matsuura, 2001; air temperature from Mitchell and Jones, 2005), with corrections to 

precipitation for gauge undercatch (Adam and Lettenmaier, 2003) and orographic effects 
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(Adam et al., 2006).  Daily short- and longwave radiation and humidity, and hourly values 

of all meteorological forcings, were derived using methods described in Bohn et al. (2013). 

To achieve realistic initial soil temperatures without a lengthy spin-up, soil 

temperatures were initialized with soil temperature profiles from Troy et al. (2011).  This 

initialization was followed by a second 30-year spinup using forcings from the period 

1948-1957 three times.  Soil carbon pools required a different approach, because they are 

likely only 50-90% of their long-term equilibrium size, assuming an average wetland age 

of 10,000 years (Sheng et al., 2004) and drawing from Figure 6 of Wania et al. (2009).  

Therefore, we first iteratively ran our soil respiration model offline over the period 1947-

1958 to find the long-term equilibrium carbon pool densities (defined by a net change in 

carbon pool storage of less than 0.1 g C/m
2
 over the 10-year period).  Then we rescaled the 

carbon densities by a constant factor (equal to 0.818 for simulations using optimal 

parameters) across the entire domain, so that the total storage in 1948 equaled the estimate 

of 70.2 Pg C from Sheng et al. (2004). 

 

4.2.4 Model Parameters 

4.2.4.1 Hydrology 

As shown in Figure 4.3, we divided the domain into 278 cells using the EASE-Grid 

100 km polar azimuthal equal area grid (Brodzik and Knowles, 2002).  To account for 

different soil textures and flow regimes in lake-wetland systems versus uplands, we further 

divided these cells into dry and wet portions.  The wet portion of each cell consisted of the 

cell’s peatlands, taken from the database of Sheng et al. (2004); permanent lakes, taken 

from the Global Lake and Wetland Database (GLWD; Lehner and Döll, 2004); and wet 
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tundra land cover classes, taken from Bartalev et al. (2003).  Each cell’s wet portion was 

modeled as a single lake-wetland tile, underlain by peat soil, with peat depth taken from 

Sheng et al. (2004) and hydraulic properties taken from Letts et al. (2000).  Exposed land 

within the lake-wetland tile was assigned to one of three VIC land cover classes (bog, 

forested bog, or evergreen needleleaf forest), according to the proportions of forest and 

non-forest pixels from Bartalev et al. (2003).  Parameters for these classes are listed in 

Table 4.1.  LAI values were prescribed by the monthly average over all pixels from the 

MODIS LAI product (Myneni et al., 2002) within the wet portion of each cell.  Because 

this study focused on wetland behaviors, all descriptions hereafter refer only to the wet 

portions of the domain. 
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Figure 4.3: Observed and simulated fractional extents of inundation and saturation over the West Siberian 

Lowlands.  Units are the fraction of the entire grid cell area (wetland plus upland). 

  



56 

 

Table 4.1: Photosynthesis parameters for land cover classes in this study.  Units are μmolCO 2 m-

2s - 1 .  

Parameter Bog Forested Bog Evergreen 

Needleleaf Forest 

Vm 20 29 29 

Jm 37 52 52 

 

Because VIC’s NPP and Rh are inhibited under saturated conditions and reduced to 

zero under inundated conditions (when low-lying vegetation is completely submerged), it 

was important to constrain the fractional areas of inundation and saturation (Ainund and Asat, 

respectively).  To do so, we used two remote sensing products: the coarse-resolution (25 

km) AMSR-E/QuikSCAT-based passive-active microwave global inundation product of 

Schroeder et al. (2010), extended to all snow-free days from July 2002 through 2009 

(available at http://wetlands.jpl.nasa.gov); and high-resolution (30 m) ALOS/PALSAR 

active microwave imagery from four main focus regions (delineated by boxes in Figures 

4.3b and 4.3d) on several dates from 2006 and 2007.  The PALSAR pixels were classified 

into various categories, including open water (no emergent vegetation) and wet soil 

(emergent vegetation, with the water surface ranging from a few cm above the soil surface 

to just below the soil surface), via the random forest method described in Whitcomb et al. 

(2009).  The extent of the saturated zone was computed as the sum of open water and wet 

soil extents.  Comparison of the PALSAR classifications to the Schroeder et al. product 

over each 100-km ease grid cell where they overlapped (Figure 4.3a) indicated a good 

match between the Schroeder et al. product and the PALSAR open water extents (bias 

0.0172, R
2
 of 0.79).  Therefore, we chose to treat the Schroeder et al. product as a measure 

of Ainund. 

For VIC’s dynamic simulation of Ainund, we created a two-part depth-area 

relationship for each grid cell.  The first part, which describes the composite bathymetry of 
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permanent water bodies, was computed by assigning a depth to each of the cell’s lakes, as a 

function of the lake’s size, and computing the cumulative surface area of lakes deeper than 

each of several pre-selected depths.  Lake depths were computed via a linear regression of 

log(depth) vs. log(area) using data reported for bog pools (Belyea and Lancaster, 2002; 

McEnroe et al., 2009), Alaskan thaw lakes (Bowling et al., 2003), and larger West Siberian 

lakes from the International Lake Environmental Committee World Lake Database (ILEC, 

1988-1993).  The areas of this depth-area relationship were then rescaled so that the total 

lake area fraction Alake matched the minimum monthly average value of Ainund given by the 

Schroeder et al. product.  The second part of the depth-area relationship described the 

additional surface area (Ainund between Alake and Awet) covered by seasonal inundation, as a 

function of excess water depth above the lake surface.  This part of the relationship was 

generated by integrating the distribution of surface slopes from either the Shuttle Radar 

Topography Mission (SRTM) DEM (Farr et al., 2007) south of 60° N, or the Advanced 

Spaceborne Thermal Emission and Reflection (ASTER) DEM (NASA, 2001) north of 60° 

N. 

The remaining lake parameter wfrac (outlet width as a fraction of the lake 

perimeter) was calibrated separately at each grid cell to minimize the bias between local 

simulated and observed JJA average Ainund over the period 2002-2007.  JJA average 

simulated Ainund over the period 2001-2010 is shown in Figure 4.3b. 

Within the wetland, two primary parameters (to which water table depth is 

sensitive) needed to be determined: the fraction of the wetland covered by ridges (fridge) and 

the maximum subsurface flow rate (Dsmax).  We held these parameters constant across the 

domain.  We sampled fridge and Dsmax uniformly across the ranges of their plausible 



58 

 

values: 0.4 to 0.6 for fridge, based on the findings of Peregon et al. (2009); and 0.0 to 0.8 

mm/day for Dsmax, with the upper bound determined empirically by the maximum value 

of Dsmax for which Asat > Ainund.  We designated as “optimal” the values that 

approximately minimized the total bias between simulated and observed (via PALSAR) 

Asat across the locations and times of PALSAR observations.  Optimal values for both fridge 

and Dsmax equaled 0.5.  As shown in Figure 4.3c, for these optimal parameter values, 

VIC’s Asat matched the PALSAR Asat reasonably well, with R
2
 of 0.78 and bias -0.0015.  

The resulting JJA average simulated Asat values for the period 2001-2010, shown in Figure 

4.3d, tend to be much higher in the north of the WSL than in the south.  Boxes in Figure 

4.3d delineate the grid cells used in the comparison of Figure 4.3c. 

 

4.2.4.2 Biogeochemistry 

Where possible, parameters for photosynthesis were taken from the BETHY model 

(Knorr, 2000).   Values of the parameters Vm and Jm chosen for the new bog and forested 

bog land cover classes are listed in Table 4.1.  Most parameters for aerobic soil respiration 

and methane emissions were taken from Sitch et al. (2003) and Walter and Heimann 

(2000), respectively. 

Three parameters associated with photosynthesis and soil respiration required 

calibration: the wetland photosynthesis inhibition parameter finhib (eqn A.2.2), the soil 

respiration inhibition factor rsat (eqn A.2.4), and the soil respiration scaling factor k (eqn 

A.2.3).  These parameters were held constant across the domain.  We calibrated these 

parameters using CO2 flux observations for the year 2000 from the Zotino Bog flux tower 

(Arneth et al., 2002), denoted with a yellow star in Figure 4.1.  We assessed the joint 
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likelihoods of 1000 uniformly-sampled parameter combinations with respect to two 

objective functions: 1. the joint likelihoods of the time series of simulated vs. observed 10-

day mean net ecosystem exchange (NEE); and 2. the mean soil carbon density of 90 ± 30 

kg/m
2
 for the region around the flux tower, based on Sheng et al. (2004).  Percentiles of the 

posterior distributions of parameter values are listed in Table 4.2. 
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Table 4.2: Posterior distributions of  cali brated parameters .  

Region Parameter [units] Percentile 

1 50 99 

WSL fridge [-] 0.4 0.5 0.6 

Dsmax [mm/d] 0.2 0.5 0.8 

finhib [-] 0.00 0.25 0.50 

k [-] 0.18 0.24 0.49 

rsat [-] 0.15 0.34 0.50 

North  r0 [(gC/m
2
/d)

-1
]

*
 0.015 0.020 0.026 

xvmax [μmol/l/h] 0.059 0.135 0.316 

rkm [μmol/l] 4.20 10.95 13.89 

rq10 [-] 2.52 3.42 5.21 

oxq10 [-] 1.34 4.94 5.91 

South r0 [(gC/m
2
/d)

-1
]

*
 0.016 0.020 0.025 

xvmax [μmol/l/h] 0.054 0.245 0.293 

rkm [μmol/l] 1.63 14.78 18.57 

rq10 [-] 9.57 10.69 11.71 

oxq10 [-] 1.60 2.05 3.41 
*
The units of r0 differ from those in Walter and Heimann (2000); see Appendix B for 

details. 

 

For the Walter and Heimann wetland methane emissions model, we calibrated five 

parameters: r0, xvmax, rkm, rq10, and oxq10.  We used in situ observations of methane 

flux, soil temperatures, and water table depth from over 750 locations across West Siberia 

for the period 2006-2010 (Glagolev et al., 2011; Glagolev et al., 2012; Sabrekov et al., 

2012), most of which were only monitored for a period of 1-2 days.  To generate simulated 

fluxes at each site, soil temperatures, NPP, and water table distributions simulated by VIC 

for the grid cell containing the site were used as inputs to the methane emissions model.  

To form an objective function, we grouped the observations into five regional groups 

(depicted in Figure 4.1).  Within each regional group, we divided the observations into four 

water table depth categories (shown in Figure 4.4) and computed the mean of the log-

transformed simulated and observed fluxes for each category.  For each regional group, our 
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objective function was the joint likelihood of the categories’ means.  We found that using a 

single parameter set for all observation groups resulted in substantial positive biases in 

groups 2 and 3 (Figures 4.1 and 4.4), and a substantial negative bias in group 1.  However, 

these biases were due in part to sample error: groups 1-3 only contained 196 observations 

total; further subdividing these groups into sub-groups based on water table range resulted 

in some sub-groups having fewer than 10 observations.  To check this, we consolidated 

groups 1-3 into a single northern group (not shown in Figure 4.4) and re-ran the calibration.  

This resulted in a substantial negative bias in the combined northern group. Therefore, we 

calibrated groups 1-3 (consolidated into a single group) and 4-5 separately, resulting in 

separate north and south parameter sets (the optimal southern parameter set was very 

similar to the optimal whole-domain parameter set, due to the larger numbers of 

observations, and correspondingly smaller uncertainties, in the South).  Posterior 

distributions of values for these two parameter sets are listed in Table 4.2.  The likely 

ranges (1
st
 to 99

th
 percentiles) of rq10 (methanogenesis seasonal temperature dependence 

parameter) in the two sets exhibited no overlap.  We applied the south parameter set to grid 

cells having July wetland LAI values ≥ 2.5, and the north parameter set to all other cells.  

The boundary between these two sets of cells fell approximately at 61° N, roughly 

coinciding with both the northern boundary of the middle Taiga (Glagolev et al., 2011) and 

the southern limit of permafrost.  The resulting distributions of observed and simulated soil 

temperatures and CH4 fluxes are shown in Figure 4.4.  Simulated soil temperature profiles 

(left column) matched observations reasonably well across all groups, except for a warm 

bias of 1-2 °C from 0 to 20cm depth in the north (groups 1-2).  Simulated CH4 fluxes (right 

column) matched observed fluxes reasonably well in the south (groups 4 and 5), but less so 
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in the north.  In particular, the simulations still substantially overestimated fluxes under 

saturated conditions at sites in the central WSL (groups 3-4), and still substantially 

underestimated fluxes in the far north (group 1). 
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Figure 4.4: Observed (red) and simulated (blue) soil temperature profiles (left column) and methane fluxes (right 

column), for each of the five observation groups delineated in Figure 1 (rows 1-5, respectively). 

 

4.2.5 Historical Simulations 

Historical simulations covered the period 1948-2010, using the optimal (median 

posterior) values for all calibration parameters.  To assess parameter uncertainty, we then 

randomly sampled calibration parameter values to generate 1200 simulations at a 
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randomly-selected subset of 50 cells across the domain, the results of which were spatially 

interpolated to the other cells.  To assess the influence of saturated area on carbon fluxes, 

we performed an additional control simulation employing a uniform water table scheme, in 

which each grid cell’s water table depth distribution was replaced by its spatial average and 

fractional inundated and saturated areas were set to 0. 

 

4.3 Results 

4.3.1 Present-day Extents and Carbon Fluxes 

In terms of both area and total carbon fluxes, unsaturated wetlands were the 

dominant hydrologic zone in the WSL.  Estimates of the current JJA average extents 

(chosen because the vast majority of carbon fluxes occur during the summer) of the 

wetland zones over the period 2001-2010 are listed in Table 4.3.  The total JJA saturated 

area (excluding permanent lakes) had a median value of 235,000 km
2
 (with 1

st
 and 99

th
 

percentiles of 165,000 km
2
 and 332,000 km

2
, respectively).  This represents 34% (24% to 

47%) of the non-lake wetland area of the WSL (and 13% of the total area of the WSL).  

The remainder (66%) (53% to 76%) of the non-lake wetland area, was unsaturated.  

Inundated wetlands occupied 25,250 km
2
, or 4% of the non-lake wetland area. 

 

Table 4.3: Estimates of  JJA average areas (km2) of  wetland zones,  totaled across the WSL, over  

the period 2001-2010. a 

Zone Percentile 

1 50 99 

Permanent Lakes 100,750 100,750 100,750 

Non-lake Inundated 25,050 25,250 25,810 

Exposed and 

Saturated  

135,160 209,500 306,040 

Non-lake Saturated 165,020 234,750 331,860 
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Total Saturated 265,770 335,500 432,600 

Total Wetland 801,500 801,500 801,500 
a
Note that areas in each column do not sum to the total wetland area in general, because a 

given percentile of one area does not correspond to the same percentile of the other areas. 

 

The unsaturated zone dominated the area of the WSL wetlands, as well as the 

region’s carbon budget.  As shown in Table 4.4, the total annual wetland NPP and Rh 

across the WSL are 163 and 149 Tg C/y, respectively, and the contribution from 

unsaturated wetlands (129 and 119 Tg C/y, respectively) comprises about 80% of the total 

flux in both cases.  Similarly, unsaturated wetlands emit 64% of the total methane flux of 

3.6 Tg CH4/y.  Because NPP exceeds Rh, the WSL wetlands as a whole are a net carbon 

sink of 11.5 Tg C/y (sinks are listed as negative in Table 4.4); unsaturated wetlands account 

for 8.0 Tg C/y, or 70% of the region’s wetland carbon sink.  Assuming that CH4 has a 

greenhouse warming equivalence of 21 over the span of a century (IPCC, 2007), CH4 

emissions dominate the region’s total greenhouse warming potential (GHWP), leading to a 

total GHWP of 24.7 Tg CO2/y; unsaturated wetlands account for 56% of the total. 

 

Table 4.4:  Annual average carbon budget terms over the period 2001 -2010. 

Term Percentile Components 

(for median case) 

1 50 99 Saturated Unsaturated 

Soil Carbon (Pg C) 42.8 70.7 129 N/A N/A 

NPP (Tg C/y) 85.3 163 176 33.6 129.3 

Rh (Tg C/y) 63.1 149 167 29.2 119.5 

CH4 (Tg CH4/y) 1.69 3.65 5.96 1.28 2.37 

Cnet (Tg C/y) -15.9 -11.5 -8.55 -3.44 -8.02 

GHWP (Tg CO2/y) -4.55 24.7 58.65 10.8 13.9 

 

The dominance of unsaturated wetlands in the region’s NPP and Rh may not come 

as a surprise, given that saturated wetlands should exhibit lower rates for these fluxes (rates 
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per unit area in saturated wetlands tended to be 50-60% of their rates in adjacent 

unsaturated wetlands).  In contrast, the dominance of unsaturated wetlands in CH4 and 

GHWP fluxes is counterintuitive, because CH4 fluxes per unit area tended to be much 

larger (by about 40%) in the saturated zone.  A second surprising result was that the control 

simulations, for which non-lake saturated area was always 0, yielded similar results to the 

primary simulations: an increase of only 5% in NPP, Rh, and Cnet, and a decrease of only 

2% in CH4 and GHWP, over the totals from the distributed scheme.  The large area of the 

unsaturated zone was partly responsible for these results. 

 

4.3.2 Spatial Distributions 

Not only did unsaturated wetlands occupy a larger total area than saturated 

wetlands, but also the majority of the WSL’s carbon fluxes occurred in the drier parts of the 

domain, where the saturated area fraction is small.  To illustrate this, maps of the simulated 

2001-2010 annual average states and fluxes (expressed as fluxes or densities per unit area 

of non-lake wetland) are shown in Figure 4.5.  JJA average Asat (Figure 4.5a) is 

concentrated in the central and northern portions of the domain (north of 60° N). 

In contrast, the spatial distributions of NPP, Rh, and soil carbon density (Cdens), 

shown in Figures 4.5b-d, were all anti-correlated with Asat (correlation coefficients of -0.72, 

-0.71, and -0.64, respectively).  Control runs using a uniform water table scheme with no 

seasonal inundation allowed (not plotted) yielded similar spatial distributions to the 

distributed water table scheme.  Thus, the spatial distribution of these terms appears to have 

been primarily a reflection of the spatial distribution of VIC’s MODIS-prescribed LAI, 
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which had a correlation coefficient with Asat of -0.71 (although this distribution of LAI may 

itself be the cumulative result of thousands of years of NPP inhibition). 

The spatial distributions of CH4, Cnet, and GHWP (Figure 4.5e-g) demonstrated 

weaker dependence on Asat (correlations of -0.43, +0.30, and -0.30, respectively). However, 

even in these cases, fluxes above the median rate tended to fall outside the region of 

greatest Asat.  In particular, the CH4 emissions (Figure 4.5e) were substantially higher south 

of 61° N than to the north, due to the use of different CH4 model parameter sets in the 

South and the North of the domain (addressed in section 4.3.3.).  Even within the separate 

northern and southern halves of the domain, CH4 exhibited only very weak positive 

correlations with Asat (0.27 and 0.18, respectively), due to the competing influence of NPP 

(which was negatively correlated with Asat).  For Cnet (Figure 4.5f), the largest carbon 

uptake rates (> 40 g C/m
2
/y) occurred at the western edge of the domain, between 57° and 

66° N.  Still, the majority of uptake rates greater than the median rate of 20 g C/m
2
/y fell in 

cells where Asat was less than 0.5.  The distribution of GHWP (Figure 4.5g) was more 

complex, with the large Cnet uptake rates in the West driving GHWP negative, and the large 

CH4 emissions rates in the South and East driving GHWP positive.  Still, the largest 

positive or negative fluxes once again occurred outside the wetter center of the WSL. 



68 

 

 

Figure 4.5: 2001-2010 annual average simulated states and fluxes, per unit wetland area. 

 

Our simulated Cdens distribution was somewhat corroborated by the distribution of 

observed soil carbon densities reported by Sheng et al. (2004) (Figure 4.6).  With the 

exception of an underprediction of soil carbon density in the North (66-70° N, 75-90° E), 

the two distributions compared favorably (R
2
 = 0.53 for cells outside the region of the 

mismatch).  The cause of the mismatch was not clear: the MODIS LAI values there were 

not substantially different from those of their neighbors, and none of our Monte Carlo 

simulations reproduced this feature.  By design, our estimate of the total wetland carbon 
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storage in the WSL, 70.7 Pg C (42.8-129 Pg C), matched the figure from Sheng et al. 

(2004) (70.2 Pg C) quite closely. 

 

 

Figure 4.6: Observed and Simulated soil carbon density, per unit wetland area, from Sheng et al. (2004). 

 

4.3.3 Spatial Distribution of CH4 Emissions per Grid Cell Area 

For comparison with our simulated CH4 distribution, the spatial distributions of 

Glagolev et al. (2011) and Fung et al. (1991) are shown in Figures 4.7a-b.  The distribution 

of Glagolev et al., derived by mapping their observed CH4 flux rates to the landcover 

classifications of Peregon et al. (2008 and 2009), places the vast majority of CH4 emissions 

south of 60° N, where wetlands are predominantly unsaturated.  In contrast, the Fung et al. 

distribution (as well as many other subsequent estimates, e.g., Schuldt et al., 2013) places 

the majority of its emissions north of 60° N, where saturated area fractions are larger and 

permafrost occurs.  This difference in spatial distribution has important implications for the 

response of these wetlands to future climate change, as discussed in section 4.4. 



70 

 

 

 

Figure 4.7: Spatial distributions of various estimates of annual methane emissions per unit area of grid cell 

(wetland plus upland). 

 

To compare our simulated CH4 emissions with these other estimates, we converted 

from flux per unit area of non-lake wetland to flux per unit area of the entire grid cell.  The 

resulting distribution (Figure 4.7c) placed the majority (70%) of the domain’s annual 

emissions south of 60° N, with maximum values of 5-6 g CH4/m
2
/y confined to the region 

65-85° E, 57-59° N.  The broad features of this distribution agree with those estimated by 

Glagolev et al. (2011), although the emissions of Glagolev et al. were even more narrowly 

focused in the south than ours (likely due to our overestimation of saturated flux rates in 

the central WSL, shown in Figure 4.4h).  Our underestimation of per-unit-area emissions in 

the far north (Figure 4.4f) did not produce large overall errors in the spatial distribution.  

Our estimate of total annual CH4 emissions over the entire WSL, 3.65 Tg CH4/y (1.69-5.96 
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Tg CH4/y), is reasonably close to that of Glagolev et al. (3.9 Tg CH4/y).  This agreement is 

not surprising, since both studies used the same in situ observations from locations 

spanning the WSL.  In contrast, Fung et al. and Schuldt et al. estimated substantially larger 

total annual emissions for the region (6-7 Tg CH4/y) 

To gain insight into the difference in spatial distribution between the Glagolev et al. 

and Fung et al. estimates, we performed control simulations in which either a) the single 

optimal CH4 parameter set was applied across the entire domain, or b) the emissions from 

unsaturated wetlands were neglected (equivalent to a wet-dry scheme), or both a) and b) 

were applied.  All of the control simulations (Figures 4.7d-f) led to a substantially greater 

proportion of emissions in the northern half of the domain.  Thus, to avoid larger CH4 

emissions in the central and northern WSL, it appears that simulations must account for 

both the lower methanogenesis rates north of 61° N and the emissions from unsaturated 

wetlands. 

 

4.3.4 Seasonal Cycle 

The mismatch between the region’s carbon fluxes and saturated soil is not only 

spatial in nature; it is also temporal.  The seasonal cycles of the meteorological forcings, 

wetland zone area fractions, and carbon fluxes, for the entire domain and the southern and 

northern halves are plotted in Figure 4.8.  While air temperature (Tair, Figure 4.8a-c) 

peaked in July, Asat (Figure 4.8g-i) peaked in May-June, in response to snowmelt inputs and 

the drawdown from evapotranspiration (Melt and ET, respectively; Figure 4.8d-f).  Across 

the entire WSL and particularly in the south, all carbon fluxes (Figure 4.8j-o) with the 

exception of CH4 from the saturated wetlands (blue line, Figure 4.8m-o) peaked in July (or 
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July-August in the case of CH4).  In the south, where the bulk of the carbon fluxes were 

generated, July-August Asat values averaged only 0.2, or 30-40% of their peak values. 

To assess the degree to which the July peaks in carbon fluxes were caused by 

inhibition of NPP and Rh during the June peak of Asat, we compared the seasonal cycles 

from the primary (distributed water table) simulations to those of control runs using a 

uniform water table scheme (so that Asat was always 0).  The resulting carbon fluxes 

(denoted by dashed lines in Figure 4.8j-o) were similar to the seasonal cycles of the non-

control fluxes.  Thus, it would appear that the carbon fluxes responded primarily to the July 

peak in Tair, with Asat losing most of its potential influence over the fluxes by the time of 

their peak values. 
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Figure 4.8: 2001-2010 monthly average meteorological forcings and simulated states and fluxes, per unit wetland 

area. 

 

4.3.5 Interannual Variations (Historical Reconstruction) 

As a consequence of the spatio-temporal mismatch between Asat and carbon fluxes, 

Asat had little influence over the interannual variability of carbon fluxes in the WSL.  

Correlations among the domain’s annual carbon fluxes and JJA Tair, precipitation, and Asat 

are listed in Table 4.5.  As we might expect, JJA Asat displayed a negative correlation with 

JJA Tair (via evaporative losses) of -0.63 and a strong positive correlation of 0.77 with JJA 
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precipitation.  Despite the fact that NPP and Rh both showed strong negative correlations 

with JJA Asat (-0.76 and -0.78, respectively), the net carbon flux (in which CH4 plays only a 

minor role) showed very little correlation (0.16) with JJA Asat.  Similarly, while CH4 

emissions from saturated and unsaturated wetlands displayed clear correlations with JJA 

Asat (0.72 and -0.49, respectively), their opposing signs and the larger area of unsaturated 

wetlands resulted in a very low correlation (-0.09) of total CH4 with JJA Asat.  GHWP also 

displayed little correlation (0.09) with JJA Asat, once again due to the opposing influences 

of its component fluxes.  As a result, the domain’s carbon fluxes displayed stronger 

correlations with JJA Tair than with either JJA Asat or JJA precipitation.  Control runs using 

a uniform water table scheme showed similar correlations between carbon fluxes and JJA 

Tair and precipitation. 

 

Table 4.5: Temporal correlations of  domain -wide annual carbon f luxes with JJA hydrologic 

conditions over the period 1948 -2010. 

Water Table Scheme Dep. Variable Correlation Coefficient 

JJA Tair JJA Precip. JJA Asat 

Distributed JJA Asat -0.63 0.77 1.0 

 NPP 0.61 -0.58 -0.76 

 Rh 0.78 -0.45 -0.78 

 CH4 Saturated -0.13 0.80 0.72 

 CH4 Unsaturated 0.58 -0.21 -0.49 

 CH4 Total 0.46 0.19 -0.09 

 Cnet 0.19 0.40 0.16 

 GHWP 0.30 0.36 0.09 

Uniform NPP 0.60 -0.53 n/a 

 Rh 0.80 -0.46 n/a 

 CH4 0.30 0.28 n/a 

 Cnet 0.42 0.12 n/a 

 GHWP 0.43 0.18 n/a 

 

Historical time series of these terms, plotted in Figure 4.9, tell a similar story.  JJA 

Tair (Figure 4.9a) displayed a general upward trend between the mid-1960s and 2010; 
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performing a Mann-Kendall trend test on the time series for all segments of at least 20 

years in length yielded positive trends at the 95% confidence level ranging from 0.023 °C/y 

to 0.080 °C/y for most segments having a starting year in the 1960s and an ending year 

between 1990 and 2010.  Fewer trends in precipitation, evapotranspiration, and snowmelt 

(Figure 4.9b) were significant over this period, but precipitation did have negative trends 

ranging from -1.1 to -2.2 mm/y for some segments beginning in the 1960s and ending in 

the 1990s.  JJA Asat (Figure 4.9c) had significant negative trends ranging from -0.0004 to -

0.0018 y
-1

 for roughly half of the segments starting in the 1960s and ending between 1990 

and 2010.  NPP and Rh (Figure 4.9d) both had significant positive trends ranging from 0.55 

to 1.7 Tg C/y and 0.47 to 1.2 Tg C/y, respectively, over most segments in this period.  

Because control runs with a uniform water table also yielded similar positive trends in NPP 

and Rh (Figure 4.9d, dashed lines), these trends were presumably in response to the 

positive trends in Tair.  Yet NEE (Figure 4.9e) did not have any significant trends in 

segments starting in the 1960s, although NEE did have significant trends ranging from -

0.09 to -0.23 Tg C/y for some segments starting in the 1950s and ending in the 1990s.  

Similarly, CH4 emissions from saturated and unsaturated wetlands (Figure 4.9f)  had 

significant trends of -0.005 to -0.023 Tg CH4/y and 0.009 to 0.017 Tg CH4/y, respectively, 

for many segments starting in the 1960s, presumably in response to the decline in JJA Asat, 

but total CH4 emissions (Figure 4.9f) and GHWP (Figure 4.9g) do not had any significant 

trends. 
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Figure 4.9: 1948-2010 annual meteorological forcings and simulated states and fluxes. 
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4.4 Discussion 

The most striking result of our work is the markedly different spatial distribution of 

methane emissions in the WSL given by this study, in comparison with most previous 

estimates.  Both the in situ observations of CH4 fluxes and the spatial distribution estimated 

by Glagolev et al. (2011) indicate a dramatic drop in emission rates from South to North in 

the WSL, with the most pronounced gradient occurring between 58° and 62° N.  This 

region coincides with both the southern limit of permafrost and a zone of large fractional 

extents of lakes, inundation, and saturated wetlands in the center of the WSL.  As shown in 

Figures 4.7d-f, we were unable to match this drop in methane emissions without both a) 

using a less productive methane emissions parameter set in the permafrost zone (lowering 

northern emissions) and b) accounting for emissions from unsaturated wetlands (raising 

southern emissions). 

These factors can plausibly explain the differences between our spatial distribution 

and those of most previous estimates, which did not have access to the observations of 

Glagolev et al. (2011).  For example, most previous bottom-up estimates (e.g., Schuldt et 

al., 2012; Zhu et al., 2012; Ito and Inatomi, 2012; Meng et al., 2012; Spahni et al., 2011; 

Riley et al., 2011; Ringeval et al., 2011; Ringeval et al., 2010; Petrescu et al., 2010; Zhuang 

et al., 2004; Gedney et al., 2004; Fung et al., 1991) applied the same methane emissions 

parameters to all boreal wetlands (although Zhuang et al. and Zhu et al. distinguished 

between boreal and tundra wetlands), and consequently overestimated methane emissions 

in the central WSL.  Curiously, Shindell et al. (2004), using the results of Walter et al 

(2001), also overestimated methane emissions in the central WSL, despite allowing one of 

the methane emissions parameters (r0) to vary spatially as a function of mean annual 
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temperature and NPP.  The reason may be because this function was derived from a 

relatively sparse set of global in situ observations.  In addition, some studies (e.g., Ringeval 

et al., 2011 and 2010; Gedney et al., 2004) employed wet-dry schemes that ignored the 

contributions from unsaturated wetlands (although Ringeval et al. did account for 

emissions from areas where the water table was within 5 cm of the surface), thereby 

underestimating emissions in the southern WSL. 

Two previous estimates that did agree generally with our spatial distribution were 

those of Eliseev et al. (2008) and one of the simulations of Petrescu et al. (2010).  

However, instead of accounting for emissions from unsaturated wetlands, Eliseev et al. 

assumed all wetlands were 100% saturated, and prescribed wetland saturated extents 

statically from a map-based inventory rather than estimating them dynamically.  Petrescu et 

al. (2010) used five different estimates of potential wetland areas as inputs to a process-

based model, which accounted for emissions from unsaturated wetlands, but applied a 

uniform methane emissions parameter set to all boreal wetlands.  One of the five wetland 

area estimates did not overestimate methane emissions from the central WSL, but this 

seems to reflect the prescribed wetland areas rather than the model formulation. 

This geographic discrepancy could have important consequences for predicting the 

response of wetland methane emissions in the WSL (and elsewhere in the high latitudes) to 

future climate change.  Recently, concern has arisen in the cryosphere community that the 

thawing of permafrost could place previously frozen soil carbon at risk of decomposition 

(Koven et al., 2011; Schaefer et al., 2011; Walter et al., 2006).  How much of this carbon is 

respired anaerobically as methane depends on rates of methanogenesis and oxidation, 

estimates of which depend on assumed model parameters.  Given that our single-
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parameter-set control simulation (Figure 4.7d) yielded annual CH4 emissions 2-3 times 

larger than our normal simulations in the central WSL (Figure 4.7c) for the same amount of 

labile carbon, use of the same parameters in the permafrost zone as in the south could 

therefore lead to as much as a 2- to 3-fold overestimation of the response to permafrost 

thaw.  While this assumes that methane emissions parameters (which depend to some 

extent on the composition of the soil microbial communities, which, in turn, may depend 

on environmental conditions) will remain constant in time, most studies to date have made 

such an assumption. 

It is not clear how best to represent the spatial variation evident in the Glagolev et 

al. methane flux observations in a global process-based model.  Our wetland LAI threshold 

of 2.5 for the more productive southern CH4 parameter set was intended to contain the 

productive eutrophic mires found in the subtaiga, southern taiga, and middle taiga zones 

(Glagolev et al., 2011).  At the very least, this suggests that global models may need to 

apply distinct methane emissions parameter sets at eutrophic mires, using specialized 

wetland land cover classifications similar to Peregon et al. (2008 and 2009).  A more 

process-based approach may require incorporating other spatially-varying factors, 

including soil pH, redox potential, substrate quality, and nutrient concentrations, although 

soil pH may play only a small role in spatial variability, due to the adaptations of microbial 

communities to local average pH (Glagolev, 2004).  Some existing models already account 

for various combinations of some of these factors (e.g., Zhuang et al., 2004; Wania et al., 

2010; Riley et al., 2011; Spahni et al., 2011; Meng et al., 2012; Zhu et al., 2012), but the 

inability of these models to reproduce the observed spatial distribution of emissions 

suggests that incorporating these factors may not be sufficient.  Similarly, the low 
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emissions under inundated conditions observed by Glagolev et al. in the central WSL 

(Figures 4.4g-i) may indicate another process that is not currently accounted for in large-

scale models and may help explain the spatial distribution of emissions. 

Carbon fluxes from our control simulations employing a uniform water table (for 

which Asat was always 0) differed only slightly from our fully-distributed simulations.  

However, it may be dangerous to interpret this as a validation of uniform water table 

schemes.  The lack of influence of fractional saturation over current carbon fluxes appears 

to be the result of mismatches between the current spatial and temporal distributions of 

saturated soil and carbon fluxes.  The current configurations of these spatial distributions 

indicate a substantial cumulative reaction to thousands of years of NPP inhibition under 

saturated conditions, which may not persist under projected future changes in the WSL’s 

climate.  Indeed, Bohn and Lettenmaier (2010) found that the differences between the 

uniform and distributed water table schemes were most pronounced in their response to the 

climate projected for the end of the 21
st
 century, rather than present-day fluxes. 

Nevertheless, it is important to constrain the fractional saturated area, if for no other 

reason than it is one of the few large-scale observations that can be used to calibrate a 

model’s soil moisture storage and water table depth (to which carbon fluxes are extremely 

sensitive).  However, as Figure 4.3a shows, passive-active microwave products such as 

Schroeder et al. (2010) appear to be primarily sensitive to inundated extent, which is 

typically much smaller than the extent of saturated soil.  While the SSMI-based product of 

Papa et al. (2010) exhibited better agreement with the PALSAR saturated fraction in some 

portions of the central WSL, where forest cover is low, the Papa et al. product dropped to 0 

in many locations south of 60° N.  Thus, neither product alone is a reliable measure of 
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saturated soil extent.  Therefore, it would be very helpful to the modeling community for 

remote sensing specialists to generate products that combine both passive microwave and 

other (e.g., SAR-based) data. 

 

4.5 Conclusions 

We examined the role of spatial heterogeneity of surface and sub-surface water on 

the carbon budget of the wetlands of the WSL.  We conclude that: 

 Sub-surface moisture heterogeneity played an important role in both the overall 

magnitude and spatial distribution of estimates of the region’s carbon fluxes, 

whereas surface heterogeneity had little overall effect.  This was primarily because 

the bulk of the region’s carbon fluxes occurred in the portion of the region where 

fractional saturated areas were lowest. 

 To reproduce the observed spatial pattern of CH4 emissions, in which very little 

CH4 is emitted north of 60° N, it was necessary to account for CH4 emissions from 

unsaturated wetlands, and to use a methane model parameter set that reduced 

estimated CH4 emissions in the northern half of the domain. 

 Previous estimates of the response of the WSL to thawing permafrost may have 

overestimated future increases in methane emissions in the permafrost zone. 
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Appendix A: Model Formulation 

A.1 Hydrology 

We used a modified version of VIC 4.1.2, an early version of which was described 

in Bohn et al. (2007).  The model divides the land surface of each grid cell into separate 

land cover “tiles”; one of these tiles may be reserved to contain lakes and wetlands.  Within 

the lake-wetland tile (with fractional area Awet), lakes and wetlands are simulated as a 

continuous, connected system representing a single composite of all lakes and wetlands 

within the grid cell (Figure 2).  At any given time, some portion of the lake-wetland system 

(Ainund) may be inundated with standing water on the surface, while the remainder of the 

system (Awet – Ainund) is exposed.  The inundated portion may include both “permanent” 

lakes (Alake) and seasonally-inundated wetlands (Ainund - Alake). 

As described in Bowling and Lettenmaier (2010), Ainund varies with time as a 

function of topography (or lake basin bathymetry) and the volume of impounded surface 

water.  Surface runoff and sub-surface drainage from the exposed wetland flow into the 

inundated portion.  Sub-surface drainage from the inundated portion of the lake-wetland 

flows into the channel network.  All sub-surface drainage is controlled by VIC’s baseflow 

parameters Ws, Ds, and Dsmax.  When the water level in the inundated portion is above the 

lip of the permanent lake basin, the impounded water may also flow over the lip into the 

local channel network (controlled by the effective outlet width parameter, wfrac).  If the 

inundated portion expands into the unsaturated wetland, some of the impounded water must 

recharge the newly-flooded wetland area until its soil is saturated. 

Within the exposed wetland, field observations (e.g., Eppinga et al., 2008; Glagolev 

et al., 2011) indicate that microtopography exerts the single strongest control on local water 
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table depth, with variations in water table depth over small scales nearly equal to variations 

in surface elevation relative to a datum.  Therefore, we assume the landscape is composed 

of a mix of identical mounds (ridges) and depressions (hollows), as shown in Figure 2.  

Following the observations of Eppinga et al. (2008), we assume the soil surface elevation 

within a hollow uniformly spans a range of 20 cm, while the surface of a ridge rises to a 

maximum to 50 cm above the edge of the hollow, for a total elevation range of 70 cm.  The 

fraction of the landscape covered by ridges (fridge) is a calibration parameter.  This 

topographic distribution is then sampled at regular intervals.  Local water table elevation 

iWTZ  is then computed at these same points via the equation 

 surfsurfWTWT ZZZZ
ii
         (A1.1) 

where WTZ  is the spatial mean water table elevation, 
isurfZ  is the local microtopographic 

elevation, and surfZ  is the spatial mean of the microtopographic elevation distribution.  The 

spatial mean water table depth is computed from total soil column water storage by 

following the method of Frolking et al. (2002), in which the water in peat soils is assumed 

to be in equilibrium between the forces of gravity and matric tension. 

 

The locus of all points where the water table is at or above the surface is called the 

saturated zone, with fractional area Asat.  Thus, Asat is the time-varying sum of permanent 

lake area, inundated wetlands, and saturated exposed wetlands: 

Asat = Ainund + (Awet-Ainund)     ̅̅ ̅̅ ̅         (A1.2) 

where     ̅̅ ̅̅ ̅ is the mean saturated area fraction across all ridge-hollow pairs in the exposed 

wetland. 
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A.2 Biogeochemistry 

In the modified VIC model, photosynthesis and aerobic soil respiration are 

simulated in the exposed wetland (and set to 0 under inundation).  Separate carbon fluxes 

are computed individually at each point on the water table distribution, but these fluxes 

interact with a common soil carbon reservoir.  For photosynthesis, a Farquhar-based 

scheme taken from the BETHY model (Knorr, 2000) is employed, as described in Bohn et 

al. (2007): 

   mmunM JVAwfA ,lim  (A2.1) 

where A is the photosynthesis rate; Aunlim is the photosynthesis rate in the absence of 

moisture limitation; Vm and Jm are the plant-specific maximum carboxylation rate and 

electron transport rate, respectively; and fM(w) is a moisture dependence function. 

However, to inhibit photosynthesis under saturated conditions, we replaced the 

moisture dependence function fM(w) from Knorr (2000) with the following simplification of 

the moisture dependence function from Frolking et al. (2002): 

 
 







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0.15.0,5.01
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inhib

M   (A2.2) 

where w is the volumetric soil moisture content and finhib is the fractional reduction in 

photosynthesis under saturated conditions, whose value must be calibrated. 

Vegetation carbon storage is not explicitly simulated; daily litterfall is set equal to 

the previous year’s total net primary productivity (NPP), distributed uniformly in time and 

space.  In VIC’s soil respiration scheme, based on that of the LPJ model (Sitch et al., 
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2003), soil carbon storage is divided into litter, intermediate, and slow pools.  Soil 

respiration (Rh) from the i
th

 pool is given by 

    iiiMiTi CwfTfkRh /   (A2.3) 

where k is a scaling factor that we added to account for the effects of soil pH and redox 

potential, fT is the Lloyd-Taylor (1994) temperature dependence function; Ti , wi, Ci, and τi, 

are the temperature, volumetric soil moisture, carbon density, and turnover time, 

respectively, of the i
th

 pool (Sitch et al., 2003), and fM is a moisture dependence function 

modified from Yi et al. (2010): 
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where wmin is 0, wmax is 1, wopt is the optimal soil moisture content of 0.5 (at which peak 

respiration occurs), and rsat is the ratio of the respiration rate at saturation (w = 1) to the 

peak respiration rate (w = 0.5).  k and rsat are calibration parameters.  The total soil column 

Rh is integral of equation A2.3 across all 10-cm intervals between the surface and 2.5m 

depth.  The litter C pool exists only at the surface, while the intermediate and slow C pools 

co-exist throughout the remainder of the soil column. 

Wetland methane emissions are computed using the model of Walter and Heimann 

(2000), driven by daily NPP, soil temperature profile, and water table depths from VIC  (as 

described in Bohn et al., 2007 and Bohn and Lettenmaier, 2010).  Methane emissions are 

computed separately for each point in the water table distribution.  Lake methane emissions 

are not simulated. 
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We modified the model of Walter and Heimann (2000) to respond to spatial 

variation in NPP.  In the original model, the time series fin of substrate availability was 

given by: 

fin(t) = 1 + fNPP(t)/NPPmax      (A2.5) 

where NPPmax is the local historical maximum daily NPP rate and fNPP (t) is a time series of 

substrate flux into the soil equal to daily NPP(t) during the growing season and a time-

varying fraction of the previous growing season’s total NPP during the subsequent winter.  

We replaced equation A2.5 with: 

fin(t) = NPPmax + NPP(t)      (A2.6) 

As a consequence, the units of the tuning parameter r0 became (gC/m
2
/d)

-1
. 
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V. EXPLORING THE RESPONSE OF WEST SIBERIAN WETLAND 

METHANE EMISSIONS TO FUTURE CHANGES IN CLIMATE, 

VEGETATION, AND SOIL MICROBIAL COMMUNITIES 

 

This chapter is in preparation for submission to Biogeosciences (Bohn and Lettenmaier, 

2013). 

 

5.1 Introduction 

Global wetlands have been the subject of increased attention from the climate 

modeling community because their large, temperature-dependent methane (CH4) emissions 

may provide a positive feedback to future warming (Melton et al., 2013; Eliseev et al., 

2008; Gedney et al., 2004).  Boreal and arctic wetlands are of particular concern, due to 

their large extent (Lehner and Döll, 2004), pronounced historic and projected climate 

warming at high latitudes (Serreze et al., 2000; Diffenbaugh and Giorgi, 2012) and the 

possibility that previously-frozen soil carbon will decompose (Koven et al., 2011; Schaefer 

et al., 2011; Walter et al., 2006; Zimov et al., 2006) or be exported to the Arctic Ocean 

(Raymond et al., 2007; Frey and Smith, 2005) as permafrost thaws.  Despite its importance 

to the global carbon cycle, the response of northern wetland methane emissions to climate 

change is fraught with uncertainties due to uncertain projections of future climate and 

geographic distribution of vegetation, and the response of soil microbial communities to 

these changes. 
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Climate change can influence methane emissions directly through several 

mechanisms.  Wetland CH4 emissions have been observed to depend strongly on soil 

temperature and moisture conditions (Olefeldt et al., 2013; Limpens et al., 2008; 

Christensen et al., 2003; Saarnio et al., 1997; Dise et al., 1993).  Model projections (IPCC, 

2007) suggest that, by the end of this century, high-latitude annual temperatures will rise by 

2.8-7.8 °C and annual precipitation will increase by 10-28%; most global climate models 

agree that changes will be greater in winter than summer.  But whether wetland soils 

become drier or wetter depends on the local trade-off between increased air temperature, 

and hence (in most climate models) increased evapotranspiration (ET) and water table 

drawdown; and increased precipitation, and hence shallower water tables (Bohn et al., 

2007).  In addition, warmer conditions and greater atmospheric CO2 concentrations can be 

expected to lead to greater net primary productivity (NPP) (Wania et al., 2009), thereby 

supplying more labile carbon substrate for the production of methane (via root exudates, 

Riley et al., 2011; Walter and Heimann, 2000).  If the drying is sufficiently large, the net 

wetland response to warming can be a reduction in methane emissions, leading to a 

negative climate-wetland CH4 feedback (Ringeval et al., 2011). 

In response to these changes in climate, dynamic global vegetation models 

(DGVMs) generally have predicted a northward shift in the geographic ranges of boreal 

and arctic biomes by the end of this century, with forests displacing tundra and, within 

tundra, taller shrublands displacing prostrate shrub tundra (Kaplan and New, 2006; Alo and 

Wang, 2008a; Jiang et al., 2012; Sitch et al., 2008), resulting in a corresponding increase in 

average leaf area index (LAI) between 1 and 4 m
2
/m

2
 throughout most of the high latitudes 

(Alo and Wang, 2008a,b).  Assuming these changes apply equally to wetland vascular 



89 

 

plants, this could have multiple effects on wetland carbon cycling.  First, greater LAI could 

lead to further increases in NPP (Alo and Wang, 2008a), providing more labile carbon to 

the soil via root exudates (a positive feedback, Riley et al., 2011).  Second, greater LAI 

could lead to further increases in ET (Alo and Wang, 2008b), potentially increasing the 

negative feedback on wetland greenhouse gas emissions (Ringeval et al., 2011).  Thus, 

increases in LAI bring another set of trade-offs between NPP and ET.  Third, the 

distribution of plants with aerenchyma (a conduit of both CH4 to the atmosphere and 

oxygen to the root zone) may change, affecting the relative strengths of different pathways 

of methane to the atmosphere (Riley et al., 2011; Berrittella and van Huissteden, 2011; 

Christensen et al., 2004). 

Not only do uncertainties in future climate and vegetation distributions lead to 

uncertainties in future ambient soil conditions, but the possible responses of soil microbial 

communities to these long-term changes are also poorly known (Graham et al., 2012; 

Conant et al., 2011).  Some evidence exists for acclimatization (reduction in response over 

time) to elevated temperatures (Allison et al., 2010).  However, the underlying mechanism 

for this has not been determined conclusively, and not all studies agree (e.g., Contosta et 

al., 2013).  Another factor in the microbial response is the shifting of species abundances as 

local climate conditions and vegetation change.  It has been noted that most species of 

microbes have essentially global geographic distributions (Finlay and Clarke, 1999), due to 

their ease of geographic dispersal (e.g., airborne dispersal; DeLeon-Rodriguez et al., 2013).  

Indeed, evidence from temperate bogs and elsewhere suggests that differences in microbial 

community composition over large geographic areas depend more on local environmental 

conditions than on the distance between them, implying that dispersal has not encountered 
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a major barrier (Yavitt et al., 2012; Dumbrell et al., 2010).  Similarly, there is evidence of a 

strong correlation between the strength of CH4 emissions and plant species assemblages in 

peatlands across the U.K. (Levy et al., 2012), the pan-Arctic (Olefeldt et al., 2013) and the 

West Siberian Lowland (Glagolev et al., 2011).  Taken together, these findings suggest 

that, as vegetation patterns shift, species abundances in microbial communities might shift 

with them (albeit not all at the same rates; Pickles et al., 2012).  Whether these shifts will 

replicate the plant and microbial assemblages (and their characteristic responses to soil 

conditions) to the south or create entirely new assemblages (and new responses to soil 

conditions) is an open question. 

Various individual aspects of the influence of vegetation distribution and soil 

microbial responses at large scales have been explored (Ringeval et al., 2011; Koven et al., 

2011; Riley et al., 2011; Berrittella and van Huissteden, 2011) but, to our knowledge, no 

large-scale modeling studies have considered the effects of microbial population shifts on 

future land surface methane emissions.  This is due in part to the application of a single set 

of methane emissions parameters across large portions of the globe in most studies (Bohn 

et al., 2013b).  Similarly, no studies have compared the relative magnitudes of climate-, 

vegetation-, and soil microbe-based uncertainties in methane emissions. 

The West Siberian Lowland (WSL) provides an interesting arena for testing the 

possible effects of microbial acclimatization and population shifts, in conjunction with 

changes in climate and vegetation.  Intensive observations over a 2000-km transect of the 

region (Glagolev et al., 2011) demonstrated that the eutrophic mires in the south of the 

region emit far more methane per unit area than the tundra wetlands in the north.  Bohn et 

al. (2013b) applied the methane emissions model of Walter and Heimann (2000) to the 
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WSL and found little overlap between the likely parameter values (primarily the 

temperature dependence of methanogenesis) in the northern and southern wetlands, 

implying substantially different responses to climate change between the two subregions’ 

plant and microbial communities.  Thus, in the WSL, a northward shift in vegetation and 

microbial communities might bring with it a northward shift in the response to climate 

change, resulting in an additional increase in methane emissions.  In contrast, 

acclimatization might be expected to reduce the response of methane emissions to climate 

change. 

In this study we attempt to determine the range of possible end-of-century methane 

emissions from the WSL, characterize the dominant factors (climate, vegetation, microbial 

response) that influence them, and identify the mechanisms by which they act, including 

trade-offs between them.  To this end, we ran the Variable Infiltration Capacity (VIC) land 

surface model (Liang et al., 1994), linked to the wetland methane emissions model of 

Walter and Heimann (2000), forced in off-line simulations with the outputs of CMIP5 21
st
 

century climate projections (Taylor, et al., 2012) for the RCP 4.5 pathway (essentially a 

middle-of-the-road future scenario for global greenhouse gas emissions). 

 

5.2 Methods 

5.2.1 Study Domain 

The West Siberian Lowland (WSL; Figure 5.1a) which includes approximately 

800,000 km
2
 of lakes and wetlands, is the largest high-latitude wetland region in the world 

(Kremenetski et al., 2003; Sheng et al., 2004; Peregon et al., 2009).  Spanning 18 degrees 

of latitude (55-73° N) from the Eurasian Steppe to the Arctic Ocean, the WSL contains 
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both permafrost and permafrost-free wetlands (Figure 5.1a).  These lakes and wetlands are 

interspersed with boreal forest (taiga) in the south and tundra in the north.  Leaf Area Index 

(LAI) values derived from MODIS imagery (Myneni et al., 2002) vary accordingly from 

south to north, with values (one-sided and/or projected) ranging from 3 to 5 in the taiga 

declining northward to the treeless tundra above 70° N (Figure 5.1b). 
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Figure 5.1:  The West Siberian Lowland (WSL).  Panel a: peatland distribution (from Sheng et al., 2004) and 

permafrost zone boundaries (after Kremenetski et al., 2003).  Panel b: average July LAI for the period 2003-2010 

derived from MODIS (Myneni et al., 2002).  Dashed line denotes the boundary between northern and southern 

CH4 parameter sets.  

 

5.2.2 Model Formulation 

Our study builds on the historical simulations of Bohn et al. (2013b) and uses the 

model formulation described therein.  That study used a modified version of the Variable 

Infiltration Capacity model (VIC, Liang et al., 1994) land surface model, release 4.1.2.  

VIC 4.1.2 contains a frozen soil physics model (Adam and Lettenmaier, 2008; Cherkauer 

and Lettenmaier, 1999) and a dynamic lake-wetland model (Bowling and Lettenmaier, 

2010).  As described in Bohn et al. (2013b), VIC 4.1.2 was extended to include a 

distributed water table depth (WTD) scheme that accounts for wetland microtopography, 

such that wetlands contain a time-varying inundated area fraction Ainund (where standing 

water exists above the soil surface) which is a subset of a time-varying saturated area 
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fraction Asat (where the water table is at or above the soil surface).  Another modification 

to VIC 4.1.2 included formulations for carbon cycle processes such as NPP and aerobic soil 

respiration (Rh), both of which are inhibited under saturated conditions (Bohn et al., 

2013b).  Additionally, the version of VIC 4.1.2 we used was coupled to the wetland CH4 

emissions model of Walter and Heimann (2000).  As in Bohn et al. (2013b), all carbon 

fluxes were computed at several points along each grid cell’s water table distribution and 

integrated to account for the net effect of fractional saturation on the cell’s carbon fluxes. 

Model parameter values were taken from Bohn et al. (2013b).  As in Bohn et al., 

(2013b), wetland fractional areas were derived primarily from Sheng et al. (2004).  

Monthly historical wetland LAI values were computed as the average MODIS (Myneni et 

al., 2002) LAI value for all pixels that fell within the wetland portion of each grid cell. 

For those parameters that were calibrated, we used the median values from Bohn et 

al. (2013b).  In that study, parameters for the wetland methane emissions model were 

calibrated to match the in situ observations of Glagolev et al. (2011).  Because wetlands in 

the southern half of the domain are much more productive than those in the northern half of 

the domain, we used separate CH4 parameter values in the southern and northern halves, 

with the geographic boundary at approximately 62° N (denoted in Figure 5.1b), 

corresponding to northern boundary of the Middle Taiga zone (Glaglolev et al., 2011).  The 

primary difference between the two parameter sets was the range of values for rq10 (which 

governs methanogenesis temperature sensitivity as in Walter and Heimann 2000), which 

ranged from 9.57 to 11.71 (median 10.69, unitless) in the South and from 2.52 to 5.21 

(median 3.42) in the North.  An even wider range of values for this parameter has been 

reported in the literature for wetlands globally (1.7 to 16; Walter and Heimann, 2000).  The 
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values used in this study for these methane emissions model parameters are listed in Table 

5.1. 

  



96 

 

Table 5.1: Median parameter  values from Bohn et al .  (2013b)  for the wetland methane emissions 

model  of  Walter and Heimann (2000).  

Parameter Units Value 

South North 

r0
1
 (gC/m

2
/d)

-1
 0.020 0.020 

xvmax μmol/l/h 0.245 0.135 

rkm μmol/l 14.78 10.95 

rq10 unitless 10.69 3.42 

oxq10 unitless 2.05 4.94 
1
As documented in Bohn et al. (2013b), we modified the NPP dependence of the methane 

emissions model, resulting in the originally unitless r0 parameter taking on units of 

[(gC/m
2
/d)

-1
]. 

 

5.2.3 Meteorological Forcings 

Meteorological forcings were derived for the periods 1948-2010 (historical) and 

2011-2100 (future).  VIC requires hourly values of air temperature, precipitation, wind 

speed, humidity, shortwave and longwave radiation, and atmospheric CO2 concentration as 

inputs.  We used methods described in Bohn et al (2013a) to derive hourly values of all of 

these variables (except CO2) from daily values of precipitation, minimum and maximum 

temperature, and wind speed.  Historical observations of these daily variables were derived 

over the 100-km EASE polar azimuthal equal-area grid (Brodzik and Knowles, 2002) from 

a combination of the daily meteorological fields of Sheffield et al. (2006) and gridded 

monthly observations (Willmott and Matsuura, 2001; Mitchell and Jones, 2005) via the 

methods of Adam and Lettenmaier (2003) and Adam et al. (2006).  Future values of these 

variables were derived from model projections from the fifth phase of the Coupled Model 

Intercomparison Project (CMIP5, Taylor et al., 2012), for the Integrated Assessment 

Modeling Consortium (IAMC) RCP4.5 scenario (Moss et al., 2010) via what is commonly 

termed the “delta” approach (Hamlet and Lettenmaier, 1999).  In the delta approach, 

fractional changes in monthly precipitation (future/historic) and differences in monthly 
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average temperature are applied, on a fixed seasonal cycle, to historic observations to form 

future scenarios.  In our implementation, for each grid cell and each of 32 CMIP5 models 

(listed in Table 5.2), we computed a long-term climate trajectory from the 31-year moving 

average of monthly air temperature and precipitation for the years 2010-2100 from the 

CMIP5 projections), assigned to the year at center of window.  We then converted these 

time series into monthly additive (temperature) or multiplicative (precipitation) anomalies 

relative to the model’s local monthly mean over the historical scenario for the period 1975-

2005 (because CMIP5 historical simulations end at year 2005).  These anomalies were then 

regridded to the 100-km EASE grid.  For each year in this time series, we then applied that 

year’s monthly temperature and precipitation anomalies to one year of the historical daily 

forcings described above, randomly sampled from the period 1980-2010.  For atmospheric 

CO2 concentrations, we used the CMIP5 ensemble mean values. 

 

Table 5.2: CMIP5 model outputs used in this s tudy 1 .  

Model Dynamic 

Vegetation 

Model Dynamic 

Vegetation 

ACCESS1-0 No GISS-E2-H-CC No 

ACCESS1-3 No GISS-E2-R Yes 

BCC-CSM1-1 Yes GISS-E2-R-CC No 

BCC-CSM1-1-m Yes HadGEM2-AO No 

BNU-ESM No HadGEM2-CC Yes 

CanESM2 Yes HadGEM2-ES Yes 

CCSM4 Yes INMCM4 Yes 

CESM1-BGC Yes IPSL-CM5A-LR Yes 

CESM1-CAM5 No IPSL-CM5A-MR Yes 

CMCC-CM No IPSL-CM5B-LR Yes 

CMCC-CMS No MIROC5 Yes 

CNRM-CM5 No MIROC-ESM Yes 

CSIRO-Mk3-6-0 No MIROC-ESM-CHEM Yes 

GFDL-ESM2G Yes MRI-CGCM3 No 

GFDL-ESM2M Yes NorESM1-M Yes 

GISS-E2-H No NorESM1-ME Yes 
1
For more information, visit http://cmip-pcmdi.llnl.gov/cmip5/ 
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5.2.4 Changes in LAI 

Many CMIP5 models contained a dynamic vegetation component (Table 5.2) and 

predicted changes in the geographic distribution of vegetation over the next century.  To 

account for the effects of these changes on LAI and consequently on carbon fluxes (NPP, 

RH, CH4) as well as hydrology (ET, saturated area, water table depth), we converted each 

model’s predicted end-of-21
st
-century (whole-gridcell) LAI to an equivalent end-of-century 

VIC (wetland) LAI via quantile mapping (Panofsky and Brier, 1968), under the assumption 

that the afforestation predicted by each dynamic vegetation model for the entire grid cell 

will apply in wetlands, too, relative to their own distribution of LAI.  For each CMIP5 

projection with a DGVM, we computed the percentile of each EASE-grid cell’s wetland 

average LAI with respect to all the cells in the domain, for two periods: historical (1981-

2010) and future (2071-2100).  Similarly, we computed the percentile of each grid cell’s 

average present-day wetland LAI as given by MODIS with respect to all cells.  Then, for 

each CMIP projection, we mapped the CMIP5 historical and future LAI values to the 

corresponding MODIS LAI value of the corresponding percentile of the MODIS LAI 

distribution.  The difference between these two MODIS LAI values was then added to the 

present-day MODIS LAI value as an estimate of the future wetland-average LAI for the 

grid cell.  Grid cells for which the future CMIP5 LAI had no present-day analog were 

assigned the average change in LAI of their neighbors.  No other vegetation-specific 

parameters were changed. 
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5.2.5 Simulations 

To investigate the effects of changes in temperature, soil moisture, and LAI 

separately and in combination, we performed several sets of simulations (listed in Table 

5.3).  “Warming+Drying+LAI” consisted of 32 separate simulations, one per CMIP5 

model, using the model’s meteorological outputs and either the model’s predicted LAI, if 

the model contained a dynamic vegetation component, or (for models without a DGVM), 

the median LAI of the models with DGVMs, to force our modified VIC LSM.  

“Warming+Drying” was the same as Warming+Drying+LAI, but held the seasonal cycle of 

LAI constant at historical MODIS values.  Similarly, “Warming+LAI” was the same as 

Warming+Drying+LAI but with Asat and WTD in our LSM prescribed by repeating their 

daily values over the period 1981-2010 for the three 30-year periods 2011-2040, 2041-

2070, and 2071-2100.  Finally, “Warming” prescribed the historical values of LAI, Asat, 

and WTD.  All simulations used the final state of the historical simulation of Bohn et al. 

(2013b) as the initial state of our LSM runs. 

 

Table 5.3: Names and characteristics of  simulations.  

Simulation Name N Climate (T, P) Soil Moisture LAI 

Historical 1 Gridded meteorology 

of Adam and 

Lettenmaier (2003) and 
Adam et al. (2006) 

Prognostic MODIS (Myneni et al., 

2002) 

Warming+Drying+LAI 32 CMIP5 outputs Prognostic LAI of corresponding 

CMIP5 model1 
Warming+Drying 32 CMIP5 outputs Prognostic Historical LAI 

Warming+LAI 1 CMIP5 ensemble mean Historical Asat and WTD 

from 1981-2010 repeated 
for 2011-2040, 2041-

2070, 2071-2100 

Median CMIP5 LAI 

Warming 1 CMIP5 ensemble mean Historical Asat and WTD 
from 1981-2010 repeated 

for 2011-2040, 2041-

2070, 2071-2100 

Historical LAI 

1
For CMIP5 models that did not have a dynamic vegetation component, the median 

(seasonal cycle, for each grid cell) of the other models’ LAI values was used. 
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To bracket the range of possible responses of soil microbial communities to 

changes in ambient soil conditions, we performed three variations of each of the above 

simulations (Table 5.4): one without acclimatization or population shifts 

(“NoAcc+NoShift”), one with acclimatization (“Acc+NoShift”), and one with both 

acclimatization and population shifts (“Acc+ShiftShift”).  Acclimatization was modeled by 

replacing the constant Tmean parameter in the methane emissions model (Walter and 

Heimann, 2000) with the 10-year moving average of the vertically-averaged temperature in 

the top 1 m of the soil column.  Population shifts were modeled as a complete replacement 

of northern microbial species abundances with those of the south.  Accordingly, we 

replaced all instances of the northern values of the methane emissions parameters r0, 

xvmax, rkm, rq10, and oxq10 with their southern counterparts. 

 

Table 5.4: Names of  soil  microbial  response cases.  

Name Acclimatization Population Shift 

NoAcc+NoShift No No 

Acc+NoShift Yes No 

Acc+Shift Yes Yes 

 

5.3 Results 

5.3.1 Future Climate and LAI 

Because the majority of carbon fluxes take place in the WSL during the summer 

months (June-August), we focused our analysis on summer climate and LAI values.  

Changes over the 21
st
 century in summer air temperature (ΔTJJA) and summer precipitation 

(ΔPJJA) predicted by the CMIP5 models are plotted in Figure 5.2 for the southern (south of 

62° N) and northern (north of 62° N) halves of the domain (Figures 5.2a and b, 
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respectively).  Predicted increases in summer air temperature (ΔTJJA) were similar over the 

two halves of the domain, ranging from 1 to 5 °C (median approximately 3 °C) with the 

exception of one model (GFDL-ESM2M) predicting essentially no change in summer 

temperature in the South.  In contrast, predicted changes in summer precipitation (ΔPJJA) 

were more negative in the South (-19.6% to +29.1%, with a median of 0.0%) than in the 

North (-7.2% to +22.6%, with a median of +7.7%).   In the South, ΔTJJA and ΔPJJA were 

moderately negatively correlated (Pearson’s r of -0.53). 
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Figure 5.2: Differences between end-of-century (2071-2100) and historical (1981-2010) June-August climate given 

by each of the 32 CMIP5 climate projections, for the West Siberian Lowland, a) south of 62° N, and b) north of 62° 

N. 

 

Profiles of JJA LAI (LAIJJA) values for CMIP5 models (whole-gridcell) and VIC 

(wetland only) are shown in Figure 5.3.  The original CMIP5 historical LAIJJA values 

(Figure 5.3a) displayed a large degree of scatter, especially north of 60° N.  The median 

LAIJJA peaked at approximately 3 m
2
/m

2
 between 58 and 60° N and declined to the north.  

Among the CMIP5 models, projected 21
st
 century changes in LAIJJA (ΔLAIJJA) were 

positive everywhere (median of approximately 0.5 m
2
/m

2
) and only exceeded 1 m

2
/m

2
 at 

the 75
th

 percentile or higher (Figure 5.3b).  Uncertainty in ΔLAIJJA increased from south to 

north, as a result of disagreement among models about the amount of northward expansion 

of the boreal forest.  The resulting end-of-century LAIJJA values (Figure 5.3c) displayed 

greater uncertainty north of 60° N than their historical values. 

Historical MODIS wetland LAIJJA values (Figure 5.3d) also peaked at 3 m
2
/m

2
 at 

56° N and declined northward, but tended to fall 0.5-1 m
2
/m

2
 below the median historical 

CMIP5 LAIJJA values in the northern half of the domain.  The values of ΔLAIJJA derived 
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from quantile mapping (Figure 5.3e) were broadly similar to the ΔLAIJJA values from the 

individual CMIP5 models (Figure 5.3b), with the exception of lower variability in the 

highest percentiles.  Similar to the CMIP5 values, the end-of-century VIC wetland LAIJJA 

values (Figure 5.3f) displayed more uncertainty in the North (1-2 m
2
/m

2
, or approximately 

50-200% of the median values) than the South (1 m
2
/m

2
, or 30-50% of the median values).  

But at all latitudes the uncertainty in VIC LAIJJA values was less than half that of the 

CMIP5 models, due to our application of the ΔLAIJJA values to a single set of historical 

(MODIS) values.  Spatial average ΔLAIJJA was moderately correlated with ΔTJJA in both 

the southern (ρ = 0.67) and northern (ρ = 0.56) halves of the domain. 

 

 

Figure 5.3:  Distributions of historical and future zonal mean June-August (one-sided) LAI values for CMIP5 

models (average LAI over all vegetation types) and VIC simulations (wetland LAI only). 
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5.3.2 Effects of Changes in Climate and LAI 

Our results (summarized in Figure 5.4, for the NoAcc+NoShift case, and in Table 

5.5) indicated that, for the most important greenhouse fluxes, warming will act in 

opposition to drying and increasing LAI.  In the Warming simulation (blue bars in Figure 

5.4), LAI, summer saturated area (AsatJJA) and water table depth (WTDJJA) were all 

prescribed at historical values (Figures 5.4a and b).  This resulted in substantial increases in 

NPP, Rh, and especially CH4 fluxes (end-of-century totals over the WSL of 199 Tg C/y, 

191 Tg C/y, and 7.80 Tg CH4/y, respectively; Figures 5.4c-e).  Because Rh is more 

sensitive to temperature than NPP in our model (see Bohn et al., 2013b for parameter 

values), Rh increased faster than NPP, increasing the net flux of carbon to the atmosphere 

(Cnet; negative of carbon uptake) from its historical value of -14 Tg C/y to just -2.2 Tg C/y 

(Figure 5.4f).  The large increase in CH4 emissions and reduced carbon uptake drove a 

large increase in greenhouse warming potential (GHWP) emissions from 12 to 135 Tg 

CO2/y (Figure 5.4g).  Most terms responded similarly in the southern and northern halves 

of the domain.  Thus, warming alone resulted in large increases in net fluxes to the 

atmosphere. 

Increasing LAI (without drying) reduced net fluxes to the atmosphere, despite 

causing increases in individual fluxes.  In the Warming+LAI simulation (green bars), end-

of-century NPP rose to 240 Tg C/y (due to larger photosynthesizing area), and Rh rose to 

2910g C/y (due to more carbon substrate entering the soil).  Because NPP is more sensitive 

to LAI than Rh over decadal time scales, NPP increased more than Rh, causing carbon 
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uptake to surpass historical levels (Cnet of -22 Tg C/y, Figure 5.4f), and reducing GHWP 

to 66 Tg CO2/y (Figure 5.4g).  CH4 was relatively insensitive to increased LAI. 

Climate-induced drying (Warming+Drying; yellow bars) also acted in opposition to 

warming alone.  In this simulation, the summer saturated area as a fraction of wetland area, 

AsatJJA (Figure 5.4a) decreased from 0.46 to 0.42, and WTDJJA (Figure 5.4b) increased 

from 17 to 20 cm.  The reduction of saturated area led to increases in NPP and Rh (to 220 

and 210 Tg C/y, respectively) relative to warming alone, due to their inhibition under 

saturated conditions (Figures 5.4c and d).  In contrast, the drier soils yielded a smaller end-

of-century CH4 flux (7.2 Tg CH4/y) than for warming alone (Figure 5.4e).  Carbon uptake 

increased (Cnet decreased), leading to a Cnet of -7.6 Tg C/y (Figure 5.4f).  The net effect 

on GHWP was a larger increase from its historical value (to 100 Tg CO2/y) than for 

Warming+LAI (Figure 5.4g), but still smaller than for warming alone. 
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Figure 5.4:  Simulated historical and end-of-century water and carbon cycle terms over the WSL (average over 32 

GCMs) and its southern and northern halves. 

 

The combination of drying and increased LAI (Warming+Drying+LAI; red bars) 

also acted in opposition to warming alone.  This simulation predicted greater drying than 

Warming+Drying: end-of-century values of AsatJJA and WTDJJA were 0.27 and 23 cm, or 

42% less and 36% greater than their historical values, respectively (Figures 5.4b and c).  

Drier soils and greater photosynthesizing area led to the largest increases in NPP and Rh of 

all simulations, with values of 250 and 220 Tg C/y (Figures 5.4c and d).  In contrast, drier 

soils led to the smallest increase in end-of-century CH4 of all simulations, to 6.2 Tg CH4/y 

(86% above historical, Figure 5.4e).  Greater carbon uptake (Cnet of -23 Tg C/y, Figure 
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5.4f) and lower CH4 emissions led to the smallest increase in end-of-century GHWP of all 

simulations, of 29 Tg CO2/y (approximately 2.6 times its historical value; Figure 5.4g). 

Thus, the combination of drier soils and greater photosynthesizing area only 

partially offset the effects of warming on CH4 and GHWP, but surpassed the effects of 

warming on carbon uptake (Cnet).  For these fluxes, warming increased the flux of carbon 

to the atmosphere, while drying (both LAI- and climate-driven) reduced the flux to the 

atmosphere.  While increased LAI (without drying), had little influence over CH4, it played 

a major role in reducing the net flux to the atmosphere for Cnet and GHWP.  There were 

two exceptions to these patterns.  In the South, the drying due to both climate and LAI 

caused some grid cells to experience water limitation, which slowed the increase of NPP 

and carbon uptake (Figures 5.4c and f).  In contrast, in the North, wetlands were more 

likely to be temperature-limited than water-limited; thus, CH4 fluxes there responded 

primarily to warming, and showed a small but positive response to increased LAI with 

drying (Figure 5.4e and Table 5.5). 

For CH4, the opposing influences of warming and drying are consistent with the 

negative climate-wetland CH4 feedback explored by Ringeval et al. (2011) and Koven et al. 

(2011).  To estimate its size, Ringeval et al. and Koven et al. compared simulations with 

fixed wetland extent (analogous to our Warming+LAI simulations, because they used a 

DGVM) to simulations with varying wetland extent (analogous to our 

Warming+Drying+LAI simulations).  Koven et al. found that drying reduced the 21
st
 

century increases in CH4 yielded by warming by 60-80% over the Arctic.  Based on the 

difference between the predictions of our Warming+LAI (green) and 

Warming+Drying+LAI (red) simulations, we estimate the size of this effect over the WSL 
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to be -1.8 Tg CH4/y, or only 38% of the size of the effect of future warming 

(Warming+LAI minus Historical). 
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Table 5.5: End-of-century water- and carbon-cycle terms. 

Variable Units Soil Microbe 

Response 

Simulation Mean 

WSL S N 

ETJJA
1
 mm 

H2O 

n/a Historical 204 238 161 

  NoAcc+NoShift Warming+Drying 243 291 188 

   Warming+Drying+LAI 258 305 206 

AsatJJA Fraction n/a Historical 0.462 0.266 0.669 

  NoAcc+NoShift Warming 0.462 0.266 0.669 

   Warming+LAI 0.462 0.266 0.669 

   Warming+Drying 0.419 0.239 0.622 

   Warming+Drying+LAI 0.274 0.158 0.402 

WTDJJA Cm n/a Historical 17.0 26.1 7.4 

  NoAcc+NoShift Warming 17.0 26.1 7.4 

   Warming+LAI 17.0 26.1 7.4 

   Warming+Drying 19.7 29.6 8.7 

   Warming+Drying+LAI 23.4 34.8 10.5 

NPP Tg C/y n/a Historical 160 110 50 

  NoAcc+NoShift Warming 199 133 66 

   Warming+LAI 237 160 77 

   Warming+Drying 220 150 70 

   Warming+Drying+LAI 249 162 87 

Rh Tg C/y n/a Historical 144 100 44 

  NoAcc+NoShift Warming 191 131 60 

   Warming+LAI 209 144 65 

   Warming+Drying 207 143 64 

   Warming+Drying+LAI 221 150 71 

CH4 Tg 

CH4/y 

n/a Historical 3.36 2.29 1.06 

  NoAcc+NoShift Warming 7.80 5.75 2.05 

   Warming+LAI 8.04 5.95 2.09 

   Warming+Drying 7.20 5.19 2.01 

   Warming+Drying+LAI 6.25 4.24 2.02 

  Acc+NoShift Warming 4.16 2.54 1.61 

   Warming+LAI 4.63 2.95 1.68 

   Warming+Drying 4.20 2.63 1.57 

   Warming+Drying+LAI 3.57 1.97 1.59 

  Acc+Shift Warming 7.79 2.55 5.25 

   Warming+LAI 8.48 2.97 5.51 

   Warming+Drying 7.92 2.77 5.15 

   Warming+Drying+LAI 7.36 2.01 5.36 

Cnet Tg C/y n/a Historical -13.5 -8.3 -5.2 

  NoAcc+NoShift Warming -2.2 2.3 -4.5 

   Warming+LAI -22.0 -11.5 -10.4 

   Warming+Drying -7.6 -3.1 -4.5 

   Warming+Drying+LAI -23.3 -8.8 -14.5 
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  Acc+NoShift Warming -4.9 -0.1 -4.8 

   Warming+LAI -24.5 -13.8 -10.7 

   Warming+Drying -9.9 -5.0 -4.8 

   Warming+Drying+LAI -25.3 -10.5 -14.8 

  Acc+Shift Warming -2.2 -0.1 -2.1 

   Warming+LAI -21.6 -13.8 -7.9 

   Warming+Drying -7.1 -4.9 -2.1 

   Warming+Drying+LAI -22.5 -10.5 -12.0 

GHWP Tg 

CO2/y 

n/a Historical 11.9 11.4 0.3 

  NoAcc+NoShift Warming 134.5 113.4 21.0 

   Warming+LAI 66.2 66.3 -0.1 

   Warming+Drying 103.5 83.3 20.2 

   Warming+Drying+LAI 28.6 45.0 -16.2 

  Acc+NoShift Warming 58.0 46.0 11.8 

   Warming+LAI -5.0 3.5 -8.5 

   Warming+Drying 40.5 29.6 11.0 

   Warming+Drying+LAI -27.7 -2.6 -25.3 

  Acc+Shift Warming 134.3 46.2 88.2 

   Warming+LAI 75.4 3.7 71.7 

   Warming+Drying 118.7 32.5 86.1 

   Warming+Drying+LAI 51.9 -1.8 53.9 
1
ETJJA was not explicitly computed for the Warming and Warming+LAI simulations. 

 

5.3.3 Acclimatization and Population Shifts 

Acclimatization and population shifts proved to be potentially more important than 

climate and LAI as a factor in our results.  Figure 5.5 shows the predicted CH4 and GHWP 

emissions for the same set of simulations as Figure 5.4, for the three cases of soil microbial 

response (Cnet was relatively insensitive to soil microbe response and is not plotted).  

Relative to the NoAcc+NoShift simulations (Figures 5.5a and b), applying acclimatization 

but not population shifts (Acc+NoShift; Figures 5.5c and d) dramatically reduced the end-

of-century CH4 emissions over the WSL to 3.57 Tg CH4/y (only 6% greater than historical 

emissions), and turned the domain into a net GHWP sink of -28 Tg CO2/y.    This is 

consistent with Koven et al. (2011), who found that acclimatization eliminated 50-75% of 
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the increases predicted by simulations that did not account for acclimatization (note that the 

curves in their Figure 5.4 for fixed and varying Tmean were mis-labeled; Koven and 

Ringeval, pers. comm., 2013).    These changes were most pronounced in the South, where 

warming in the presence of acclimatization led to only a meager increase in CH4 emissions, 

for which climate- and LAI-induced drying more than compensated, leading to future CH4 

emissions (1.97 Tg C/y) that were 15% lower than historical.  In the North, acclimatization 

had only a slight effect on CH4 and GHWP. 

In contrast, adding population shifts to the acclimatization simulations (Acc+Shift; 

Figures 5.5e and f) yielded larger increases in CH4 emissions over the WSL (7.36 Tg 

CH4/y, or 119% above historical values) than the NoAcc+NoShift case (6.25 Tg CH4/y, or 

85% above historical values).  Similarly, GHWP emissions rose to 52 Tg CO2/y, compared 

to 29 Tg CO2/y for the NoAcc+NoShift case.  However, unlike the NoAcc+NoShift case, 

in which approximately 2/3 of future CH4 emissions were generated in the South, 73% of 

future CH4 emissions were generated in the North (where emissions increased by a factor 

of five over historical values) for the Acc+Shift case.  The reason for this is that we 

modeled population shifts as a complete replacement of the northern species abundances 

(and their response to temperature) with those of the southern microbial communities.  

Thus, in the South, there was no change in the CH4 parameter set; acclimatization worked 

as it did in the acclimatization/no population shift simulations.  In the North, the 

introduction of the greater Southern temperature sensitivity allowed for larger emissions 

during the growing season, despite the elevated Tmean.  Population shifts also amplified 

the North’s small but positive response to increased LAI with drying. 
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Figure 5.5:  Simulated historical and end-of-century methane (CH4) emissions and greenhouse warming potential 

(GHWP) over the WSL and its southern and northern halves, for the cases of a,b) no acclimatization or population 

shifts (“NoAcc+NoShift”), c,d) acclimatization but no population shifts (“Acc+NoShift”), and e,f) acclimatization 

plus population shifts (“Acc+ShiftShift”). 

 

For the WSL as a whole, the range of CH4 emissions bracketed by the median 

results for the presence or absence of acclimatization and population shifts was nearly as 

large (3.8 Tg CH4/y) as the effect of warming alone in the NoAcc+NoShift simulations 

(which added 4.2 Tg CH4/y), and more than twice the size of the effect of the climate-

wetland CH4 feedback for the NoAcc+NoShift case (1.8 Tg CH4/y).  For the North in 

particular, the range of values bracketed by the soil microbial response cases (3.8 Tg 
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CH4/y) was almost four times the size of the effect of warming alone in the 

NoAcc+NoShift case (1.0 Tg CH4/y).  It should be noted, however, that the primary 

mechanism by which population shifts and acclimatization acted was changing the 

temperature sensitivity, so that their effects constitute a modulation of the warming effect. 

Acclimatization (with or without population shifts) reduced the size of the climate-

wetland CH4 feedback to -1.1 Tg CH4/y.  At the same time, the warming (Warming+LAI 

minus Historical) effect decreased to 1.3 Tg CH4/y under acclimatization and increased to 

5.1 Tg CH4/y under acclimatization plus population shifts.  Thus, the various soil microbial 

responses caused the strength of the climate-wetland CH4 feedback to be between 22 and 

85% of the warming effect, the upper bound of which is more consistent with the estimate 

of Koven et al. (2011) for the entire Arctic (60-80% of the warming effect). 

 

5.3.4 Effects on the Seasonal Cycle 

Acclimatization and population shifts not only affected total annual CH4 emissions, 

but also changed the shape of the seasonal cycle of emissions in the northern half of the 

WSL.  Monthly spatial average methane emissions and hydrologic terms over the period 

2071-2100 are plotted in Figure 5.6, for the southern and northern halves of the WSL.  

During snowmelt (Figure 5.6c and d), the upper soil layers begin to thaw (Figure 5.6e and 

f).  Without acclimatization or population shifts, the North’s lower temperature sensitivity 

(Q10) leads to lower CH4 emissions throughout the growing season than in the South (solid 

black lines in Figure 5.6a and b), despite the North’s wetter and more anoxic conditions 

(evidenced by larger saturated fraction and higher water table, Figure 5.6g-h and Figure 

5.6i-j, respectively) and the presence of labile carbon substrate (to which NPP is a 
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contributor, Figure 5.6k and l).  By raising Tmean, acclimatization reduces the temperature 

response in both the South and the North (dashed blue lines, Figure 5.6a and b), but in the 

North, the difference is relatively small due to the lower Q10 there. 
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Figure 5.6:  Monthly spatial average seasonal cycles of methane emissions and hydrologic terms for the period 

2071-2100, for the CMIP5 ensemble mean climate forcings and median LAI, for the southern and northern halves 
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of the WSL, for the cases of no acclimatization or population shifts (“NoAcc+NoShift”), acclimatization but no 

population shifts (“Acc+NoShift”), and acclimatization plus population shifts (“Acc+ShiftShift”). 

Population shift (red dot-dashed lines, Figure 5.6a and b) has little effect in the 

South, but makes a large difference in the North, where the increase in Q10 allows 

microbes to take advantage of both the warming temperatures and the wetter conditions, 

leading to larger emissions than were achieved in the South even without acclimatization.  

In addition, population shift disproportionately increases emissions (by a factor of 3.8 to 

4.2, relative to no population shifts) in the first half of the growing season, during and 

immediately after snowmelt (Figure 5.6b), when conditions are wettest.  Later in the 

growing season, increases in emissions are smaller (only a factor of 1.5 to 2 relative to no 

population shifts) due to drier soils and their accompanying methanotrophy.  The net result 

is to shift the peak emissions forward in time.  The implications of increased methanogenic 

activity during and immediately after snowmelt are discussed further in section 5.4. 

 

5.4 Discussion 

Our results suggest that the potential response of soil microbial communities to 

changes in climate and vegetation is as important as climate change itself to predicting 

future high-latitude wetland methane emissions.  More importantly, the soil microbial 

response has the potential to shift emissions to the northern portion of the WSL, where 

uncertainty about the potentially large amount of labile carbon that might be liberated by 

permafrost thaw (not explicitly considered in this study) is also a concern (Koven et al., 

2011; Schaefer et al., 2011; Zimov et al., 2006).  In particular, Schaefer et al. predicted a 

median cumulative flux to the atmosphere from present-day permafrost soils of about 80 Gt 

C between 2020 and 2100, and estimated it could lead to an increase in atmospheric carbon 
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of 25% over current levels.  Whether this additional carbon will be respired as CO2 or CH4 

depends crucially on the degrees of microbial acclimatization and population shifts that 

will occur.  Futhermore, our findings indicate that population shift not only increases CH4 

emissions in the permafrost zone, but also increases uncertainty in those emissions via 

increased sensitivity to temperature. 

The increased temperature sensitivity in the northern half of the domain brought 

about by population shifts, and the disproportionate increase in microbial activity during 

snowmelt that results, may result in a larger increase in CH4 emissions than we have 

predicted.  Studies have found that the dissolved organic carbon (DOC) in boreal and 

Arctic streams is most labile (easily consumable by microbes) during the snowmelt freshet, 

followed by a decline over the course of the summer (Mann et al., 2012; Holmes et al., 

2008), suggesting that the onset of snowmelt liberates highly labile carbon from the soil.  

Observations suggest that, during the lower flow conditions after snowmelt, wetland 

microbes preferentially consume labile DOC faster than it is input by local plants (Olefeldt 

and Roulet, 2012), so that lability declines with distance downstream and with residence 

time in the wetland.  Our modeling framework does not explicitly model the lability of 

carbon or its preferential consumption by microbes, and therefore likely underestimates the 

lability of the carbon available during snowmelt.  Given that the labile DOC consumed by 

wetland microbes would otherwise be exported to the relatively oxic stream network, 

where it is metabolized and outgassed as CO2 (Wallin et al., 2013), the degree to which soil 

microbes influence the export of labile DOC to streams is an important factor to constrain. 

While our results corroborated both the climate-wetland CH4 feedback and the 

acclimatization estimated by Ringeval et al. (2011) and Koven et al. (2011), our estimate of 



118 

 

the climate-wetland CH4 feedback effect size was smaller than theirs (22-38% of the size of 

the warming effect, vs. 60-80%), and our estimate of acclimatization was larger (85% of 

the size of the warming effect, vs. 50%).  One reason for this may be that our 

acclimatization approach set Tmean equal to the 10-year moving average of soil 

temperature, while Ringeval et al. and Koven et al. used a relaxation approach with a 365-

day time constant, in which the previous winter’s soil temperatures might have a larger 

influence than in our approach.  Another potential reason for the discrepancy might be their 

neglect of emissions from wetlands where the water table depth is deeper than 5 cm, which 

could affect sensitivities to climate change (Bohn and Lettenmaier, 2010).  Another reason 

may be that Ringeval et al. and Koven et al. applied a single methane emissions parameter 

set globally, which yielded a positive bias in historical methane emissions over the northern 

WSL (Bohn et al.; 2013b).  The higher historical baseline emissions in the North might 

have reduced the size of the warming effect in their simulations.  Their more productive 

northern emissions (and their use of a single parameter set globally) suggest that their end-

of-century results might correspond more with our Acc+Shift simulation than with our 

Acc+NoShift simulation.  Conversely, the historical/current net value of the climate-

wetland CH4 feedback over the high latitudes may be more negative than estimated by 

Ringeval et al. 

Modeling population shift as an expansion of the range over which we apply the 

southern CH4 parameter set may be an oversimplification in several ways: 

1. The new microbial communities in the North will not necessarily be identical to 

those currently in the South, due to different local conditions (e.g., soil pH, 

subsurface flow, etc.).  It is not clear whether our assumptions might effectively be 
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an upper bound, because we do not know if new combinations of species 

(especially different abundances of methanogens and methanotrophs) will produce 

larger or smaller net CH4 emissions.  Pickels et al. (2012) noted that fungi disperse 

at different rates, and that community dominance often depends on the order of 

species arrival.  In addition, some microbes are symbiotic with plant hosts, which 

will also experience varying rates of dispersal.  How microbe and plant abundances 

might evolve through time and space, and how that would affect carbon fluxes, is 

poorly known (e.g., Conant et al., 2011, Olsrud et al., 2004). 

2. We modeled population shift as a complete replacement of species abundances 

across the entire domain; in reality population shifts might be limited by climate.  

Thus, we may have produced something close to an upper bound on the changes in 

the North. 

3. We did not change the CH4 parameters used in the South.  It is possible that 

southern mires might also experience changes in species assemblages, perhaps 

evolving to resemble temperate communities, which are potentially more 

productive (e.g., Yavitt et al., 2012).  Thus, this is a lower bound on the changes in 

the South. 

4. We did not vary plant-aided transport parameters spatially and thus could not model 

any potential changes in geographic distribution of vascular plants that have 

aerenchyma.  Nor did we consider factors like N, P, pH, or redox state.  Previous 

studies (Riley et al., 2011; Berrittella and van Huissteden, 2011) found that CH4 

emissions were sensitive to plant-aided transport, and in particular, Berrittella and 

van Huissteden (2011) found that differences in the distributions of plants with 
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aerenchyma had a strong influence on Ice Age CH4 emissions.  However, any 

influence that plant-aided transport might have on the current distribution of CH4 

emissions would presumably shift northward along with the plants themselves, 

contributing to the increase in emissions in the northern half of the domain. 

 

Our results reinforce the findings of Bohn et al. (2013b), that spatial variation in 

soil microbial behavior (reflected in CH4 emissions parameters) exerts an important control 

on large-scale wetland carbon fluxes.  No other studies have examined microbial 

population shifts, in part because few large-scale models have applied spatially-varying 

parameters.  This, in turn, is partly due to a lack of sufficient long-term in situ observations 

to support spatially-varying parameters.  However, with the advent of intensive data sets 

such as Glagolev et al. (2011) and Peregon et al. (2009) in the WSL and Levy et al. (2012) 

in the UK, it should become possible to find linkages between vegetation and CH4 

parameters that enable parameter transfer over regions where few in situ observations have 

been made. 

 

5.5 Conclusions 

We used the Variable Infiltration Capacity (VIC) land surface model (Liang et al., 

1994), linked to the wetland methane emissions model of Walter and Heimann (2000), 

forced off-line with outputs of CMIP5 projections (Taylor, et al., 2012) for the RCP 4.5 

pathway to simulate changes in the surface hydrology and methane emissions of the 

wetlands of the West Siberian Lowland.  We examined the effects on end-of-century CH4 
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emissions of changes in climate and LAI, and the possible responses of soil microbes to 

these changes.  We conclude that: 

 By the end of this century, CH4 emissions from the WSL will rise to 3.6-7.3 Tg 

CH4/y, an increase of 6-119% over their historical values.  Carbon uptake by the 

region’s wetlands will increase to 23 Tg C/y from a historical level of 14 Tg C/y.  

The net greenhouse warming potential of the region’s wetlands will range between -

22 to 51 Tg CO2/y. 

 The potential response of soil microbes to future changes in climate and vegetation 

is as important as climate change in determining future greenhouse gas emissions 

from high-latitude wetlands.  Acclimatization almost completely offset the 

increases in CH4 emissions that arose from changes in climate and LAI, while 

population shifts led to a near doubling of the region’s emissions.  Crucially, while 

ignoring acclimatization and population shifts focused the majority of emissions in 

the southern half of the domain, acclimatization plus population shifts concentrated 

73% of future emissions in the northern half of the domain, where the possible 

release of carbon with permafrost thaw is a concern. 

 Population shifts increased microbial activity during and immediately following 

snowmelt, when highly labile carbon is thought to be first released from the soil.  

This may imply larger CH4 emissions than we have predicted, and a possible 

reduction of the labile carbon exported to Arctic streams. 
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Our work indicates the importance of better constraining the responses of soil 

microbial communities to changes in climate and vegetation as they are critical 

determinants of the region’s future methane emissions. 
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VI. CONCLUSIONS 

 

The research reported in this dissertation addresses the four science questions from 

Chapter I, specifically: (i) What are the dominant mechanisms controlling the behavior of a 

heterogeneous water table in boreal wetlands, and how do they influence the response of 

high-latitude wetland carbon fluxes to future climate change?, (ii) Can a model that 

represents these mechanisms be used to characterize the errors inherent in previous global 

estimates of wetland carbon fluxes?,  (iii) How does small-scale heterogeneity in water 

table depths and large-scale variability in methane productivity affect the large-scale 

behavior of high-latitude wetland carbon fluxes?, and (iv) What are the dominant factors 

affecting future carbon fluxes from high-latitude wetlands?   To address these questions, I 

used a combination of large-scale hydrology and biogeochemistry models (primarily the 

VIC model and the wetland methane emissions model of Walter and Heimann, 2000), 

remote sensing products, and in situ observations. 

 

To answer the first question, I implemented a distributed water table scheme in the 

VIC modeling framework, and ran it over a small test region in the southern West Siberian 

Lowland (WSL).  I found that air temperature and precipitation exert opposing influences 

over the water table depth, and hence (for the values of methane parameters that were 

optimal at the calibration site) over methane emissions.  Representation of spatial variations 

in water table depth gave rise to a saturated zone of time-varying area (Asat) where CH4 

emissions were at their maximum value.  This affected the sensitivity of simulated methane 

emissions to climate.  Holding precipitation at historical levels but increasing temperature 
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to the maximum end-of-century value predicted for the region (IPCC, 2007) increased per-

unit area emissions in the saturated zone due to higher metabolic rates; but Asat decreased 

due to higher evapotranspiration rates, leading to a decrease in total emissions.  In contrast, 

holding temperature at historical levels but increasing precipitation to the maximum 

predicted end-of-century value did not change per-unit-area emissions but increased Asat, 

leading to an increase in total emissions.  This competition between temperature and 

precipitation resulted in a fairly consistent trade-off of 3° C increase in temperature per 5% 

increase in precipitation, for which methane emissions remained relatively constant, over 

most of the range of possible future climates.  The median climate forecast of a 3 °C 

increase in temperature and a 10% increase in precipitation yielded roughly a doubling of 

current CH4 emissions by the end of the century. 

 

To answer the second question, I characterized the errors generated by other 

commonly-used water table formulations (i.e., uniform schemes, in which a single average 

water table depth is applied to the entire wetland; and wet-dry schemes, in which only 

emissions from the saturated portion of the wetland are considered), relative to my spatially 

distributed scheme, over the same test region in the southern WSL, for the same 

combinations of future changes in temperature and precipitation.  The other schemes’ 

biases depended on the spatial standard deviation of the water table depth, σzwt.  For small 

values of σzwt (e.g., 2.4 cm), the uniform scheme’s bias approached 0, but the wet-dry 

scheme’s biases reached -85% of the distributed scheme’s emissions (-(1-Asat)*100%), 

due to neglect of emissions from unsaturated wetlands.  For large values of σzwt (e.g., 38 

cm), the wet-dry scheme’s bias approached 0, but the uniform scheme’s bias reached up to 
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+/-100% of the distributed scheme’s emissions (with the most extreme biases occurring 

under the most extreme changes in climate).  For intermediate values of σzwt and the 

median predicted end-of-century climate, the uniform scheme’s bias was 10-30% and the 

wet-dry scheme’s bias was -20 to -30%.  Thus, different water table formulations may 

explain a substantial amount of the variation among previously published model estimates 

of end-of-century CH4 emissions from high latitude wetlands. 

 

To answer the third question, I applied the modeling framework to the entire WSL 

for the period 1948-2010.  As part of this effort, I replaced the TOPMODEL formulation 

used in Chapters II and III with a water table distribution based on observed 

microtopography, and added seasonal inundation. After calibrating the modeling 

framework to match remotely-sensed inundation and saturated soil and in situ observations 

of water table depth and methane emissions, I found that, while surface heterogeneity 

(fractional saturated area) had little overall effect on estimates of the region’s carbon 

fluxes, sub-surface heterogeneity (spatial variations in water table depth) played an 

important role in both the overall magnitude and spatial distribution of estimates of the 

region’s carbon fluxes.  In particular, to reproduce the spatial pattern of CH4 emissions 

recorded by intensive in situ observations across the domain, in which very little CH4 is 

emitted north of 60° N, it was necessary to a) account for CH4 emissions from unsaturated 

wetlands and b) use a methane model parameter set that reduced estimated CH4 emissions 

in the northern half of the domain.  My results suggest that previous estimates of the 

response of these wetlands to thawing permafrost may have overestimated future increases 

in methane emissions in the permafrost zone. 
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To answer the fourth question, I ran the modeling framework over the WSL, forced 

with outputs from 32 CMIP5 models for the RCP4.5 scenario, and compared the effects of 

changes in climate and vegetation (leaf area index in particular) on predicted wetland CH4 

emissions and other fluxes for the period 2071-2100, relative to the period 1981-2010.  I 

also explored possible responses of soil microbial communities to these changes.  My 

results suggest that, if soil microbial communities acclimatize to elevated temperatures 

without population shifts, end-of-century CH4 emissions from the WSL will only rise to 3.6 

Tg CH4.y (6% above historical emissions).  In contrast, if substantial population shift takes 

place as well, CH4 emissions will more than double, to 7.3 Tg CH4/y.  Crucially, while 

historical emissions have been concentrated in the southern half of the domain, 

acclimatization plus population shift would concentrate almost 3/4 of future emissions in 

the northern half of the domain, where the possible release of carbon with permafrost thaw 

is a concern.  In addition, accounting for acclimatization and population shift reduced the 

region’s net (negative) climate-wetland CH4 feedback by 38%, and changed the sensitivity 

of the region’s CH4 emissions to changes in LAI from negative to positive.  This work 

indicates the importance of better constraining the responses of soil microbial communities 

to changes in climate and vegetation as they are critical determinants of the region’s future 

methane emissions. 
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