
Determining day length and temperature regulation of flowering:  

a molecular and modelling approach 

 

Hannah A. Kinmonth-Schultz 

 

 

A dissertation 

Submitted in partial fulfillment of the 

Requirements for the degree of 

 

Doctor of Philosophy 

 

 

University of Washington 

2016 

 

 

Reading Committee: 

Takato Imaizumi, Chair 

Soo-Hyung Kim 

Jennifer Nemhauser 

 

 

Program Authorized to Offer Degree: 

Biology 

 

  



 

©Copyright 2016 

Hannah A. Kinmonth-Schultz 

  



 

University of Washington 

 

Abstract 

 

Determining day length and temperature regulation of flowering: a molecular and modelling 

approach 

 

Hannah A. Kinmonth-Schultz 

 

Chair of the Supervisory Committee: 

Associate Professor Takato Imaizumi 

Biology 

 

In nature, plants are exposed to numerous abiotic and biotic pressures. Temperature, day length, 

light quality, length of winter, herbivors, nutrients, and pathogens all affect plant development 

and change throughout the growing season. Plants have evolved to act proactively or reflexively 

to mitigate negative effects and to time their development to favorable times of the year. The 

molecular mechanisms for many of these pressures in isolation are well understood; however, we 

do not yet understand how plants may perceive and integrate multiple environmental factors at 

once. In light of climate change, understanding plant responses in natural settings is especially 

crucial. Here, I review how the molecular pathways controlling the circadian clock interact with 

pathways involved in perceiving environmental cues to modulate circadian-regulated phenomena 

such as flowering, diurnal leaf growth, and the cold response. I discuss how several pathways 

converge to regulate a few key genes, and that this may be how plants are able to integrate 

multiple environmental pressures. I, then, explore the molecular responses of two key flowering 



genes – FLOWERING LOCUS T (FT) and CONSTANS – to assess the combined influence of day 

length changes and temperature cycles on flowering. I show that cool temperatures can both 

suppress and induce FT, and that FT levels are highly predictive of flowering across a range 

conditions. Next, I incorporate these mechanisms into an existing model, which already included 

day length regulation of FT and temperature regulation of leaf tissue production. I show that 

incorporating the mechanisms of temperature regulation on FT coupled with accumulating FT 

with increasing leaf tissue as the plant grows can improve model predictions in fluctuating 

temperature environments. I discuss how such an approach might be used to improve the 

predictions of crop models. Finally, I discuss questions that still remain and provide 

recommendations for future study. 
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Chapter 1 

Understanding plant response in complex environments 

In natural environments, several biotic and abiotic factors exist – day length, light quality, length 

of winter, ambient temperatures, temperature cycles, pollinators, herbivores, drought, and 

nutrients – and most are known to affect plant development (Michaels & Amasino, 1999; 

Michael et al., 2003; Imaizumi et al., 2003; Rizhsky et al., 2004; Searle et al., 2006; Aerts, 2009; 

Bernhardsson & Ingvarsson, 2012). Considering each of these factors in isolation, plants can 

either preemptively or reflexively respond to alter their development to improve resource 

acquisition and ensure development when conditions are most favorable. For example, plants can 

sense available nutrients and adjust root growth so that more root tissue is produced in nutrient 

rich pockets (Ruffel et al., 2011). Because of their internal circadian clock, plants can monitor 

seasonal cues such as day length to coordinate development with times when the climate is most 

favorable (Golembeski et al., 2014). How to plant coordinate their response when they perceive 

multiple cues? How can we predict the response of agriculturally or ecologically important 

species in complex environments? 

These questions become more pressing in light of climate change. Warming could increase the 

length of the growing season and seems to have done so over the past few decades (Iizumi et al., 

2014). However, spring temperatures can still dip down to freezing even after the snow melts, 

damaging plants that have germinated or re-initiated growth early (IPCC, 2014). Later, high heat 

and drought can impact plant development and stunt yield. Growers aim to time sowing and 

harvest such that critical points in plant development coincide with adequate rainfall while 

avoiding damage from stress (Wenden & Rameau, 2009).  

When predicting plant response, one hypothesis is that plants perceive two simultaneous stresses 

or cues as a third stress or cue entirely different from the two alone (Prasch & Sonnewald, 2015,   

 

Figure 1.1. Conceptual models of plant response to complex environments. Plants could perceive two stresses or 

cues (temperature and day length) as an entirely different cue when perceived together, eliciting an entirely different 

response from either cue alone (a). The combined response could be decomposed into two separate responses than 

can be predicted from the cues individually (b).  
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Figure 1.1a). As a consequence, they produce a response that cannot be predicted from the 

responses from each stress or cue individually. For example, some transcriptomics comparisons 

revealed only a few genes that were regulated in response to heat combined with drought or light 

stress as well as in response to the individual stresses (Prasch & Sonnewald, 2015). The 

expression levels of several more genes seemed to be regulated only by the combined stress, 

indicating a unique response. The recommendation, then, is to test plant response to multiple 

combinations of stresses. I agree that exploring plant responses to complex environments is 

necessary. However, through such analyses, it may be possible to decompose a plant response to 

complex environmental interactions into separate, predictable plant processes (Figure 1.1b).  

To aid farmers and seed distributors in determining which cultivars to grow and when to plant, 

mathematical models are often used. By and large, these are based on empirical observations that 

the timing of plant development coordinates well with temperature (Lehenbauer, 1914), leading 

to the concept of thermal time. These models can take many forms (Kumudini et al., 2014), but 

in all cases, the effect of temperature accumulates over time. Within a range of non-stressing 

temperatures, more thermal units, or degrees Celsius per unit time, will accumulate during a 

warm growing season than a cool one, causing plants to develop faster. In some cases, these 

models factor in declines in the rate of development beyond a certain maximum temperature 

(Kumudini et al., 2014). Thermal time models may need to be re-parameterized for new planting 

dates or locations because cool winter temperatures and the length of the day can accelerate or 

delay when phenological shifts occur. The degree of influence of these factors is generally 

relativized into a number between zero and one that modifies the rate of thermal time 

accumulation (reviewed in Brown et al., 2013). However, it is not always easy to determine the 

factors driving plant response in different locations (Piper et al., 1996). Is it possible to improve 

the predictive capacity of these models? 

Thermal time is based on the concept of metabolic rate (Brown et al., 2004). That is, metabolism 

is driven by temperature rather than responding proactively to it. However, different cultivars 

may respond very differently even when planted in the same location (Kozlowski, 1964; 

Lechowicz, 1984), and models need to be reparameterized accordingly. This implies that there 

are mechanistic, species-specific underpinnings of plant response. Some researchers propose that 

incorporating the underlying mechanisms could enable more accurate model predictions for 

situations in which the model was not parameterized (Hammer et al., 2002; White, 2009; Boote 

et al., 2013). And in fact, some model have incorporated the mechanistic underpinnings of day 

length and vernalization to accurately predict plant response as well as to ambient temperature 

(Welch et al., 2003; Wenden et al., 2009; Wilczek et al., 2010; Brown et al., 2013; Chew et al., 

2014). 

In the following chapters, I discuss the complex interplay between the environment and circadian 

clock plant outputs such as diurnal leaf growth and flowering (Kinmonth-Schultz et al., 2013), 

discussing how multiple cues could be integrated at the molecular level to control development. I 

then explore molecular and physiological plant responses to two different cues imposed at once: 

day length and temperature fluctuations (Kinmonth-Schultz et al., 2016), and show that plant 

response can be decomposed into separate processes that can be predicted from different 
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environmental cues. In my forth chapter, I incorporate the mechanistic response to temperature at 

the molecular and whole-plant scale into an existing model of plant development (Chew et al., 

2014), and show that doing so can improve model predictions over traditional thermal unit 

models in some conditions. Finally, I review what I have learned and discuss new avenues for 

assessing plant response in complex natural environments. 
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a  b  s  t  r  a  c t

The  plant  circadian  clock  is involved  in the regulation  of numerous  processes.  It  serves  as  a timekeeper  to
ensure  that  the onset  of  key  developmental  events  coincides  with  the appropriate  conditions.  Although
internal  oscillating  clock  mechanisms  likely  evolved  in  response  to the  earth’s  predictable  day and  night
cycles,  organisms  must  integrate  a range  of  external  and  internal  cues to adjust  development  and  phys-
iology.  Here  we  introduce  three  different  clock  outputs  to illustrate  the  complexity  of  clock  control.
Clock-regulated  diurnal  growth  is  altered  by  environmental  stimuli.  The  complexity  of  the  photoperi-
odic  flowering  pathway  highlights  numerous  nodes  through  which  plants  may  integrate  information  to
modulate  the  timing  of  flowering.  Comparative  analyses  among  ecotypes  that  differ  in  flowering  response
reveal additional  environmental  cues  and  molecular  processes  that have  developed  to  influence  flow-
ering.  We  also  explore  the process  of  cold  acclimation,  where  circadian  inputs,  light quality,  and  stress
responses  converge  to  improve  freezing  tolerance  in  anticipation  of colder  temperatures.

© 2013 Elsevier Ltd. All rights reserved.
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1. Introduction

Numerous physiological and growth processes show daily oscil-
lation patterns, which are often controlled by the circadian clock.
In Arabidopsis, about one third of all genes are clock regulated [1].
Likely to have evolved initially in response to the earth’s predictable
day and night cycles [2], the circadian clock sets the timing of
various transcriptional and posttranscriptional events to specific
times of day. This mechanism changes the organisms’ sensitivities
and/or responses to various external stimuli throughout the day,
thus enabling them to extract specific information that occurred

∗ Corresponding author. Tel.: +1 206 543 8709.
E-mail address: takato@u.washington.edu (T. Imaizumi).

at certain times of the day or year. This clock role is called cir-
cadian gating. A well-understood example of this is the external
coincidence model of photoperiodic flowering control. To accu-
rately measure differences in day length in the facultative long-day
plant, Arabidopsis, regulation of the timing of diurnal CONSTANS
(CO) expression is crucial [3]. The circadian clock sets the tim-
ing of CO transcription to the late afternoon and night. During the
short days of winter, the CO peak occurs at night, and its protein
is degraded. In early summer’s long days, the peak coincides with
daylight, and CO protein is stabilized to activate transcription of
FLOWERING LOCUS T (FT), resulting in earlier flowering [3,4]. This
type of time-keeping mechanism helps guarantee that phenologi-
cal changes like flowering occur during favorable times of the year.

The circadian-clock-regulated biological processes are stable
but also adaptable. Dicot leaves maintain a consistent oscillatory

1084-9521/$ – see front matter ©  2013 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.semcdb.2013.02.006

dx.doi.org/10.1016/j.semcdb.2013.02.006
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dx.doi.org/10.1016/j.semcdb.2013.02.006
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diurnal growth pattern despite external temperature changes [5].
Yet, there is growing recognition that diurnal growth oscillations
are changeable within the lifetime of a plant, susceptible to exter-
nal and internal limitations [6,7]. Among populations and across
generations within the same species, clock outputs like flower-
ing, bud break, or onset of dormancy differ [8–10]. The differences
persist when growing conditions are the same, indicating genetic
adaptations to regional environmental variation. We  have a gen-
eral molecular understanding of how each output is induced as
well as how the circadian clock affects them. We  still lack infor-
mation on how endogenous control of clock outputs is adjusted
from individual to individual and species to species.

The aim of this review is to address these complexities. We
utilize diurnal plant growth to highlight the plasticity of endoge-
nous circadian control and to illustrate that the degree of control
is dependent on variation in the immediate environment. We
capitalize on the in-depth mechanistic knowledge of seasonal flow-
ering control to explore how numerous external and endogenous
cues can modulate a clock-mediated output. We  use recent multi-
population, genome-wide analyses, which demonstrate underlying
genetic differences among phenotypically different populations,
to highlight genes and molecular pathways under selective pres-
sure. Finally, we explore the molecular processes of cold-tolerance
and highlight areas of uncertainty regarding stress-induced versus
clock-mediated cryoprotection.

2. Diurnal plant growth: plasticity of circadian control

The sensitivity of plants to external and internal stimuli, which
regulate diurnal growth, can change depending on growth condi-
tions, plant age, type of organ, and time of day. Dicot leaves and
stems display diurnal rhythmic growth that is maintained under
constant environmental conditions, indicating the involvement of
the circadian clock [5,11,12]. However, the timing of peak growth
changes from day to night with the developmental age of the leaf,
attributable to a shift from metabolic-limited growth in younger
leaves to hydraulic-limited growth in mature leaves [13]. Dicot
leaves maintain a stable oscillatory growth pattern even under daily
temperature cycles [5], perhaps through the ability of the circa-
dian clock to adjust metabolic rates throughout the day. Roots do
not show the same degree of circadian growth-rate regulation, as
they must quickly alter growth to take advantage of available soil
resources and water [14]. The daily rate and pattern of leaf growth
is also maintained similarly even under low-light conditions where
the carbon source is limited [13]. Arabidopsis can continue growing
with carbon limitations by decreasing leaf thickness and main-
taining surface area. Conversely, water stress causes growth to
slow during the day such that peak growth occurs at night even
in very young leaves. Under this condition, decreasing leaf surface
area by slowing growth can help reduce water lost through tran-
spiration [13]. The molecular mechanisms by which external and
internal factors coordinate to regulate leaf growth and develop-
ment and how the circadian clock affects this regulation remain
largely unknown.

In comparison to the diurnal leaf growth mechanism, we have
a better understanding of the mechanisms of diurnal hypocotyl
growth. Seedlings respond to changes in light quality and quan-
tity, carbon reserves, and temperature in a time-dependent fashion.
During the growth phase, in which Arabidopsis cotyledons fully
expand, a change in light intensity most affects hypocotyl growth
around dusk (Fig. 1A) [7]. In contrast, the effect of sucrose in the
growth media is most pronounced around dawn (Fig. 1B). The
mechanisms for diurnal control of growth, best understood in
Arabidopsis hypocotyls and reviewed extensively [12,15], are begin-
ning to shed light on changes in sensitivity over the course of the
day to parameters regulated by the circadian clock (Fig. 1C). The

Fig. 1. Circadian clock-mediated diurnal hypocotyl growth (A and B) Arabidopsis
hypocotyl growth for 4 to 5-day-old seedlings, before their cotyledons are fully
expanded, is regulated by different inputs at different parts of the day. (A) Hypocotyl
growth rate is most affected by light intensity at dusk. (B) Carbon source availabil-
ity most affects the growth rate at dawn (dusk and dawn are indicated by open
arrowheads). The graphs were modified from [7]. (C) The circadian clock coordinates
various pathways involved in diurnal growth regulation. These pathways include
phytochrome, sucrose and GA signaling, and the components (ELF3, ELF4, and LUX)
of the evening complex, ultimately resulting in transcriptional or post-translational
regulation of PIF4 and PIF5. Higher sucrose levels reduce the degradation rate of PIF5
resulting in an enlarged morning response to growth. PHYB signals keep PIF levels
low under light. The evening complex represses the expression of PIF4 and PIF5 at
dusk. Higher amounts of GA-GID1 complex around dawn induces degradation of
DELLA proteins, which prevent PIF4 (and possibly PIF5) from binding to target DNA.
PIF4/PIF5 mRNA profile is shown by a pink line. Coordinated regulation by the clock
contributes to temporally-confined growth that occurs at dawn and dusk through
convergence of light, hormone, and metabolic signaling.

bHLH transcription factors known as PHYTOCHROME INTERACTING
FACTORs (PIFs) are expressed in a clock-dependent manner [16].
The circadian clock components, EARLY FLOWERING 3 (ELF3), ELF4,
and LUX ARRHYTHMO (LUX, also known as PHYTOCLOCK1) directly
regulate the expression of PIF4 and PIF5 transcription [17]. ELF3,
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ELF4, and LUX form a protein complex named the evening complex,
which directly represses the expression of PIF4 and PIF5 transcripts
around dusk, limiting the expression of PIF4 and PIF5 to dawn [17]
(Fig. 1C).

In  addition to clock-dependent transcriptional regulation, time-
dependent posttranslational regulation also plays a role. PIF4 and
PIF5 proteins are degraded under red light, which is absorbed
by PHYTOCHROME B (PHYB) photoreceptor. This light-dependent
regulation restricts the activity of these growth-promoting PIF tran-
scription factors to shaded conditions in long days or a period
around dawn in short days (reviewed in [12]). The PIF4 proteins
are further activated during the night in short days, partly due to
the interaction of gibberellin (GA) and its receptor GIBBERELLIN
INSENSITIVE DWARF1 (GID1), both of which are modulated by the
circadian clock. The clock regulates the timing of expression of GA
synthetic enzyme gene GA20ox1 and GID1 gene [18,19]. GID1 binds
to GA and this interaction triggers DELLA proteins for proteaso-
mal  degradation [20]. The DELLA proteins bind to PIF4 and inhibit
its DNA binding ability [21]. DELLA proteins are degraded around
dawn in short days [19]. Thus, removing the DELLA proteins enables
PIF4 to bind to the G-box to induce the expression of genes involved
in hypocotyl growth around dawn [21] (Fig. 1C). Sucrose also sta-
bilizes PIF5 protein throughout the day [7]. This, together with
transcriptional regulation, ensures that diurnal hypocotyl growth
occurs at a certain time of day (Fig. 1C).

Hypocotyl growth is also susceptible to changes in ambient
temperature. High ambient temperatures cause pre-dawn expres-
sion of PIF4 in long days similar to that observed for short days,
helping to explain why hypocotyl growth occurs in such condi-
tions [16]. The presence of PIF4 and PIF5 proteins are required
both in short days and in 28 ◦C long days for pre-dawn expression
of a suite of genes associated with gibberellin, auxin, brassinos-
teroid, ethylene, and cytokinin, and which are also important for
the shade avoidance response [16,22]. In sum, we  are beginning
to get a picture of a flexible, clock-mediated system that coordi-
nates growth-regulating genes, turgor, and resource availability
with external and internal stimuli.

3. Seasonal flowering

3.1. The photoperiodic flowering pathway in Arabidopsis

In addition to diurnal growth regulation, the circadian clock
plays an important role in the regulation of photoperiodic flow-
ering. The photoperiodic flowering pathway controls the amount
of florigen, which determines flowering time. In Arabidopsis,  FT
protein is a major part of florigen synthesized in the leaf vascula-
ture [23]. FT protein is translocated to the shoot apical meristem
and, together with FD and 14-3-3 [24], initiates transcription of
floral identity genes that regulate floral development [23,25]. To
selectively induce FT transcription in long days, restricting CO
expression by the circadian clock to the long-day afternoon is
essential. In the morning, CYCLING DOF FACTORs (CDFs) are highly
expressed and directly repress CO transcription [26,27]. At the
same time, the core clock components, CCA1 and LHY, repress the
transcription of FLAVIN-BINDING, KELCH REPEAT, F-BOX 1 (FKF1)
and GIGANTEA (GI), both of which negatively regulate CDFs [28].
FKF1 and GI proteins peak in the afternoon and form a complex in a
blue-light dependent manner [28]. The FKF1-GI complex removes
CDF repressors by proteasomal degradation in the long-day
afternoon [28]. Simultaneously, the levels of CDF transcripts also
decrease due to repression by other clock components, PSEUDO
RESPONSE REGULATOR 9 (PRR9), PRR7, and PRR5 [29,30]. These
mechanisms determine the timing of daytime CO gene expression
in long days. Recently, four transcriptional activators of CO,  named
FLOWERING BHLH (FBH), were identified [31]. Interestingly, FBH

transcriptional activators control the amplitude of CO expression,
which also affects the expression levels of FT [31].

Another important mechanism for day-length sensing is specific
stabilization of CO protein [4]. Light signals perceived by phy-
tochromes (PHY) and cryptochromes (CRY) stabilize CO protein
only in long-day afternoons [4]. This time-dependent stabiliza-
tion of CO protein is regulated by the combinational regulation of
light and the clock. The PHYB signal and the E3 ubiquitin ligase
HIGH EXPRESSION OF OSMOTICALLY RESPONSIVE GENES1 (HOS1)
are involved in the degradation of CO during the morning [4,32],
although it is not known whether the PHYB signal regulates CO
through HOS1. CRY2 binds to SUPPRESSOR OF  PHYA-105 1 (SPA1)
and the CONSTITUTIVE PHOTOMORPHOGENIC 1 (COP1) E3 ubiqui-
tin ligase complex under blue light to suppress the activity of the
complex [33]. In the dark, even though CO mRNA is highly accumu-
lated, CO protein is actively degraded by the COP1/SPA1 complex
[4,34,35]. The clock-regulated blue-light photoreceptor, FKF1, sta-
bilizes CO in the long-day afternoon. When FKF1 is expressed
under light, FKF1 binds to and stabilizes CO protein in a blue light-
dependent manner [36]. The complex interplay between light and
clock ensures that CO protein exists only in long day afternoons
when FT is induced. Thus, the circadian clock controls CO trans-
criptional and posttranscriptional mechanisms to achieve proper
day-length sensing for flowering.

The photoperiodic pathway also serves to integrate numerous
signals, and many of these signals act through independent or par-
tially independent pathways to regulate flowering. Members of the
PHY and CRY photoreceptor families not only regulate flowering
under different light conditions, but also differentially control flow-
ering depending on ambient temperature (reviewed in [37]). One of
the components that integrates photoreceptor signaling with flow-
ering time regulation is PHYTOCHROME AND FLOWERING TIME 1
(PFT1). Acting downstream of PHYB, PHYD, and PHYE, PFT1, a com-
ponent (MED25) of the Mediator complex, integrates light quality
and possibly temperature signals for a subset of flowering genes
[38]. In response to changes in ambient temperature, HOS1 regu-
lates FT and TWIN SISTER OF FT (TSF) independently of CO through
the autonomous pathway genes, FVE and FLK [39]. The expression
of some of the genes listed above is regulated by abiotic and biotic
stimuli. For instance, the simultaneous application of drought and
heat stresses induces the expression of FBH3 [40]. A carbon supple-
ment in the growth media reduces PRR5 and CDF2 expression [41].
Metabolic sucrose seems to adjust the circadian clock through GI
activity [42]. As the addition of 5% sucrose to the growth media
represses FT expression and delays flowering [43], GI may  also reg-
ulate flowering via sucrose signaling (see details in Haydon et al.
in this issue). These findings indicate that precise environmental
information can be integrated into the photoperiodic flowering
pathway to fine tune flowering time in nature.

3.2. Differences in flowering time within and between
populations

Numerous field studies have reported variations among indi-
viduals and populations in the timing of key phenological events.
Early studies noted significant site and regional differences in the
timing of bud break [8,9], which in Populus shares components
of the Arabidopsis photoperiodic flowering pathway [44]. Some of
these differences could be explained by environmental differences
like photoperiod or temperature [8,9]. Others persisted when
plants of the same species were collected from different sites and
grown together [8,9]. These observations indicate that adaptation
to regional climates contributes to genetic variation in internal
regulatory mechanisms among populations. The capacity of a
population to adapt depends on the genetic material available,
and some studies have noted within population variation as
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well. Mertensia fusiformis correlates its flowering to snowmelt,
displaying a skewed population distribution [10]. End-of-season
drought selects for early-flowering plants, while the chance of late
spring frost favors maintenance of a few that flower later.

Much remains to be learned about the mechanisms underlying
flowering time modulation by parameters other than photope-
riod and vernalization. However, it is likely the circadian clock
plays a role in regulating responses to other predictable environ-
mental cues. For instance, daytime temperatures better correlate
with flowering times than nighttime temperatures for Arabidopsis
strains planted in the field, except for populations sown in fall [45].
This implies that the clock may  influence the timing of tempera-
ture sensitivity within a day, and that the circadian gating function
differs by season. Plant size, which itself is affected by the environ-
ment, also impacts timing of flowering in biennial species (see [46]
for further discussion). For biennial species, plant size likely corre-
lates to a threshold level of resources needed to induce flowering.
Consistent with this idea, flowering in Arabidopsis and Sinapis alba is
coupled with an increase in sucrose and the carbon:nitrogen ratio at
the shoot apical meristem [47,48]. Taken together, these examples
indicate there are adaptations among individuals and populations
that modulate clock outputs. Yet few studies have demonstrated
concrete mechanistic differences among them [44].

With the available data of single nucleotide polymorphisms
(SNPs) from a large number of wild-type Arabidopsis accessions,
comparative analyses of natural populations provide clues by
which to understand the environmental drivers of adaptation
[49–51]. Several environmental parameters correlate with an
enrichment of amino acid-changing SNPs [50,51]. After removing
SNPs related to specific geographic locations, representative SNPs
in early-flowering plant populations correlated to summer precip-
itation, whereas growing-season temperatures drove most of the
explained SNP variation in late-flowering plants [50]. These find-
ings are supported by a reciprocal transplant between Swedish and
Italian Arabidopsis populations [52]. The strains had higher fitness
in their home sites than representatives from the other population.
The authors postulate that the Swedish plants were better able to
tolerate cold temperatures while Italian plants could flower early to
avoid late-season droughts. Similar early- and late-flowering differ-
entiation can occur within a population over time. Seeds of Brassica
Rapa plants collected from the same site after multi-year periods
of above- then below-average rainfall were grown together in a
common garden experiment [53,54]. The drought years selected
for plants that flowered earlier when they were smaller in stature.
These results demonstrate that selection can rapidly occur, and that
flowering times are affected when growing seasons are curtailed by
drought. These data also provide clues by which to understand the
molecular events that plants must simultaneously integrate when
they flower in natural settings.

3.3. Flowering and the clock: molecular targets of selection

Comparative analyses of natural populations that vary in their
phenotypic responses to environmental cues are tools by which
to identify molecular pathways under selective pressure in nature
[49–51]. Hormone signaling pathways may  be targets for nat-
ural selection and have some links to the circadian clock. A
recent comprehensive microarray study compared the expres-
sion levels in response to photoperiod among three Arabidopsis
populations from locales with different photoperiods, light quality,
winter severity, and precipitation in Norway [55]. They differed
in their photoperiodic sensitivity when grown together, indi-
cating underlying genetic differences in phenological regulation.
Genes involved in biosynthesis of and response to abscisic acid
(ABA), a drought-signaling molecule, were differentially regulated
among populations. There are also surprising correlations among

the expression patterns of genes involved in ethylene and auxin
response and flowering [55]. The transcription of EIN3-BINDING F-
BOX PROTEIN 1 (EBF1) and EBF2, both involved in ethylene response
[56], was  the highest in the population showing the greatest sensi-
tivity to photoperiod [55].

Not surprisingly, known components of the photoperiod path-
way are represented in population studies that examine flowering
[49,55]. CRY2, GI,  LHY, FKF1, FT and PHYA, PHYB, and PHYC, as
well as SPA2 and SPA4 are highlighted. PHYA, GI,  and FT are men-
tioned in more than one study. As we described above, many
of these play roles in temperature and light quality perception
along with photoperiod. DWARF IN LIGHT 2 (DFL2) has no known
role in flowering; however, it was implicated as a target candi-
date in two studies [49,55]. Both studies also highlight SHORT
VEGETATIVE PHASE (SVP). SVP, a MADS-domain transcription fac-
tor, is a known mediator of ambient temperature response and
an upstream regulator of FT [57]. An area of interest for molec-
ular studies is analyzing the molecular natures of representative
synonymous and non-synonymous (=amino-acid-changing) SNPs
associated with climate [50,51]. Synonymous mutations represent
changes in DNA sequence that could affect cis-acting elements,
whereas non-synonymous mutations may  alter protein func-
tion. Many downstream flowering integrators are differentially
expressed among populations of Arabidopsis [55], thus this is an
area warranting further research.

4. Diurnal and seasonal cold response

4.1. Circadian regulation of cold response

Cold temperatures have a drastic impact on survival for plants
in temperate or boreal environments. While the adaptive response
that allows plants to survive freezing conditions is well under-
stood, only recently has a comprehensive mechanism for cold
acclimation come into focus. Circadian regulation, light quality per-
ception, and stress responses all converge to activate cold response.
Adaptation to freezing temperatures is accomplished through cold
acclimation, the process by which exposure to cold, non-freezing
temperatures instills subsequent freezing tolerance. The canoni-
cal cold-response pathway has been studied extensively [58] and
involves the C-REPEAT BINDING FACTOR (CBF also known as DREB)
genes, which are transcriptional activators of their COLD REGU-
LATED (COR) downstream targets [59] (Fig. 2A). Overexpression of
the three CBF genes in Arabidopsis resulted in enhanced freezing
tolerance upon induction of cold treatment [58]. A global trans-
criptome analysis revealed that nearly a quarter of cold inducible
genes have CBF/DREB cis-regulatory elements in their promoters,
implying that CBFs have a broad class of targets in initiating cold
tolerance [60]. The cold-inducible transcriptome contains genes
involved in processes including biosynthesis of secondary metabo-
lites (raffinose, proline, antioxidants, etc.), lipid desaturation and
biosynthesis, cryoprotective compounds as well as drought stress
[58,60].

Recent studies have highlighted the importance of the circa-
dian clock in gating cold acclimation in Arabidopsis. Clock control
in genome-wide cold response was  first inferred when transcrip-
tome surveys differed significantly based on time of sampling [61].
Expanded analysis of the promoter regions of cold-inducible genes
showed the prevalence of Evening Elements (EE), cis-elements rec-
ognized by CCA1 and LHY. The EE elements in CBF promoters are
often coupled to ABA responsive cis-elements (ABRE) and both
elements are necessary for cold-inducibility of COR genes [62],
indicating the clock components are indispensible pieces in the
cold response mechanism (Fig. 2A). CBF expression levels oscil-
late throughout the day with a peak at midday [63]. In cca1 lhy
double mutant backgrounds, CBF genes have significantly reduced
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Fig. 2. Circadian clock regulation of the cold acclimation pathway in Arabidopsis (A) Inputs from the circadian clock, light signaling, and temperature activate COR genes
through the CBF transcriptional activators, which induce the process of cold acclimation in Arabidopsis. In the diagram, colored lines are given to help distinguish interactions
between different components. Cold temperatures induce CBF expression through CCA1 alternative splicing. The accumulation of the functional CCA1� splice variant in low
temperatures increases CBF expression. Competition for the non-functional CCA1� variant at higher temperatures attenuates the cold response. TOC1 and PRR5 directly
repress  CBF expression in the evening and PRR7 and PRR9 likely act in a similar manner. Changes in the red/far-red light ratio are sensed through PHYB and PHYD, which in
low  red/far-red conditions drive transcriptional activation of CBF genes through PIF4 and PIF7. TOC1 protein binds to the PIF4 promoter and may  physically interact with PIF7
protein [70,74]. Through these mechanisms, the circadian clock, temperature, and light inputs mediate and amplify environmental signals to induce cold acclimation. (B)
Relative abundance of clock component proteins at different times of the day dictates temporal CBF expression. In the morning, CCA1 activates CBFs, which in turn activate
COR  downstream genes. In the evening, TOC1 and PRR5 repress CBF expression. Schematic protein and mRNA levels are drawn from data in which plants were grown in
continuous light conditions [64,76,77].

expression, which results in diminished freezing tolerance [64].
Temperature-dependent alternative splicing of CCA1 also plays a
role in the establishment of cold tolerance [65]. CCA1 and LHY
form homodimers or CCA1/LHY heterodimers; the formation of the
paired transcriptional complex increases their DNA binding affinity
and ability to activate or repress transcription through the EE. Func-
tional CCA1 alternative splice variants are preferentially produced
at lower temperatures, which allows for increased induction of CBF
genes under cold acclimation conditions [65]. LHY is also affected by
temperature dependent alternative splicing, but the active variant
is preferentially transcribed at higher temperatures [66]. How the
alternative splicing of these genes in concert functionally affects
the cold acclimation process is not known (for further discussion,
see Henriquez and Mas  in this issue).

While CCA1/LHY is the best-characterized link between the clock
and cold-acclimation, other clock genes also affect the response.
PRR5 binds to the CBF promoter regions and represses their tran-
scription (Fig. 2A and B) [30]. In addition, prr5 prr7 prr9 triple
mutants, which have an arrhythmic clock phenotype, constitutively
express CBFs and have increased freezing tolerance [67]. The gi-
3 mutants have freezing susceptibility, which may  be linked to a
decrease in endogenous sugar concentrations [68]. The circadian
clock-regulated CONSTANS-LIKE genes, COL1 and COL2, are impli-
cated in cold-tolerance in genome-wide transcriptome studies
[60]. Furthermore, ABA responses, which influence cold acclima-
tion, are also regulated by the core clock protein TOC1 [69]. TOC1
also directly binds to the CBF1 and CBF2 promoters [70], so TOC1
may  regulate CBFs in both an ABA-dependent and independent
manner (Fig. 2A and B). Additional connections between known
clock components and cold acclimation are likely to be estab-
lished.

4.2. Photoperiod, light quality, and cold response

In addition to the circadian clock, light perceived by PHYs affects
cold response. Sensing changes in the red/far-red ratio may  be

important for coordinating cold responses in anticipation of cold
nighttime temperatures or seasonally cold temperatures. Interest-
ingly, a 16 ◦C growth condition coupled with a low red/far-red ratio
is sufficient to induce CBF expression [63]. PHYB and PHYD medi-
ate this light specific CBF induction at ambient temperatures [63].
PHYB regulation of the transcription of CBF genes occurs through
PIF4 and PIF7 [71] (Fig. 2A). Additionally, exposure to shorter pho-
toperiods also induces the cold acclimation response in temperate
zone perennial species [72,73]. Even in Arabidopsis, the amplitude
of CBF gene oscillations in short days is higher than in long days
[71]. Either the phyB or the pif4 pif7 double mutations abolish the
higher amplitude in CBF expression in short days, indicating the
same components were recruited to sense changes in red/far-red
ratio, temperature and day length, all of which occur when win-
ter is approaching [71]. Furthermore, PIF7 binds to G-box elements
in CBF promoters [71,74]. Thus, integration between light, temper-
ature and clock output pathways at the CBF promoter through EE
and G-box elements constitutes a novel mechanism by which these
pathways assimilate various environmental information to prepare
for winter by initiating cold acclimation.

5. Conclusion

Each clock output that we have described provides insight into
the complexity and adaptability of circadian control tempered by
external and internal stimuli. To help us understand how external
and internal limitations interact in modulating circadian outputs,
an interesting avenue of research would be to pair ecophysiological
estimates of respiration and stomatal conductance with diurnal
growth and molecular assays. As different climate variables affect
early- versus late-flowering accessions of Arabidopsis, genome-
wide association studies that separate these groups could be useful
[49,55]. Several downstream flowering integrators have been
implicated in population-based studies, and both synonymous
and non-synonymous SNPs are enriched with climate [50,51]. It is
possible this is due to linkage disequilibrium among synonymous
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and non-synonymous mutations. However, QTL analysis of two
parental lines mapped ambient temperature and photoperiod sen-
sitivity to the FT promoter [75]. A feasible next step is to sequence
the promoters of these genes as well as measure the expression
levels of these genes to determine whether these SNPs alter gene
expression by mutating cis-acting elements. We  do not understand
how the circadian clock works in the ABA pathway to directly
or indirectly affect cold acclimation, nor do we understand how
ABA, the circadian clock, and light-quality sensing through PHYB
interact to regulate cold response. It is likely that each factor of the
cold-response pathway plays a greater or lesser role in activation
of CBFs depending on the length of cold exposure. Mechanistic
studies that assess the effects of both short- and long-term cold
treatments on each of these components could help clarify their
roles. In nature, plants must integrate information about external
variables like climate, light intensity and surrounding vegetation,
as well as endogenous carbon, nutrients, hydraulic status, and
developmental age. To understand the complex regulation of phys-
iology and development that occurs in nature, further experiments
should be carried out under a wide variety of conditions, including
those that more closely reflect the natural environment.
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Summary

� Day length and ambient temperature are major stimuli controlling flowering time. To

understand flowering mechanisms in more natural conditions, we explored the effect of daily

light and temperature changes on Arabidopsis thaliana.
� Seedlings were exposed to different day/night temperature and day-length treatments to

assess expression changes in flowering genes.
� Cooler temperature treatments increased CONSTANS (CO) transcript levels at night.

Night-time CO induction was diminished in flowering bhlh (fbh)-quadruple mutants.

FLOWERING LOCUS T (FT) transcript levels were reduced at dusk, but increased at the end

of cooler nights. The dusk suppression, which was alleviated in short vegetative phase (svp)

mutants, occurred particularly in younger seedlings, whereas the increase during the night

continued over 2 wk. Cooler temperature treatments altered the levels of FLOWERING

LOCUS M-b (FLM-b) and FLM-d splice variants. FT levels correlated strongly with flowering

time across treatments.
� Day/night temperature changes modulate photoperiodic flowering by changing FT accu-

mulation patterns. Cooler night-time temperatures enhance FLOWERING BHLH (FBH)-

dependent induction of CO and consequently increase CO protein. When plants are young,

cooler temperatures suppress FT at dusk through SHORT VEGETATIVE PHASE (SVP) function,

perhaps to suppress precocious flowering. Our results suggest day length and diurnal temper-

ature changes combine to modulate FT and flowering time.

Introduction

In nature, plants experience temperature fluctuations coinciding
with day and night, and daily temperature fluctuations affect
plant development (Myster & Moe, 1995). When exposed to
day/night temperature cycles, flowering of rice and barley can be
accelerated or delayed relative to constant-temperature conditions
(Yin & Kropff, 1996; Karsai et al., 2008). Time-of-day informa-
tion is important for a range of physiological responses as sensi-
tivity to temperature is modulated by the circadian clock
throughout the day (McClung, 2006). Further, plant responses
to combined environmental stimuli cannot be easily predicted
from the responses to each alone (Prasch & Sonnewald, 2015).
Therefore, to study the mechanisms that operate in nature, it is
useful to assess the combinational influence of day length and
day-to-night temperature fluctuations on seasonal flowering.

The day-length dependent (photoperiodic) flowering pathway
has been well studied in Arabidopsis thaliana (Golembeski et al.,
2014; Osugi & Izawa, 2014; Shrestha et al., 2014). Components

of this pathway are implicated in ambient-temperature-
dependent flowering (Song et al., 2013), indicating that light and
temperature signals can be integrated into the same pathway.
Photoperiod information is processed through regulation of the
CONSTANS (CO) gene. CO peaks in the afternoon and evening
during long days (LD) (Su�arez-L�opez et al., 2001). CO protein
production follows the same pattern during the day; however,
it is degraded during the night by CONSTITUTIVE
PHOTOMORPHOGENIC 1 (COP1)/SUPPRESSOR OF
PHYA-105 (SPA) E3 ubiquitin ligase complex (Laubinger et al.,
2006; Jang et al., 2008; Liu et al., 2011). In LD afternoons, two
types of blue-light photoreceptors CRYPTOCHROME (CRY)
and FLAVIN-BINDING, KELCH REPEAT, F-BOX 1 (FKF1)
stabilize CO protein inducing FLOWERING LOCUS T (FT) at
the end of the day to promote flowering (Zuo et al., 2011; Song
et al., 2012, 2014; Tan et al., 2013).

Temperature affects flowering by modulating FT levels
through CO-dependent and -independent mechanisms (Lee
et al., 2007; Jung et al., 2012; Lazaro et al., 2012; Nomoto et al.,
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2013). At constant lower (16°C) temperatures in 12 h : 12 h
light : dark days and LD, FT levels are reduced and plants flower
later compared with 23°C conditions (Blazquez et al., 2003; Lee
et al., 2007). However, in short vegetative phase (svp) mutants, the
FT level remains high even at a constant 16°C (Lee et al., 2007).
At both 16°C and 23°C, svp mutants flower at similar times,
indicating that SVP represses FT and delays flowering under cool
temperatures. SVP interacts with the FLOWERING LOCUS M
(FLM) splice variant, FLM-b, to bind the FT promoter (Pos�e
et al., 2013). Intermittent drops to cold (4°C) temperatures dur-
ing the day may act through CO to repress flowering (Jung et al.,
2012). A temperature drop from 23°C to 4°C from Zeitgeber
time (ZT) 10 to ZT16 in LD leads to FT repression and a delay
of flowering. The decline in FT mRNA strongly parallels a
decline in CO protein abundance.

Colder temperatures within a day do not always reduce FT
levels. In constant light, a 22°C/12°C temperature cycle over a 24-
h period causes a strong induction of FT during the cool periods
of the cycle, and temperature cycles are likely associated with early
flowering (Schwartz et al., 2009). Under 12-h light and 12-h dark
conditions, having warmer temperatures (28°C) at night but not
in the day (22°C) causes upregulation of FT (Thines et al., 2014).
Therefore, depending on light conditions, temperature changes
occurring at different times of the day differentially regulate FT
expression patterns and do so through several mechanisms.

In Arabidopsis thaliana, small numbers of consecutive LD
treatments are sufficient to induce early flowering, and FT is
immediately upregulated after plants are moved from short days
(SD) to LD, but declines to basal levels shortly after plants are
returned to SD (Corbesier et al., 1996, 2007; Krzymuski et al.,
2015). This accumulation of a discrete amount of FT correlates
with early flowering and suggests that environmental cues which
modulate FT levels will affect flowering time. To better assess the
mechanisms that occur in natural conditions, we analyzed the
combined influence of temperature and day-length changes on
photoperiodic-flowering-pathway genes and tested the extent to
which FT gene expression levels can explain flowering times
across a range of treatments.

Materials and Methods

Plant material and growth conditions

Wild-type (WT) accessions of Arabidopsis thaliana (L.) Heynh,
Columbia-0 (Col-0), Landsberg erecta (Ler), and Wassilewskija-2
(Ws-2), were used. All mutants and transgenic lines were in the
Col-0 background and described previously: co-101 and ft-101
(Takada & Goto, 2003); fbh-quadruple mutant (fbh-q #2) and
FBH1:FLAG-FBH1 (Ito et al., 2012); CO:HA-CO and 35S:3HA-
CO (Song et al., 2012); and svp-31 (Lee et al., 2007) and SVP:
SVP-6HA (Shen et al., 2011). For flowering experiments, seeds
were sown on soil (Sunshine #3 Mix; Sun Gro Horticulture,
Agawam, MA, USA) containing Osmocote Classic time-release
fertilizer (Scotts, Marysville, OH, USA) and Systemic Granules:
Insect Control (Bionide, Oriskany, NY, USA). For gene and
protein expression, GUS activity, and the 14-d, LD-to-SD-

transfer flowering experiment, seeds were placed on plates con-
taining 19 Linsmaier and Skoog (LS) media (Caisson,
Smithfield, UT, USA) and 3% sucrose. Plants were grown in LD
(16-h light/8-h dark) or SD (8-h light/16-h dark) conditions for
7, 14, or 21 d to avoid temperature effects on germination and
early development, then moved to constant 12°C or 22°C, or to
temperature cycles of 22°C (light) and 12°C or 17°C (dark) in
SD, 12-h light/12-h dark (MD) or LD conditions. HOBO Pen-
dant temperature/light data loggers (Onset, Bourne, MA, USA)
were used to ensure that temperature deviated 0.5°C or less from
the target temperatures. Full-spectrum fluorescent light (Octron
F032/950/48; Osram-Sylvania, Wilmington, MA, USA) intensi-
ties in the growth chambers averaged c. 100 lmol m�2 s�1 in SD
and 60 lmol m�2 s�1 in LD. For flowering experiments, individ-
uals from each strain were assigned random positions within 32-
pot flats. The flats were repositioned at least weekly within and
between chambers to avoid chamber and positional affects. For
the 14-d transfer experiment, one representative of each age (1–
14 d) was randomized and put into a single flat to account for
differences resulting from watering or fertilization. For the
remaining analyses, temperature treatments were randomly
assigned different incubators for each replicate. Flowering time
was measured by recording the number of rosette leaves on the
main stem. To assess rate of leaf production, new leaves at least
2 mm long were counted once a week.

Gene expression analysis (qPCR)

For most experiments, plants were grown for 7 d in SD condi-
tions before being transferred to treatments and harvested every
4 h beginning at dawn (ZT0) on Day 4 of treatment. For the 48-
h time courses, seedlings were harvested starting at ZT12 on Day
3 of treatment, when the seedlings were 10 d old. For the 14-d
time courses, seedlings were harvested at ZT0, ZT8 and ZT16
on days 1–14 of treatment. RNA isolation, cDNA synthesis and
qPCR were carried out as described (Ito et al., 2012). All genes
were normalized against ISOPENTENYL PYROPHOSPHATE/
DIMETHYLALLYL PYROPHOSPHATE ISOMERASE (IPP2)
(Hazen et al., 2005). We confirmed that diurnal IPP2 was
expressed uniformly across our temperature conditions compared
to other potential internal control genes, SERINE/THREONINE
PROTEIN PHOSPHATASE 2A (PP2A) (Hong et al., 2010) and
ACTIN 2 (ACT2) (Sawa et al., 2007) (Supporting Information
Fig. S1). Primers and PCR conditions for FT, CO,
SUPPRESSOR OF OVEREXPRESSION OF CONSTANS
(SOC1), FLC (Ito et al., 2012), ACT2 and PP2A were described
previously (Sawa et al., 2007; Hong et al., 2010). The primers for
SVP are 50-ACGGAAGAGAACGAGCGACTTG-30 and 50-
CTCGTACACAGCAGCGTTCTCC-30. qPCR was done using
the following program: 1 min 95°C denaturation, then 45 cycles
of 10 s at 95°C, 20 s at 59°C and 20 s at 72°C.

Protein expression analysis (Western blot)

Extraction and detection of FLAG-FBH1 and SVP-6HA pro-
teins, and of nuclear HA-CO were performed as described (Ito
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et al., 2012; Song et al., 2012). FLAG-FBH1 and SVP-6HA and
HA-CO protein were detected by anti-FLAG antibody (Sigma)
or anti-HA conjugated to horseradish-peroxidase (Roche). Actin,
HSP90 and Histone H3, detected by anti-Actin, anti-HSP90 or
anti-Histone H3 antibodies (Song et al., 2012), respectively, were
used as loading controls. Relative expression levels were normal-
ized by the values of loading controls.

GUS activity visualization

pFT:GUS and pCO:GUS lines were described previously (Takada
& Goto, 2003). Eleven-day-old seedlings were harvested at ZT24
on Day 4 of the temperature and day-length treatment. Tissue
preparation and staining were as described previously (Ito et al.,
2012). Seedlings were prepared for visualization with a series of
washes of 70%, 50% and 30% ethanol, H2O, then 25% and
50% glycerol.

Statistical analyses

Statistical analyses were done using R Statistical Computing soft-
ware (v3.1.1 and earlier; R Core Team, 2015). The statistical sig-
nificance of final rosette leaf numbers at bolt was determined
using ANOVA with temperature treatment and strain as main
effects. Pairwise comparisons were determined using Tukey’s
Honest Statistical Difference (R Core Team, 2015). In some
cases the replicate and/or tray was introduced as a covariate to
account for pseudo-replication. Statistical significance of leaf pro-
duction over time was analyzed using linear mixed-effects regres-
sion (Bates et al., 2015), which accounted for repeated measures
of the same individuals, with temperature, strain and time
(weeks) included as the main effects. This was followed by Sat-
terthwaite approximation to generate P-values (Satterthwaite,
1946). For leaf production, we considered only data recorded
before the appearance of visible bolts. Data were transformed as
needed based on Box–Cox analysis (Box & Cox, 1964) and visual
comparisons of residuals to ensure equal variance. Most flowering
experiments were replicated at least twice, with at least 10
individuals per strain and treatment in each replicate. The 14-d,
LD-to-SD transfer experiment was replicated twice with five
individuals per treatment per replicate.

Gene expression data displayed heteroskedastic residuals, so
effects of temperature and time were compared using the Gen-
eralized Estimating Equation (Carey, 2015), which computes
robust standard errors and test statistics, followed by pairwise
Tukey’s comparisons using lsmeans (Lenth, 2015). To improve
normality and equal variance among treatments, time (ZT) was
transformed by finding the cosine, and, if necessary, day and
night segregation was included as a covariate to account for
oscillatory patterns. All gene and protein experiments were
replicated at least three times, and we obtained similar results.
Effects were considered significant when both of the following
conditions were met: P-value ≤ significance level and the 95%
Confidence Interval (CI) for the difference between a pair did
not contain zero. The significance level was 0.05. For highly
nonlinear data, subsets (by time) were tested and the

significance level was lowered using Bonferonni correction for
multiple comparisons.

Results

Cool night-time temperatures result in delay of flowering,
and altered accumulation profiles of CO and FT transcripts

Outdoors, diurnal light and temperature cycles occur together.
How do plants integrate these cues? Using as a guide the 21.1°C-
high/11.7°C-low temperature range of the summer solstices in
Seattle, Washington, USA (averages from 1971 to 2000, day
length: 15 h 59 min), we overlaid a 22°C/12°C temperature cycle
onto a 16-h-light, 8-h-dark LD cycle, such that the cool period
occurred throughout the night (referred to as LD22/12°C) and
assessed the timing of flowering. As temperature influences
numerous plant processes (Parent et al., 2010), we mitigated its
influence on early development by growing all seedlings in non-
flowering-inductive SD conditions at 22°C for 7 d before moving
them to temperature treatments. Growth in cool night-time tem-
peratures resulted in a delay in flowering (20.84� 0.64 leaves)
and a 40.46% increase in the number of leaves produced at bolt
in Col-0 plants relative to plants grown in the constant-
temperature conditions usually used in studies of photoperiodic
flowering in Arabidopsis (LD22/22°C) (14.96� 0.42 leaves,
P ≤ 0.001; Fig. 1a; Table 1).

In order to determine the mechanisms responsible for this
delay, we analyzed the profiles of several flowering-regulator gene
transcripts (Yant et al., 2009). We found a significant increase of
CO transcript accumulation at night in LD22/12°C conditions
relative to plants grown in the LD22/22°C control (Fig. 1b). FT
transcript levels in LD22/12°C were also significantly altered
compared to the control. FT levels were reduced at dusk, but
higher at dawn (Fig. 1c). A smaller (5°C) difference between day
and night-time temperatures (LD22/17°C) resulted in an inter-
mediate response relative to the control. CO was induced at night
in LD22/17°C conditions, but to a lesser extent than in LD22/
12°C (Fig. 1b). The FT profile in LD22/17°C conditions was
similar at dusk and dawn to the control, but higher than either
the control or LD22/12°C in the middle of the night (ZT20,
Fig. 1c). Therefore, diurnal temperature cycles, in conjunction
with day and night, influence the profiles of CO and FT tran-
script accumulation.

SOC1 is downstream of FT and acts at the shoot apex to
induce LEAFY (LFY) to promote flowering (Lee et al., 2008).
SOC1 level was reduced during the morning in LD22/12°C con-
ditions relative to the control (Fig. 1d), consistent with a delay in
flowering. The expression of the strong FT repressor,
FLOWERING LOCUS C (FLC) gene (Michaels & Amasino,
1999), did not respond to our temperature treatments (Fig. 1e),
suggesting that if day/night temperature fluctuations affect flow-
ering through FLC, it is not through altered mRNA levels. SVP
represses FT and delays flowering time under lower temperatures
(i.e. 16°C) (Lee et al., 2007). The daily patterns of SVP transcript
accumulation were not significantly changed between our two
conditions (Fig. 1f).
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FT and CO are upstream of SOC1 and several studies suggest
that FT levels are predictive of flowering (Kobayashi et al., 1999;
Blazquez et al., 2003; Corbesier et al., 2007; Salazar et al., 2009;
Krzymuski et al., 2015; Seaton et al., 2015), therefore, we chose
to explore whether FT and CO profile changes could account for

the delay in flowering we observed. We tested the flowering time
of co and ft mutants. The final leaf numbers at bolt of ft and co
mutant plants were not significantly different between the LD22/
22°C control and LD22/12°C temperature treatments (Fig. 1a;
Table 1), indicating that CO and FT may be involved in the tem-
perature-dependent delay of flowering. CO is a chief activator of
daytime FT expression (Yanovsky & Kay, 2002). We tested
whether CO is required for the cooler-night-temperature-
induced FT changes. In the co mutant line, we found that FT
remained at basal levels throughout the day in both LD22/22°C
and LD22/12°C conditions relative to FT in WT plants
(Fig. 1g), indicating that night-time expression of FT under
LD22/12°C conditions still requires the CO gene.

In order to analyze whether these night-time-temperature-
induced responses are conserved in other WT accessions, we mea-
sured flowering time and gene expression in two common lab
strains, Ler and Ws-2. Both showed delayed flowering in LD22/
12°C conditions relative to LD22/22°C that were similar to Col-
0 (Fig. 2a; Table 1). As with Col-0, they both displayed night-
time induction of CO (Fig. 2b,c), suppression of FT at dusk and
higher levels of FT at dawn (Fig. 2d,e) in the LD22/12°C condi-
tions relative to the LD22/22°C control, indicating that this
response was not accession-specific.

We wondered whether the changes in CO and FT transcript
accumulation were due to changes in the spatial accumulation
patterns of these genes, which are expressed in the leaf vasculature
in the LD22/22°C conditions (Takada & Goto, 2003). We
examined the spatial patterns of CO and FT and found that the
tissue-specific accumulation of pFT:GUS and pCO:GUS were not
affected by LD22/12°C treatments relative to the control
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Fig. 1 Flowering is delayed and transcript accumulation patterns of
CONSTANS (CO) and FLOWERING LOCUS T (FT) are altered in response
to day : night temperature fluctuations. (a) Rosette leaf number of
Columbia-0 (Col-0) wild-type Arabidopsis thaliana plants, co-101, and ft-
101mutants (top) and percentage change in rosette leaf number between
treatment means within a replicate (bottom) in long-day treatments with
22°C daytime temperatures and 22°C or 12°C night-time temperatures
(LD22/22°C and LD22/12°C). Letters represent significant differences
among strains of P < 0.05. Asterisks (***) indicate significance between
treatments within Col-0 (P < 0.001), mean and 95% Confidence Interval
(CI, 0.329, 0.232, 0.425). Treatment differences of co-101 and ft-101 (top)
were not significantly different (P = 0.199 and 0.375), mean and 95% CI
(0.081, �0.015, 0.177) and (0.072,�0.025, 0.169), respectively; for
differences in percentage change from that of Col-0 (bottom), mean and
95% CI (�3.681,�5.095,�2.267) and (�3.489, �4.903, �2.075),
respectively (n = 10, replicate = 5). (b, c) CO and FT transcript accumulation
patterns in LD treatments with different night-time temperatures (LD22/
22°C, LD22/17°C, and LD22/12°C). Topmost white and black bars
designate day and night, respectively. Dotted vertical lines are times of lights
on or off. Narrow black bar designates Day 4 of treatment. (d) SUPPRESSOR

OF OVEREXPRESSION OF CONSTANS (SOC1), (e) FLOWERING LOCUS C

(FLC), and (f) SHORT VEGETATIVE PHASE (SVP) gene transcript
accumulation patterns in Col-0, and (g) FT transcript accumulation in co-101

mutant line from seedlings harvested on Day 4 in LD22/22°C and LD22/
12°C. Data represent means� SEM derived from at least three biological
replicates. (b–g) Asterisks (*) indicate P < 0.05 and 95% CI of difference
between pair did not contain zero in statistical comparisons made against the
LD22/22°C control. ZT, zeitgeber time (h after light onset).
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(Fig. 3a–d), indicating that temperature fluctuations only alter
the temporal accumulation patterns of these genes.

FT induction is dependent on the presence of light in the after-
noon at constant temperatures (Yanovsky & Kay, 2002). In order
to investigate whether night-time CO induction and the altered
FT profile were day-length dependent, we tested accumulation
profiles of CO and FT transcripts in SD and MD. In both cases,
the seedlings were exposed to 12°C for the duration of the night.
Induction of CO in response to 12°C night-time temperatures
occurred in both day lengths (Fig. 3e,f). However, FT was not
appreciably induced in SD, whereas FT did not differ signifi-
cantly between treatments in MD (Fig. 3g,h), indicating that cool
night-time temperatures do not override the requirement of FT
for afternoon light.

Induction of CO and FT in response to cool night-time tem-
peratures is reproduced over 2 wk of treatment

Peak expression of FT increases as plants age from 5 to 15 d
(Mathieu et al., 2009). We wondered whether the rate of
increase would be slower in LD22/12°C conditions, helping to
explain the delay in flowering, and whether the diurnal tran-
script accumulation patterns we observed remained consistent
over time. We extended the LD22/22°C control and LD22/
12°C treatment for 14 d (from 7- to 21-d-old plants), harvest-
ing at dawn (ZT0), during the middle of the day (ZT8) when
CO and FT transcripts are at trough levels, and at dusk
(ZT16) for the full 2 wk. In LD22/12°C conditions, night-
time induction of CO and upregulation of FT at dawn were
reproduced for the full 14 d (Fig. 4a,b). However, dusk sup-
pression of FT in LD22/12°C disappeared over time (Fig. 4b).
Could suppression of FT at dusk be a transient response to

cool nights, perhaps acting to buffer development to short-
term temperature modulations? If correct, we would expect
dusk suppression of FT even in plants first exposed to the
LD22/12°C treatment later in development. We sampled 18-
and 25-d-old seedlings, each having been exposed to the
temperature treatments for 4 d, to determine whether we
observed FT accumulation at dusk. Interestingly, in 25-d-old
plants but not in 18-d-old plants, dusk levels of FT were not
significantly different from those of the control (Fig. 4c,d),
indicating that dusk suppression can be a transient response,
dependent on developmental age, potentially suppressing flow-
ering in young plants when temperatures are unfavorable.

FT expression correlates with flowering across treatments

A discrete number of LDs and amount of FT expression is
required to induce flowering (Krzymuski et al., 2015). We con-
firmed that such a distinct switch occurs in our conditions. After
7 d in SD, seedlings were moved to LD22/22°C conditions. For
2 wk, after each LD treatment, we transferred some seedlings
back to SD conditions and recorded leaf number at bolt.
Seedlings exposed to 1–4 d of LD flowered similarly to plants
grown in SD (leaf number 57.7� 11.68 (standard deviation))
(Fig. 5a). After five consecutive LDs, most seedlings flowered
early (leaf number 9.35� 8.03). Together with previous
research, this implies that flowering occurs after FT reaches a
threshold and that alterations in FT levels in response to environ-
mental perturbations can be predictive of flowering time.

However, cool temperature affects several plant processes and
slows leaf production (Parent et al., 2010). It is difficult to sepa-
rate temperature effects mediated through CO and FT from other
factors. To assess whether leaf production slowed in LD22/12°C

Table 1 Means, variances, 95% Confidence Intervals and P-values for final rosette leaf number at bolt of Arabidopsis thaliana strains in response to con-
stant (22°C) temperatures or warm (22°C) days and cool (12°C) nights in LD

Strain Night temp. (°C)
Mean (leaf
number) Standard deviation SE

Mean (log(leaf
number))

95% CI

adjusted P*upper lower

Col-0† 22 14.96 2.91 0.42 0.3289 0.2323 0.4254 0.0000
12 20.84 4.51 0.64

co-101 22 49.76 6.99 1.01 0.0809 �0.0152 0.1769 0.1987
12 53.70 5.98 0.85

ft-101 22 50.22 6.52 0.94 0.0720 �0.0245 0.1686 0.3748
12 53.78 4.19 0.60

svp-31 22 7.30 1.44 0.23 0.1874 0.0784 0.2964 0.0000
12 8.84 1.74 0.29

Ler 22 7.40 2.07 0.33 0.3131 0.2062 0.4199 0.0000
12 9.98 1.75 0.28

Ws-2 22 8.00 1.04 0.17 0.2902 0.1833 0.3971 0.0000
12 10.73 1.74 0.28..............................................................................................................................................................................

Col-0† 22 15.79 2.11 0.33 0.3144 0.2127 0.4162 0.0000
12 22.23 5.04 0.94

fbh-quadruple #2 22 22.80 2.99 0.55 0.2241 0.0972 0.3510 0.0000
12 27.72 3.71 0.90

*P-value adjusted to account for multiple comparisons.
†Col-0 included as a wild-type control in all experiments.
The results shown above and below the dotted line were obtained from different experiments.

New Phytologist (2016) 211: 208–224 � 2016 The Authors

New Phytologist� 2016 New Phytologist Trustwww.newphytologist.com

Research

New
Phytologist212



temperature cycle conditions relative to the LD22/22°C control,
we counted the number of leaves produced each week for several
WT and mutant strains. When considering only leaves produced
before production of visible bolts, there was a slightly lower over-
all leaf number across strains in LD22/12°C conditions relative
to the LD22/22°C control (P < 0.001, Fig. 5b). However, the
95% CI (�0.134, 0.1497) of the difference between treatments
contained zero and so is not significant. This was true even when
considering only late flowering strains, which were exposed to
cool night-time temperatures the longest, suggesting that our
temperature-cycle treatments do not appreciably affect leaf
production.

We then investigated how well the relative FT levels in each
strain and treatment explain final leaf numbers at bolt. Because
the FT transcript profiles remain relatively consistent in LD
(Fig. 4b), we assumed that the pattern of FT on Day 4 of our
treatments was representative of the amount of FT produced
before plants reached an LD threshold. We found that leaf num-
bers declined with increasing levels of FT, when accumulated
Day 4 FT transcript was found by integrating under the curve
(Fig. 5c, closed circles). After the data were linearized, FT levels
explained much of the variation in flowering across day length
and temperature treatments and WT and mutant strains within
the Col-0 background. Recent work indicated that FT generated
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Fig. 2 Flowering and transcript accumulation
patterns of CONSTANS (CO) and
FLOWERING LOCUS T (FT) in different
Arabidopsis thaliana ecotypes in response to
day : night temperature fluctuations are
similar to those in the Columbia-0 (Col-0)
Arabidopsis thaliana accession. (a) Rosette
leaf number of Col-0, Landsberg erecta (Ler)
and Wassilewskija-2 (Ws-2) (top) and
percentage change in rosette leaf number
between treatment means within a replicate
(bottom) in LD22/22°C (long days with day :
night temperatures = 22°C : 22°C) and
LD22/12°C conditions. (Top) Asterisks (***)
indicate significance between treatments
(P < 0.001), mean and 95% Confidence
Interval (CI, 0.329, 0.232, 0.425), (0.313,
0.206, 0.419) and (0.290, 0.183, 0.397),
respectively. (Bottom) Differences in
percentage change from that of Col-0 for Ler
and Ws (P = 0.949 and 0.844, respectively),
mean and 95% CI (�0.408, �1.908, 1.092)
and (�0.549, �2.049, 0.951), respectively
(n = 10, replicate = 5). (b, c) CO transcript
accumulation and (d, e) FT transcript
accumulation in Ler and Ws in LD22/22°C
and LD22/12°C conditions. Seedlings were
grown under the same conditions used for
the experiments shown in Fig. 1. Data
represent means � SEM derived from at least
three biological replicates. (b–e) Asterisks (*)
indicate significance P < 0.05 and that 95%
CI of difference between pair did not contain
zero. ZT, zeitgeber time (h after light onset).
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around dusk (ZT12–ZT20; Krzymuski et al., 2015) is more
effective for inducing flowering, and suppression of FT at dusk
likely accounts for the delays in flowering induced by our warm-
day/cool-night conditions. The correlation between FT amounts
over this timeframe and flowering time was strong in our condi-
tions as well, showing the same correlation as for total FT
(R2 = 0.88, RMSE = 0.25 log(leaves)). However, the correlation

was strongest when daytime FT from samples collected at ZT0,
ZT8 and ZT16 were considered (Fig. 5c inset, R2 = 0.92,
RMSE = 0.21 log(leaves)), indicating that morning levels of FT
may contribute to flowering time. Ler and Ws-2 showed a similar
negative correlation between FT and flowering between the
LD22/22°C control and LD22/12°C treatments; however, the
intercept was different from that of Col-0, perhaps indicating a

FT
SD22/22oC
SD22/12oC

pCO:GUS pCO:GUS(a) (b)

pFT:GUS pFT:GUS(c) (d)

COCO

0

1

2

3

4

ZT (h)
0 4 8 12 16 20 24

ZT (h)
0 4 8 12 16 20 24

ZT (h)
0 4 8 12 16 20 24

ZT (h)
0 4 8 12 16 20 24

0

1

2

3

4

5(e) (f)

0

1

2

3

0

5

10

15

20

25(g) (h)

R
el

at
iv

e 
ex

pr
es

si
on

*

*
*

*

* *

LD22/22°C LD22/12°C

LD22/22°C LD22/12°C

SD22/22oC
SD22/12oC

MD22/22oC
MD22/12oC

LD22/22oC

FT
MD22/22oC
MD22/12oC
LD22/22oC

R
el

at
iv

e 
ex

pr
es

si
on

Fig. 3 Spatial transcript accumulation
patterns of CONSTANS (CO) and
FLOWERING LOCUS T (FT) are not altered
in response to day : night temperature
fluctuations in Arabidopsis thaliana

(Columbia-0 (Col-0)). Night-time induction
of CO in response to cool night-time
temperatures occurs regardless of day
length; FT induction by cool temperatures
does not occur in short day (SD). (a–d)
Tissue-specific patterns of GUS activity in
pCO:GUS (a, b) and pFT:GUS (c, d) plants
grown in LD22/22°C (long days with
day : night temperatures = 22°C : 22°C) and
LD22/12°C conditions for 5 d. Scale bars,
1 mm. (e, f) CO transcript accumulation and
(g, h) FT transcript accumulation on Day 4 in
SD or 12-h, mid-length-day (MD) treatments
with 22°C daytime temperatures and 22°C or
12°C night-time temperatures. Replicate of
FT transcript accumulation in LD22/22°C
conditions is included for comparison. Data
represent means� SEM derived from at least
three biological replicates. (e–h) Asterisks (*)
indicate significance P < 0.05 and that 95%
CI of difference between pair did not contain
zero. ZT, zeitgeber time (h after light onset).
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lower requirement of FT for flowering in these accessions
(Fig. 5c, open circles). These data imply that alterations to FT
levels in response to environmental changes can be predictive of
flowering time across multiple conditions.

Induction of CO requires a decrease in temperature

Once we had determined that FT transcript accumulation levels
were predictive of flowering across a range of conditions, we
explored the mechanisms responsible for the transcript profile
which we observed. As CO is a major activator of FT, we exam-
ined whether night-time induction of CO by cool temperatures
showed time-dependent differences. Seedlings were exposed to
cool temperatures (12°C) for 4-h durations at the beginning,
middle or end of the night in LD. Cool temperatures induced

CO regardless of when during the night they occurred, and CO
declined again to control levels during the warm periods of the
night (Fig. 6a–c). It appeared as if a change in temperature from
22°C to 12°C induced night-time CO, but it was possible that
CO was simply high at 12°C. Would CO be induced in plants
grown in constant 12°C (LD12/12°C) conditions? The pattern
of CO for plants grown in SD22/22°C then moved to LD12/
12°C for 4 d was slightly higher but similar to the LD22/22°C
control and did not show strong night-time induction (Fig. 6d).
These results suggest that a drop in temperature during the night
results in immediate upregulation of CO, and that there is no
obvious circadian-gating effect for CO induction at night.

By contrast, the response of FT showed time-dependent differ-
ences. Cool temperatures at the beginning of the night resulted
in an FT transcript accumulation profile that was similar to the

CO
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Fig. 4 Late night/dawn inductions of CONSTANS (CO) and FLOWERING LOCUS T (FT) transcript accumulation are conserved over 2 wk, dusk
suppression declines as plants age in Arabidopsis thaliana (Columbia-0 (Col-0)). (a) CO and (b) FT transcript accumulation in LD22/22°C (long days with
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pattern observed in LD22/12°C conditions (Fig. 6e). Cool tem-
peratures in the middle of the night resulted in a peak FT level at
dusk (ZT16) that declined more slowly than the LD22/22°C
control such that it was higher in the middle of the night (ZT20,
Fig. 6f). In both cases, FT declined to control levels during the

warm period at the end of the night (ZT24). When cool temper-
atures occurred at the end of the night, the FT profile was similar
to that in the LD22/22°C conditions (Fig. 6g), suggesting that
acute induction of CO at the beginning, but not the end, of the
night is sufficient to induce night-time FT expression.

As previous work showed that FT levels are low throughout
the day in 12-h-light, 12-h-dark cycles when grown from seed in
constant 16°C temperatures (Blazquez et al., 2003), we antici-
pated that FT levels would be suppressed when cool temperatures
were applied for 4 d throughout the day (LD12/12°C). Unex-
pectedly, FT was higher throughout the day (Fig. 6h). We won-
dered whether the differences in FT levels between our study and
the previous work might be caused by the growth conditions of
younger seedlings, as we grew seedlings at constant SD22/22°C
for a week before temperature treatments. Therefore, we grew
seedlings in LD12/12°C conditions from seed and compared
these to seedlings grown in LD22/22°C and in LD22/22°C for
7 d then switched to LD12/12°C for 4 d. Seedlings grown
entirely in the LD12/12°C conditions had lower levels of FT and
CO, and were delayed in development (Fig. S2), lacking true
leaves by Day 12, whereas plants in the other treatments had two
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Fig. 5 Short-term exposure to long days rapidly induces flowering in
Arabidopsis thaliana (Columbia-0 (Col-0)), and FLOWERING LOCUS T

(FT) transcript accumulation correlates with final rosette leaf number
across treatments and mutant strains within the Col-0 background. (a)
Seven-day-old seedlings were transferred to LD22/22°C (long days with
day : night temperatures = 22°C : 22°C) and LD22/12°C for 14 d. After
each LD, beginning on Day 1, a subset of seedlings was transferred to
short days (SD) and allowed to grow until bolts were observed (closed
circles). A Hill function (dashed line) describing the final rosette leaf
number (LfNmbr) at bolt as a function of days exposed to LD (days) was
fitted to the flowering data : LfNmbr = {(Bmax(tc^n))/
(tc^n + days^n)} + Bmin, where Bmax is highest fitted leaf number at bolt
(= 52.17 leaves), Bmin is lowest fitted leaf number at bolt (= 8.23 leaves),
tc is day at which transition occurs (= 4.86), n is modifier affecting
abruptness of the transition (= 8.31) (P < 0.0001 for fit of all parameters).
(b) Number of rosette leaves added each week for Col-0 wild-type plants,
co-101, ft-101 and svp-31 in LD22/22°C and LD22/12°C conditions.
Black arrows indicate when transition to bolting occurred. Error bars;
means � standard deviation. Overall temperature effect (P < 0.001),
mean for difference between temperature treatments and 95%
Confidence Interval (CI, 0.008, �0.134, 0.1497). The strains are plotted
adjacent to the others for ease of comparison; however, all were planted
at the same time. At time Week 1, seedlings were 7 d old and had not yet
been exposed to LD temperature treatments. LMER was used to test for a
delay in leaf production, followed by Satterthwaite approximation to
generate P-values. Leaf numbers to the right of the arrow were excluded
from the test as plants in the LD22/22°C treatment had begun to bolt and
stopped rosette leaf production. Note that svp-31 plants began to bolt
within the first week of treatment, so do not show the same pattern as
the other strains, Landsberg erecta (Ler), and Wassilewskija-2 (Ws-2) had
patterns similar to svp-31 and so are not shown. (c) Final rosette leaf
number plotted against daytime FT transcript accumulation harvested
from time points at zeitgeber time (ZT) 0, ZT8 and ZT16 across several
photoperiod and temperature conditions, and strains within the Col-0
background (closed circles), and for Ler and Ws (open circles).
Accumulated FT at time points ZT0, ZT8 and ZT16 (dawn, trough and
dusk) was found by integrating under the curve and normalized to Col-0
harvested at ZT16 in LD22/22°C constant temperature conditions. Data
were linearized by transforming as shown in inset for linear regression
analysis (RMSE = 0.208 log(leaves)).
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true leaves that had begun to emerge. However, plants grown
from seed in LD12/12°C conditions appeared stressed, so we
repeated this experiment using constant 17°C (LD17/17°C) con-
ditions. Plants grown from seed in LD17/17°C conditions were
smaller than those grown in LD22/22°C, and had lower overall
levels of FT similar to the previously published results (Blazquez
et al., 2003). In the plants moved from LD22/22°C to LD17/

17°C, daytime FT levels were higher especially in the morning
(Fig. S3). Previous results also showed that lower day-time tem-
peratures upregulate FT. When the daytime temperature was
cooler (22°C) relative to a 28°C night, FT levels were c. 15 times
higher than those in constant temperature conditions (Thines
et al., 2014), and FT was drastically induced during the 12°C
phase under 22/12°C daily temperature cycles in constant lights
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Fig. 6 Transcript accumulation of
CONSTANS (CO) is induced regardless of
when temperature drops occur at night in
Arabidopsis thaliana (Columbia-0 (Col-0));
cool temperatures at the beginning of the
night induce FLOWERING LOCUS T (FT). (a–
c) CO transcript accumulation and (e–g) FT
transcript accumulation in response to 4-h
periods of 12°C at the beginning of the night
from zeitgeber time (ZT) 16 to 20 (a, e early),
middle of the night from ZT18 to 22 (b, f
mid.), and end of the night from ZT20 to 24
(c, g late) in LD. (d) CO transcript
accumulation and (h) FT transcript
accumulation in LD with constant 12°C
conditions (LD12/12°C). All panels show CO
and FT transcript accumulation patterns in
LD22/22°C and LD22/12°C conditions as
references. Data represent means� SEM
derived from at least three biological
replicates. Topmost white and black bars
designate day and night, respectively.
Hashed bars at the top and light blue areas
on the graphs represent 4-h cool period (a–c,
e–g). Asterisks (a–c, e–g) represent
significance (P < 0.05) and 95% CI of
difference between pair did not contain zero
in statistical comparisons between the early,
middle or late night treatments and the
LD22/22°C (black) or LD22/12°C controls
(red). Asterisks (*) (d, h) indicate significance
P < 0.05 and that 95% CI of difference
between pair did not contain zero in
statistical comparisons made against the
LD22/22°C control.
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(Schwartz et al., 2009). Taken together, our results suggest that
plants respond to cooler temperatures differently depending on
how and when (including which part of the day) they are applied,
and some conditions can upregulate FT.

FBH genes regulate the cooler night-induced CO transcrip-
tion

We next examined which genetic components might be
involved in the lower-temperature-induced changes in CO
and FT transcript levels. CO transcription is regulated by
both positive and negative transcription factors (Golembeski
et al., 2014). CYCLING DOF FACTOR (CDF) family pro-
teins repress CO during the daytime, whereas FLOWERING
BHLH (FBH) family proteins induced CO especially during
the night (Fornara et al., 2009; Ito et al., 2012). We exam-
ined whether FBHs are involved in the lower-temperature
CO induction during night. The lower-temperature-induced
accumulation of CO transcript was strongly attenuated in the
fbh quadruple (fbh-q: fbh1 fbh2 fbh3 fbh4; Ito et al., 2012)
mutants when compared with the level of WT plants grown
in LD22/12°C (Fig. 7a), indicating that FBH proteins play a
role in the upregulation of CO during cooler nights. In the
fbh-q mutant, night-time CO levels in LD22/12°C were still
slightly higher than those of the LD22/22°C control, poten-
tially as a result of incomplete silencing of FBH1 and FBH4
expression in this mutant (Ito et al., 2012) or due to contri-
bution of another unknown factor. As expected, expression of
FT was lower overall in the fbh-q mutant compared to the
control (Fig. 7b) and the fbh-q flowered later than WT under
both conditions (Table 1). The patterns of FT were similar
to those in WT, showing suppression at dusk and

upregulation at the end of the night in LD22/12°C condi-
tions (Fig. 7b), consistent with the higher levels of CO in
these conditions.

As FBH function seemed higher under cooler night-time tem-
perature conditions, we analyzed whether lower night tempera-
ture might alter the expression patterns of FBH protein. Using
the FBH1:FLAG-FBH1 line (Ito et al., 2012), we found similar
patterns of FBH1 protein accumulated throughout the day in
both LD22/22°C and LD22/12°C (Fig. 7c), indicating that
FBH1-mediated induction of CO in response to cool night-time
temperatures may not be caused by changes in FBH1 protein
abundance. Taken together, our results suggest that FBHs medi-
ate cooler night-induced increases in CO transcription and this
alters FT expression.

CO protein is higher under cool night-time temperatures

Post-translational regulation of CO plays an important role in
the induction of FT (Song et al., 2015). Under constant tem-
peratures, CO protein is stable in the LD afternoon to induce
FT (Valverde et al., 2004), and is degraded at night through
the activity of the COP1-SPA1/3/4 ubiquitin ligase complex
(Laubinger et al., 2006; Jang et al., 2008; Liu et al., 2011). We
found that FT levels declined more slowly in cooler tempera-
tures at night (Fig. 1b), and speculated that CO protein might
become more stable under those conditions. We analyzed CO
protein profiles in CO:HA-CO plants (Song et al., 2012) grown
in LD22/22°C or LD22/12°C conditions. We found that HA-
CO protein driven by the native CO promoter was higher at
night in LD22/12°C conditions compared to the LD22/22°C
control (Fig. 8a,b). As CO mRNA levels are highly induced
during the cooler night (Fig. 1a), it remained uncertain
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Fig. 7 The FLOWERING BHLH (FBH) family
is involved in cool-night induction of
CONSTANS (CO) and FLOWERING LOCUS

T (FT) transcript accumulation in Arabidopsis

thaliana (Columbia-0 (Col-0)). (a) CO and
(b) FT gene transcript accumulation in fbh-
quadruple (fbh-q) mutant line. Data, which
are normalized to the maximum value in Col-
0 wild-type control, represent means� SEM
derived from three biological replicates.
Asterisks (*) represent significance P < 0.05
and that 95% CI of difference between pair
did not contain zero in statistical comparisons
made within a strain against the LD22/22°C
treatment. (c) Accumulation patterns of
FLAG-FBH1 protein in FBH1:FLAG-FBH1

plants grown in LD22/22°C (long days with
day : night temperatures = 22°C : 22°C) and
LD22/12°C conditions. Actin serves as a
loading control. ZT, zeitgeber time (h after
light onset).
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whether this was caused by transcriptional or post-
transcriptional changes. We measured CO protein levels driven
from a constitutively expressed 35S promoter in 35S:3HA-CO
plants and found no obvious difference in CO protein profiles
in the plants grown under LD22/12°C and LD22/22°C condi-
tions (Fig. S4). This indicates that CO protein is not particu-
larly stabilized under cooler night conditions, and suggests that
CO protein levels become higher during cooler nights due
mainly to increases in transcription rather than protein stability
regulation.

Involvement of SVP in cool-night-time temperature
induction of FT changes

We observed suppression of FT at dusk following cool nights
(Fig. 4b), which may prevent precocious flowering in young
plants. One possible candidate for FT suppression was SVP, which
represses FT under constant 16°C LD conditions (Lee et al.,
2007). Are the preceding cooler nights sufficient to facilitate FT
repression by SVP at dusk the following day? We found that the
dusk peak of FT in svp mutants was similar between LD22/12°C
conditions and the LD22/22°C control relative to WT (ZT16,
Fig. 9a), whereas dawn FT levels still differed between the two
conditions (ZT24, Fig. 9a), indicating that SVP is required to
reduce the level of FT particularly around dusk. Consistent with a
smaller difference in the amount of FT in the svp mutant between
the two treatments, the svp mutants were delayed in flowering to a
lesser degree than WT in LD22/12°C conditions relative to
LD22/22°C (Table 1). These results imply that SVP represses FT
around dusk under our conditions and that cooler night tempera-
tures are sufficient to activate SVP function.

Cooler constant temperatures stabilize SVP protein (Lee et al.,
2013). Do cooler nights affect daily SVP protein profiles? SVP-

6HA protein levels in SVP:SVP-6HA plants (Shen et al., 2011) in
LD22/12°C conditions remained higher after dusk and into the
night-time than those in LD22/22°C (Fig. 9b,c), indicating that
timing of SVP protein stability is altered when plants are exposed
to lower night-time temperatures for part of the day. Binding of
SVP to the FT promoter is affected when temperature alters the
amounts of FLM splicing variants (Pos�e et al., 2013). Under cool
constant temperatures, the FLM-b variant is more prevalent,
promoting DNA binding of SVP, whereas the FLM-d variant,
which lacks a functional MADS-box domain and inhibits DNA
binding of SVP by forming a complex, is present in warm tem-
peratures (Pos�e et al., 2013). The increased ratio of FLM-b to
FLM-d was proposed to facilitate SVP-mediated flowering delays
(Pos�e et al., 2013); although a recent study indicated that FLM-b
transcript levels correlate more strongly with flowering than those
of FLM-d (Lutz et al., 2015). To analyze whether cooler night
temperatures change the abundance of these splice variants, we
measured the accumulated levels of FLM-b and FLM-d under
LD22/22°C, LD22/12°C, and LD12/12°C conditions. Consis-
tent with previous results, FLM-b was higher under LD12/12°C
than the LD22/22°C control (Fig. 9d); FLM-b in LD22/12°C
did not significantly differ from the LD22/22°C control. How-
ever, the levels of FLM-d in LD22/12°C, were lower during the
day than in LD22/22°C, similar to that of LD12/12°C, causing
a higher ratio of FLM-b to FLM-d in both conditions (Fig. 9e).
Together with the observation that SVP protein is slightly more
stable around dusk, this result indicates that more SVP may form
a heterodimer with functional FLM (FLM-b) to repress FT
around dusk under LD22/12°C.

We observed dusk FT transcript levels to increase over
2 wk in LD22/12°C, becoming similar to those of LD22/
22°C (Fig. 4b), and wondered whether this change might
correlate with levels of SVP mRNA and/or protein over that
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Fig. 8 CONSTANS (CO) protein is higher
during cool nights in Arabidopsis thaliana

(Columbia (Col-0)). (a, b) Accumulation
patterns (a) and quantification (b) of HA-CO
protein in CO:HA-CO plants grown in LD22/
22°C (long days with day : night
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conditions. Histone H3 serves as a loading
control. (b) Data represent means� SEM
derived from three biological replicates.
Asterisks (*) indicate significance P < 0.5 and
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not contain zero in statistical comparisons
made to the LD22/22°C control. ZT,
zeitgeber time (h after light onset).
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period. SVP mRNA levels were similar between LD22/22°C
and LD22/12°C treatments, although SVP transcript levels in
LD22/12°C were slightly lower during Week 1 (Fig. 10a).
SVP protein sampled before dusk (ZT13) did not differ sig-
nificantly over the 2-wk period (Fig. 10b,c). We next ana-
lyzed FLM-b and FLM-d transcript accumulation over this
timeframe. FLM-b levels did not differ significantly between
the two treatments (Fig. 10d). FLM-d levels were lower in
the LD22/12°C conditions relative to the LD22/22°C con-
trol (Fig. 10e). To more clearly assess the relationship
between these transcripts over developmental time, we calcu-
lated the ratio of FLM-b relative to FLM-d at each time
point and then averaged across each day. The ratio of FLM-
b to FLM-d remained consistent over 2 wk in LD22/22°C
(Fig. 10f). In LD22/12°C, however, the ratio of FLM-b to
FLM-d was higher than in LD22/22°C during Week 1,
becoming similar to the LD22/22°C control during Week 2
(Fig. 10f). The decreased ratio of FLM-b relative to FLM-d
in LD22/12°C in Week 2 may facilitate FT accumulation
by affecting DNA binding ability of SVP (Pos�e et al., 2013;
Lutz et al., 2015).

Discussion

Diurnal temperature changes alter flowering time and CO
and FT profiles

In order to understand flowering time regulation under natu-
ral conditions, we studied the effects of temperature alter-
ations coincident with light changes, and demonstrated how
two environmental cues can be integrated through the FT
gene to influence flowering. A warm-day, cool-night tempera-
ture treatment results in upregulation of the CO gene and
protein levels at night and an altered FT accumulation profile
in long days (LDs). FT accumulates during the night and at
dawn, but is suppressed at dusk through the action of SVP
and FLM-b (Fig. S5). We found that FT levels explained
much of the variance in final leaf number across several tem-
perature and photoperiod treatments and across several
mutant lines consistent with other studies (Fig. 5c and
Kobayashi et al., 1999; Blazquez et al., 2003; Corbesier et al.,
2007; Salazar et al., 2009; Krzymuski et al., 2015; Seaton
et al., 2015). Therefore, although temperature influences

0

1

2

3

4

5
(a)

SVP-6HA

0

0.5

1.5

2.0

2.5

3.0

1.0

3.5

(d)

anti-HSP90

anti-HA

ZT (h)

SVP:SVP-6HA

(e)

0.5

1.0

1.5

2.0

2.5

*
*

*

*

*

* *

*

ZT (h)
0 4 8 12 24

0

LD22/22oC

LD12/12oC
LD22/12oC

FLM-δ

0

0.5

1.0

1.5

2.0

2.5

ZT (h)
0 4 8 12 24

*
** *

*
LD22/22oC

LD12/12oC
LD22/12oC

FLM-β

R
el

at
iv

e 
ex

pr
es

si
on

R
el

at
iv

e 
ex

pr
es

si
on

*
*

*

*
*

FTLD22/22oC Col–0

LD22/22oC svp
LD22/12oC Col–0

LD22/12oC svp

ZT (h)
0 4 8 12 24

LD22/22oC
LD22/12oC

R
el

at
iv

e 
am

ou
nt

ZT (h)
0 4 8 12

0 4 8 12 16 20 24 0 4 8 12 16 20 24

16 2016 20

16 20 16 20 24

LD22/22oC LD22/12oC

(b)

(c)

*
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myriad processes, the delay in flowering that we observed in
LD22/12°C conditions is largely explained by the amount of
FT produced. Interestingly, the strongest correlation was
observed when ZT0, 8 and 16 were considered, and all three
wild-type strains tested displayed both dusk suppression and
dawn induction of FT, indicating that morning levels of FT
may be important in the ability of plants to integrate envi-
ronmental perturbations such as temperature changes.

Although this is beyond the scope of our current research,
together with previous results (Schwartz et al., 2009; Thines
et al., 2014), our results indicate that plants respond to drops in
temperature differently than would be expected from studies of
plants grown in constant temperature conditions (Blazquez et al.,
2003), and FT is frequently induced by lower temperatures that
occur in conjunction with light (Figs 6h, S2c, S3c; Schwartz
et al., 2009; Thines et al., 2014). The effects of cold treatment
(4°C) are also more pronounced when plants are treated during
the day than at night (Fowler et al., 2005). Cooler temperatures
occurring under light may be perceived as a signal of the chang-
ing seasons, such as a shift from summer to fall. Alterations of FT
under these conditions may be a mechanism to accelerate flower-
ing before unfavorable weather sets in. For instance, flowering
was similarly accelerated between a 22°C-day/28°C-night treat-
ment and a constant 28°C treatment, whereas flowering occurred
later in a 28°C-day/22°C-night treatment (Thines et al., 2014).
Plants may have different responses to typical fluctuations
(warmer day vs colder night) and changes that might associate
with seasonal changes (warmer day vs colder day). If that is the
case, these responses might be regulated differently for different
purposes.

Roles of CO and FBH in temperature-cycle-mediated
induction of FT at dawn

The degree of upregulation of CO at night is dependent upon the
degree of temperature difference between day and night. The
mechanism driving this phenomenon is unknown. The FBH
protein family members are logical players, as we demonstrate
that FBHs are required for strong night-time induction of CO
and FT. However, amounts of FLAG-FBH1 did not differ
between treatments. The levels of other FBH family members
may vary. Alternatively, the phosphorylation states of FBHs
could be altered. FBH1 is a putative substrate of several mitogen-
activated protein kinases (MPKs) (Popescu et al., 2009). In addi-
tion, FBH3 is phosphorylated by SNF1-RELATED PROTEIN
KINASE 2 (SnRK2) in response to ABA signaling (Takahashi
et al., 2013), and is a putative substrate for CALMODULIN
DOMAIN PROTEIN KINASE 9 (CPK9) (Yang et al., 2013).
CPK9 expression is altered by ethylene, which, along with ABA,
is involved in perception of numerous environmental stresses
(Qiao et al., 2009; Wang et al., 2013; Nakashima et al., 2014).
Daily temperature changes may influence the amounts/activities
of these kinases and, consequently, FBH phosphorylation states,
and may be a mechanism by which plant stress modulates flower-
ing time.

Age dependent suppression of FT expression at dusk by
SVP

Although CO induces FT expression in response to warm
day/ cool night conditions, this effect may be countered by
suppression of FT by SVP at dusk in LD in < 3-wk-old
plants. Our analysis indicated that SVP accounts for the FT
repression at the end of the warmer day, and that this repres-
sion was regulated by the cooler night in a previous day. The
ratio of FLM-b to FLM-d transcript was higher during the
daytime in LD22/12°C, perhaps increasing SVP binding of
the FT promoter and decreasing FT accumulation at dusk,
and SVP-6HA protein levels shift from daytime to around
dusk and decline more slowly at night, which may also con-
tribute to FT suppression.

Dusk suppression of FT was alleviated over 2 wk in the
cool-night treatment, and we observed dusk suppression of FT
in 11- and 18-d-old plants, not in 25-d-old plants. The cooler
temperature treatments did not drastically alter the accumula-
tion levels of SVP mRNA and protein over the 2-wk period,
indicating that SVP levels likely do not cause the age-
dependent alleviation of FT suppression. We observed the
changes in both FLM-b and FLM-d transcript levels over
2 wk. The ratio of daily FLM-b/FLM-d levels in LD22/12°C
conditions decreased after 1 wk in this treatment. A recent
report indicated that the FLM-b level, more than the FLM-b/
FLM-d ratio, correlates with flowering time in the accessions
examined (Lutz et al., 2015). However, as Lutz et al. also
stated, and because increasing the FLM-d level without alter-
ing the FLM-b level drastically caused early flowering (Pos�e
et al., 2013), their ratio changes may partly account for the
changes in FT repression by altering the DNA-binding-
abilities of SVP under our conditions. It is possible that devel-
opmental-age-dependent suppression by SVP/FLM may serve
to repress precocious flowering in younger plants.

Daytime and night-time temperatures differentially affect leaf
number as well as flowering in other plant species (Yin & Kropff,
1996; Karsai et al., 2008). Therefore, understanding the relation-
ship between day and night-time temperatures in conjunction
with day length is important. Our study highlights an interface
between environmental conditions and the mechanisms control-
ling flowering that may become more important as local weather
regimes are altered with climate change.
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Fig. S1 Transcript accumulation levels of ISOPENTENYL 

PYROPHOSPHATE/DIMETHYLALLYL PYROPHOSPHATE ISOMERASE (IPP2) remain 

unaltered over the day across three temperature treatments. (a, b, c) Transcript accumulation 

patterns of IPP2, ACTIN 2 (ACT2), and SERINE/THREONINE PROTEIN PHOSPHATASE 2A 

(PP2A) in 11-d-old Col-0 plants in LD22/22°C (long days with day : night temperatures = 22°C : 

22°C), LD22/12°C, and LD12/12°C conditions. Seedlings were grown for 7 d in short-day 

conditions before being transferred to LD temperature treatments. Data represent means ± SEM 

derived from three biological replicates. Topmost white and black bars designate day and night, 

respectively. Dotted vertical lines are times of lights off.  



 

 
 

 
 
Fig. S2 Growth is delayed and FLOWERING LOCUS T (FT) level is depressed in seedlings 

exposed to constant 12°C temperatures. Transcript accumulation patterns of FT and CONSTANS 

(CO) are very low in seedlings exposed to cool (12°C) temperatures from seed. (a) Visual 

comparison of individuals grown from seed in LD22/22°C (long days with day : night 

temperatures = 22°C : 22°C) and LD12/12°C conditions (cont.), or in LD22/22°C for 7 d then 

transferred to LD12/12°C for 4 d (4d). Photos taken when seedlings were 12 d old. Scale bar, 1 

cm. (b, c) Transcript accumulation patterns of FT and CO in these conditions. Harvest began at 

dawn when seedlings were 11 d old. Data represent means ± SEM derived from three biological 

replicates. Asterisks indicate P<0.05 and 95% CI of difference between pair did not contain zero 

in statistical comparisons made to the LD22/22°C control. Topmost white and black bars 

designate day and night, respectively. Dotted vertical lines are times of lights off.  

  



 

 
 
Fig. S3 Growth is delayed and FLOWERING LOCUS T (FT) level is reduced in seedlings 

exposed to constant 17°C temperatures. Transcript accumulation patterns of FT is reduced in 

seedlings exposed to cool (17°C) temperatures from seed. (a) Visual comparison of individuals 

grown from seed in LD22/22°C (long days with day : night temperatures = 22°C : 22°C) and 

LD17/17°C conditions (cont.), or in LD22/22°C for 7 d then transferred to LD17/17°C for 4 d 

(4d). Photos taken when seedlings were 12 days old. Scale bar, 1 cm. (b, c) Transcript 

accumulation patterns of FT and CONSTANS (CO) in these conditions. Harvest began at dawn 

when seedlings were 11 d old. Data represent means ± SEM derived from three biological 

replicates. Asterisks indicate P<0.05 and 95% CI of difference between pair did not contain zero 

in statistical comparisons made to the LD22/22°C control. Topmost white and black bars 

designate day and night, respectively. Dotted vertical lines are times of lights off. 
  



 

 
 
Fig. S4 CONSTANS (CO) protein stabilization is not altered during the cool night. (a, b) 

Accumulation patterns (a) and quantification (b) of 3HA-CO proteins in 35S:HA-CO plants 

grown in LD22/22°C (long days with day : night temperatures = 22°C : 22°C) and LD22/12°C 

conditions. Histone H3 serves as a loading control. Data represent means ± SEM derived from 

three biological replicates. Topmost white and black bars designate day and night, respectively. 

Dotted vertical lines are times of lights off.  

  



 

 

 
 
 
Fig. S5 Proposed mechanism for the transcriptional regulation of FLOWERING LOCUS T (FT) 

in long days with temperature changes.  (a) As previously shown, CONSTANS (CO) protein is 

stabilized in the afternoon of long days and induces FT transcript accumulation. (b) When 

warm/cool temperature cycles are imposed over long days, SHORT VEGITATIVE PHASE 

(SVP) in conjunction with FLOWERING LOCUS M (FLM)-β suppresses FT at the end of the 

light period, whereas more CO protein is present at night (gray box) and induces FT transcript 

accumulation. 

 
 
 
 
 
 
 
 
 



 

Chapter 4 

Temperature and developmental regulation of FT can replace thermal time to predict flowering in 

Arabidopsis 

 

As submitted for publication 

  



1 
 

Temperature and developmental regulation of FT can replace thermal time to predict flowering in 

Arabidopsis  

Running title: Replacing thermal time with FT accumulation and regulation 

 

Hannah A. Kinmonth-Schultz1,a, Melissa J. MacEwen1,b, Takato Imaizumi1,c, Soo-Hyung Kim3,d 

 

1Department of Biology, University of Washington, Seattle, WA 98195-1800, USA 

2SynthSys and School of Biological Sciences, University of Edinburgh, Edinburgh, UK 

3School of Environmental and Forest Sciences, University of Washington, Seattle, WA 98195-2100, USA 

ahkinmonth@uwalumni.com 

bmjsmacewen@gmail.com 

ctakato@uw.edu 

dAuthor for correspondence: Soo-Hyung Kim 

Tel: +1-206-616-4971 

Email: soohkim@uw.edu 

Date of Submission: 30 July 2016 

Number of Tables: 3 

Number of Figures: 7 

 Color figures in print and online: 2, Figures 1 and 3 

 Color figures online only: 2, Figures 1 and 3 

Supplementary Data: 

 Number of Tables: 1 

 Number of Figures: 5 

Word Count (Intro to Acknowledgements, max 6500): 6396 



2 
 

Highlight 

Photoperiod, temperature, and developmental regulation of the expression of florigen, FT, can 

replace thermal time to accurately predict phenological changes in plant growth and flowering in 

Arabidopsis.   

 

Abstract 

Thermal time (degrees Celsius per unit time) is widely used to relate temperature to plant 

development without incorporating underlying mechanisms. Temperature influences 

FLOWERING LOCUS T (FT), a photoperiodic flowering regulator. FT correlates with flowering 

and is produced in the leaves. Temperature influences the leaf production rate. We hypothesized: 

1) temperature regulation of FT, accumulated with leaf growth, is a component of thermal time, 

and 2) incorporating mechanistic temperature regulation of FT could improve model predictions 

in fluctuating temperatures. We assessed FT production in differently aged leaves and modified 

an existing model (Framework Model) that incorporates photoperiodic regulation of FT and 

temperature influence on leaf growth for Arabidopsis. We developed a FT-Temperature-

Response module, then linked FT to leaf growth, eliminating the model’s use of thermal time. 

We demonstrate that FT is mainly produced in the first few true leaves. Our approach could 

better explain flowering in fluctuating temperatures than thermal time in long days. We clarify 

that the final leaf number is influenced by day length and temperature through FT, while the leaf 

production affects whole-plant FT and flowering time. Our model provides a base on which to 

build a phenology model that reflects climate-responsive flowering mechanisms across 

developmental age. 

 

Key words: Arabidopsis thaliana, flowering time, FT, mathematical model, temperature 

fluctuation, thermal time, crop simulation model 

 

Introduction 

Ambient temperature during the growing season correlates with the timing of plants’ transition 

from vegetative to reproductive growth. Germination, organ emergence, leaf expansion, 

photosynthesis, and respiration display similar relationships (Parent et al., 2010). These 

observations led to the concept of thermal time (Lehenbauer, 1914), which asserts that 

temperature-driven metabolic rates govern development (Zavalloni et al., 2006), and to models 

that use the empirical relationship between temperature and development to predict plant 

response (e.g., Chuine, 2000; Jones et al., 2003).  

Thermal time describes an aggregate response in which thermal units accumulate more quickly, 

and reach a predetermined threshold sooner to predict reproduction during warm growing 

seasons than cool ones. This implies: 1) that all processes respond similarly to temperature and 

2) that fluctuating and constant temperatures have the same influence on most processes if the 

average temperature remains stable. However, processes do not always slow under cool 

temperatures. The up-regulation of cryo-protective genes (Jaglo-Ottosen et al., 1998) and the 
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circadian clock’s buffering to temperature changes (Rensing & Ruoff, 2002) are just two 

examples.  

Predicting plant response to future climates remains imprecise when considering temperature 

alone or in conjunction with CO2 (Asseng et al., 2013; Makowski et al., 2015). The effect of 

non-stressing temperatures varies considerably between cultivars (Karsai et al., 2013). Plant 

response to constant temperatures may not accurately reflect response to daily temperature 

fluctuations (Yin & Kropff, 1996; Kim et al., 2007; Karsai et al., 2008), and potentially requires 

empirical calibrations for new cultivars, climates, or locations (Piper et al., 1996). As most plant 

models incorporate some variant of thermal time (Ritchie & Otter, 1985; Jamieson et al., 

1998a,b; Wilczek et al., 2009; He et al., 2012; Kumudini et al., 2014), these models may fail to 

capture aspects of temperature response. Incorporating the molecular mechanisms of cultivar 

response would likely improve models’ capacity to illustrate and predict system responses. 

A more mechanistic approach decomposes the influence of temperature into separate plant 

processes (Welch et al., 2003; Kim et al., 2012; Zheng et al., 2013; Brown et al., 2013). One 

strategy notes that the number of leaves produced before the reproductive transition decreases as  

the environmental signal’s strength increases (Jamieson et al., 1998b). For wheat, prolonged 

cold, vernalizing temperatures followed by longer days reduces the leaf number (Brown et al., 

2013) and affects the transition’s timing. Modeling accumulation of VRN3, a key flowering gene, 

in response to vernalization and day length cues, and as a function of thermal time, can 

accurately predict final leaf number and timing of flowering (Brown et al., 2013).  

VRN3 is an orthologue of FLOWERING LOCUS T (FT) in Arabidopsis thaliana (Yan et al., 

2006), a key integrator of environmental cues in the photoperiodic flowering pathway (Song et 

al., 2015). FT levels correlate strongly with the leaf number at which flowering occurs 

(Krzymuski et al., 2015; Seaton et al., 2015; Kinmonth-Schultz et al., 2016). Day length, 

vernalization, and ambient temperature changes regulate FT expression (Blazquez et al., 2003; 

Amasino, 2010; Song et al., 2015). Under constant and fluctuating temperature conditions, cool 

temperatures suppress FT through the interaction of SHORT VETIGATIVE PHASE (SVP) and 

the FLOWERING LOCUS M (FLM)-β splice variant on the FT regulatory regions (Blazquez et 

al., 2003; Posé et al., 2013; Lee et al., 2013; Lutz et al., 2015; Kinmonth-Schultz et al., 2016). 

However, temperature fluctuations from warm to cool induce FT through induction of 

CONSTANS (CO), a chief transcriptional activator of FT (Schwartz et al., 2009; Kinmonth-

Schultz et al., 2016). As there is no simple correlation between temperature decrease and 

reduction of FT levels, the linear accumulation of flowering gene products with thermal time 

may not adequately capture the influence of temperature on final leaf number, especially in 

fluctuating temperatures. 

The FT protein is expressed in the leaves and moves to the shoot apex where it complexes with 

FD protein to induce the transition from leaf to floral production (Abe et al., 2005; Corbesier et 

al., 2007). The amount of FT protein perceived at the shoot apex should depend on the amount of 

leaf tissue present; leaf production and growth is strongly temperature dependent (Parent et al., 

2010). We propose that a key factor underlying the accumulation of thermal time is the 

accumulation of gene product (e.g., FT) or the increasing capacity for transcript production as a 

plant grows. FT is likely not expressed consistently in all leaves or developmental stages. 

pFT:GUS is expressed in the tips of true leaves in young plants, but can range across the leaf in 

older plants (Takada & Goto, 2003). Further, whole-plant transcript levels increase from age five 



4 
 

to 15 days relative to an internal control, indicating a changing capacity for FT expression with 

age (Mathieu et al., 2009). The concept of measuring FT transcript levels in leaves of different 

ages has neither been executed nor incorporated into flowering models, but it could improve our 

understanding of how day length and temperature impact FT to control flowering across 

developmental age.  

FT simulated as a function of day length and accumulated as a function of thermal time can 

accurately predict flowering in some conditions (Chew et al., 2012). To investigate whether a 

model could incorporate direct temperature regulation of FT production and FT accumulation 

with leaf growth instead of incorporating thermal time, we measured FT expression in leaves and 

plants of different ages and utilized an existing model (Framework Model; FM) capable of 

simulating plant growth and flowering times in response to temperature (Chew et al., 2014). We 

replaced the thermal time module, used to predict flowering times, with an FT-temperature-

response (FTR) module that incorporates known mechanisms of FT suppression in response to 

cool temperatures (Lee et al., 2007, 2013; Posé et al., 2013), as well as induction of FT after a 

change to cool temperatures (Kinmonth-Schultz et al., 2016). These adjustments allowed us to 

mimic FT profile change under more natural warm-day, cool-night conditions. We then linked 

FT to leaf production and  tested the model’s capacity to predict flowering under a range of 

temperature conditions. We demonstrate that FT is expressed primarily in the first few true 

leaves produced, and that our new model can explain the flowering response mechanistically 

while improving model predictions in long day fluctuating temperature environments. Our model 

also highlights uncertainties in climate’s influence on flowering as plants age. 

 

Materials and Methods 

Description of the Framework Model 1 

The Framework Model (FM-1, Figure S1, Section S1, Chew et al., 2014) is the only existing 

model that combines plant growth and mechanistic flowering regulation for Arabidopsis. It is a 

useful tool to decompose thermal time into its underlying components. The timing of flowering 

(Days to bolt, DtB), is determined by two modules. The Photoperiodism module describes 

circadian clock and day length control of FT (Salazar et al., 2009). FT transcript accumulation is 

input into the Phenology module (Wilczek et al., 2009; Chew et al., 2012) to modify the rate of 

thermal time accumulation to produce Modified Photothermal Units (MPTUs). The number of 

days taken to reach the MPTU threshold determines the stopping point of vegetative growth and 

onset of flowering. Vegetative growth is determined by the rate of photosynthesis and carbon 

partitioning between roots and shoots (Carbon Dynamic module, Rasse & Tocquin, 2006), and 

includes the rate of organ production as a function of temperature, including production of 

individual leaves (Functional-Structural Plant module).  

 

Modifications to FM-1 for use in this study 

In order to utilize FM-1, we made the following alterations, shown (Figure 1, Sections S2-5): 
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1) As FT is expressed in the leaves, we made FT a function of the amount of leaf tissue 

present. Rather than running the model in two phases (Figure S1), we called the 

Phenology module at each time step.  
 

a) We considered the output of the Phenology module as representative of FT 

produced per unit leaf tissue. We, then, calculated the FT produced by each leaf 

based on the amount of leaf tissue present and on leaf and plant age, and summed 

this across all leaves on the plant (Figure 1, section S2). We used leaf area to 

determine the amount of leaf tissue present (section S3).  

 

b) FM-1 was unable to simulate a decrease in leaf area with decreasing temperatures in 

fluctuating temperature conditions, although we observed this behavior. To address 

this, we adjusted the specific leaf area (SLA, m2g-1) to decline with decreasing 

temperature (Pyl et al. 2012) and removed the temperature sensitivity of 

maintenance respiration which affected the carbon available for growth (section 

S4). 

 

2) We removed the accumulation of MPTUs for flowering entirely, and instead set the 

model to cease leaf production and transition to reproduction when FT accumulated to a 

pre-determined threshold (section S3). The influence of temperature was incorporated 

through direct modulation of FT gene, and through leaf development, which affected the 

rate of whole-plant FT accumulation. We retained the day length influence on FT gene 

expression. To find the threshold level of FT, we utilized the model to determine the 

amount of FT expressed by two ecotypes of Arabidopsis thaliana, Columbia (Col-0) and 

Landsberg erecta (Ler) that had reached 15 and eight true leaves, respectively, under the 

following conditions: one week in short days at 22 C, then growth in long days at 22 C. 

These leaf numbers were the observed average across several replicates in that condition 

(Kinmonth-Schultz et al. 2016). We assumed FT accumulates over time, as several 

consecutive days of FT induction are needed for flowering to occur (Corbesier et al., 

2007; Krzymuski et al., 2015; Kinmonth-Schultz et al., 2016). 

 

3) To determine the capacity of each leaf to express FT, we measured the copy number of 

FT transcripts in leaves and plants of several different ages. We found that FT increases 

as leaves age, then declines as they begin to senesce. Later-emerging leaves lose the 

capacity to express FT. We simulated this using a beta function (Yin et al., 1995, section 

S2), in which peak FT expression depends on the total number of leaves the plant has 

produced. This ensures that the first few true leaves that emerge contribute the most FT. 

As only transcript abundance, not the area of the leaf expressing FT, is altered by 

temperature in young seedlings (Kinmonth-Schultz et al., 2016), we assumed this 

relationship did not differ with climate.  

 

4) We incorporated the temperature influence on FT gene expression by adding an FT-

Temperature-Response (FTR) module. Simulated SVP activity increases with decreasing 

temperature, causing suppression of FT, consistent with previously observed results 

(Blazquez et al., 2003; Lee et al., 2013). CO increases after a drop in temperature, 

causing induction of FT (Kinmonth-Schultz et al., 2016). “SVP activity” encompasses 
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the combined activity of SVP and FLM-β, which facilitates SVP binding of the FT 

regulatory regions (Posé et al., 2013), as the levels of both increase similarly with cooling 

temperatures (Posé et al., 2013; Lee et al., 2013; Kinmonth-Schultz et al., 2016). To 

accurately simulate FT behavior in warm-day, cool-night conditions, in which FT is 

suppressed at dusk, but higher at dawn than the constant, warm temperature control 

(Kinmonth-Schultz et al., 2016), we assumed that CO and SVP (in conjunction with 

FLM-β) act competitively on the FT regulatory regions. FM-1 already describes the 

relationship between FT and CO protein in the Photoperiod module (Chew et al., 2014). 

We adjusted this interaction by modifying the Michaelis-Menten function for competitive 

inhibition (Segal, 1976) of FT transcription in FM-1, such that the induction of FT by CO 

is influenced by the SVP activity (equation [S5.3]). To simulate the suppression of FT at 

dusk, we caused the decay rate for SVP activity to be slightly lower than its production, 

such that it remained higher at 22 C after a 12 C night than in constant warm 

temperatures (Figure S2). 

 

5) Dropping the temperature from night to day caused a strong induction of FT 

corresponding to higher levels of CO (Kinmonth-Schultz et al., 2016). To ensure the 

relative dosages of FT were similar to that observed, we caused CO to decline over time 

if the temperatures remained stable after dropping initially (Figure S3, equation [S5.4). 

We also adjusted the rate at which CO protein is produced when temperature fluctuations 

occur during the day (section S5) to avoid overly strong daytime induction of FT in these 

conditions, as the model likely fails to capture some daytime regulation of CO and FT.  
 

 

Model parameterization and testing 

We parameterized the equations describing gene expression or protein activity (equations [S5.1] 

to [S5.5] using transcript accumulation data collected in long days (Kinmonth-Schultz et al., 

2016). We had 13 replicates performed using Col-0 that contained two temperature treatments: 

22 C days, and 22 C or 12 C nights. One experiment was conducted over 48 hours and 

included 17 C nights as well. We assessed treatment effects in this experiment using ANOVA, 

including or excluding day as a covariate (i.e. a 24-hour period). We found no difference 

between models, indicating no difference in gene expression across the two days in that 

experiment. We considered each day separately, providing six additional replicates that 

contained three temperature treatments (19 total replicates). The original parameterization of the 

Photoperiodism module used by FM-1 normalized the gene expression levels of FT and its 

upstream promoter CO across experiments by peak CO expression in short-day conditions 

(Salazar et al., 2009). This was done because the peak in short days is broader than that in long 

days and likely to provide consistent results despite different sampling times. Here, most 

experiments did not include short day conditions. Instead, we normalized by the average CO 

levels at dusk and in the middle of the night (ZT16 and 20).  

These 19 replicates were randomly assigned to either a training or testing dataset, with nine 

being used to parameterize induction of CO by cool temperatures. We found that the amplitudes 

of CO expression were consistent across replicates and among temperature treatments, while FT 

varied considerably, although the relative differences remained intact. To parameterize FT, as 

well as the equations that affected FT levels, we used only those training datasets that included 
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the three nighttime temperatures. Our aim was to simulate overall changes in FT levels, and 

therefore assessed model fit by comparing the simulated and actual areas under the curve of FT 

expression. The area under the curve for the data and modeled outputs was calculated using the 

Trapz function in R Statistical Computing software (v3.1.1; R Core Team, 2015). We tested the 

model’s capacity to predict FT gene expression patterns in data from warm-day, cool-night 

conditions not used for training, as well as in conditions in which the temperature drops during 

the day causing FT levels to accumulate higher than the control (Kinmonth-Schultz et al., 2016). 

We then assessed the model’s ability to predict flowering in these conditions. To do so, we 

calculated a new MPTU threshold for our conditions using Col-0 and Ler grown in long days at 

22 C using the equation from Wilczek et al. 2009.  

 

Plant growth conditions 

Arabidopsis thaliana, Columbia-0 (Col-0), plants for flowering analysis and tissue specific gene 

expression were grown on soil as previously described (Kinmonth-Schultz et al. 2016). Plants 

were grown at increasing light intensities with decreasing day-length to control for differences in 

the amount of light received. We considered a plant as having bolted when 1 mm of the stem was 

visible below the cauline leaves. We controlled for variation in germination times and plant size 

by beginning all experiments with plants of similar size and by grouping plants by size and leaf 

number, such that each group contained one representative of each treatment. To reduce 

positional effects, these groups were also positioned in the growth chambers such that all plants 

in a group experienced similar chamber conditions. 

 

Determining absolute copy number of FT transcript across leaves of different ages 

Plants were grown on soil for two-, four-, or six weeks in short days, then moved to short or long 

days for three days. They were harvested at dusk (ZT16) on the third day. Leaves of individual 

plants were dissected and immediately frozen in liquid nitrogen. The leaves of the same relative 

age of at least six plants were pooled. We isolated RNA and ensured similar starting material. 

Transcript amount was determined by RT-qPCR. We excluded any samples for which we were 

unable to get 2μg total RNA. These samples primarily came from older leaves. Absolute copy 

number was determined using a known concentration of FT fragment spanning base pairs 1900 

to 2135 from the transcriptional start site in exons three and four. The fragment was amplified by 

PCR and concentrated using ethanol purification. Copy number was determined using the 

following equation: Copy number = C x Na/M as previously described (Fernández-Aparicio et 

al., 2013). Where Copy number = number of molecules/μl, C = concentration of the purified 

cDNA (g/μl), M = molecular weight of the purified region, Na = Avogadro’s number = 6.023 x 

1023 molecules/mole. This sample was diluted using an eight-step, 1:10 serial dilution. The serial 

dilution was run along with the plant sample during qPCR, and used to develop a linear 

relationship between copy number and cycle number. Replicates were normalized by the 

replicate average. 
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Tissue specific expression of FT (GUS analysis) 

We grew pFT:GUS plants (Takada & Goto, 2003) under short day conditions on soil for two, 

three, four, or six weeks before moving them to short or long days for three days. We harvested 

all plants at 16 hours after dawn on the third long day, at peak FT in long days (Corbesier et al., 

2007). Immediately after harvest, we incubated the plants in chilled 90% acetone for 45 minutes 

before immersing them in GUS staining solution, then vacuum infiltrating them three times for 

ten minutes, as previously described (Sieburth and Meyerowitz, 1997). We kept the plants in the 

staining solution for 48 hours, and in the clearing solution for 48 hours. All plants were 

photographed under a dissecting scope (Leica DMC 2900). We compiled the images using 

GIMP. To quantify FT expression, we traced any locations stained blue, so they could be 

detected by ImageJ software, then quantified the total area of FT expression relative to the area 

of each leaf. At least three individuals were analyzed for each treatment. 

 

Statistical analysis 

Statistical analysis on flowering time was done using Generalized Estimating Equation (Carey, 

2015) in R Statistical Computing Software (v3.1.1; R Core Team, 2015), which accounts for 

missing values and the relatedness of individuals within a group. The Robust Z and standard 

error, were used to calculate P-values and 95% confidence intervals (C.I.) of the difference 

between the means. Treatment effects were considered significant when the P-values fell below 

0.05 and the C.I. did not contain zero. 

 

Results 

Assessing original model, FM-1, in different temperature conditions 

FM-1 uses thermal time (i.e., MPTU) to predict flowering time. We assessed the mechanistic and 

developmental influences of temperature on flowering by replacing thermal time with 

mechanistic regulation of FT and whole-plant accumulation of FT with leaf tissue. To determine 

our approach’s efficacy, we first assessed the behavior of the original model. We focused on 

long days as FT is upregulated in these conditions (Kobayashi et al., 1999). In FM-1 and 

previous iterations of the Phenology module, the best prediction for plants grown outdoors 

occurred when nighttime temperatures were given lesser influence than daytime temperatures 

(Wilczek et al. 2009, and Chew et al. 2012). As cool nighttime temperatures altered the 

expression of FT, and as FT predicts flowering across a range of conditions (Kinmonth-Schultz 

et al. 2016), we wondered how well FM-1 could capture flowering times in warm day, cool night 

temperature conditions. If the MPTUs in FM-1 adequately captured the influence of temperature, 

then the MPTU threshold should be similar across treatments, with negligible differences 

between predicted and observed days to bolt for all three temperature regimes.  

The model accurately captured Col-0 and Ler grown in 22 C nighttime temperatures and 

showed an expected delay in days to bolt for both 17 C and 12 C nighttime temperature 

conditions; however, the predicted number days to bolt was lower than observed (Figure 2a, 

Table 1). The trend for plants exposed to constant 12 C was similar, with the model predicting 

flowering 6.63 days earlier than observed. FM-1 predicted fewer leaves in all cool temperature 

treatments than in the constant, 22 C control (Figure 2b, Table 1), contrary to the higher leaf 
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number observed previously (Blazquez et al., 2003; Kinmonth-Schultz et al., 2016). Leaf 

production was slower in these conditions, so the simulation did not reach the observed final leaf 

number before reaching the MPTU target. FM-1 reduced the influence of nighttime temperature 

relative to daytime temperature (Wilczek et al., 2009; Chew et al., 2012), but we found that 

equalizing the influence of nighttime and daytime temperatures reduced the trend across 

temperature treatments and improved the fit (Figure 2c, Table 1).  

 

Incorporating FT as a function of leaf production: leaf FT expression capacity changes with leaf 

and plant age  

We proposed that whole-plant FT levels increase with leaf production, and could influence 

thermal time. To quantify this influence, we developed a method to understand each leaf’s 

capacity to express FT.  We quantified the FT transcript accumulation in individual leaves of 

Col-0 plants aged two, four, and six weeks. In younger plants, FT increased as leaves aged and 

then declined (Figure 3a-c). For plants with around 20 leaves, FT levels were low in all new 

leaves produced, even those of comparable area to leaves that expressed FT in younger plants. 

This pattern is consistent with a shift away from perception of environmental stimuli and 

induction of flowering through FT as plants age. Although not explicitly tested, the spatial 

expression profile of FT expression seems to increase with leaf age (Takada & Goto, 2003). To 

confirm the pattern of transcript accumulation, we analyzed the individual leaves of pFT:GUS 

plants aged two to four weeks, measuring the percent surface area showing staining. Within 

individual plants, GUS staining increased across the leaf surface with leaf age before declining in 

older leaves, consistent with FT transcript accumulation patterns (Figure 3e, S4a-b). Short day 

plants displayed no staining (Figure S4c). We also sampled the newly emerging leaves and then 

every fourth leaf of pFT:GUS plants having 20 to 25 leaves. Consistent with the mRNA data, 

newly emerged leaves showed minimal or no staining (Figure S4d). Interestingly, leaves 

corresponding to peak levels of FT transcript showed staining only at the edges. This pattern 

seems independent of shading by younger leaves, as these leaves remain mostly uncovered. This 

data suggests leaves accumulate FT transcript as they age, but levels decline as leaves begin to 

senesce. Spatially, leaves produced early can express FT across their surface, while FT is 

restricted to the edges of leaves produced later. Using this information, we could quantify the 

influence FT plays in flowering over developmental time. We used a beta function to simulate 

the proportion of FT per unit tissue of each leaf (Yin et al., 1995) based on relative leaf age (r) 

(section S2).  

 

Assessing the FT-Temperature-Response module: Cool-temperature induction of SVP and CO 

activity explains FT behavior in fluctuating temperatures 

Plants sometimes respond to temperature fluctuations differently than their growth in constant 

temperatures predicts (Yin & Kropff, 1996; Karsai et al., 2013). As temperature fluctuations can 

suppress and induce FT, adding this behavior to the model could improve its predictive capacity 

under fluctuating temperatures. We created an FT-Temperature-Response (FTR) module. Under 

long days, in 22 C days and 12 C nights, FT was suppressed at dusk compared to 22 C 

constant-temperature conditions, likely through the action of SVP and the FLM-β splice variant 

(Lee et al., 2007; Posé et al., 2013; Kinmonth-Schultz et al., 2016). Higher dawn levels of FT 
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coincide with higher levels of CO mRNA and protein in cool nights (Kinmonth-Schultz et al., 

2016). When the temperature drops from night to day, FT is induced above that of constant 

temperature controls, and remains induced after four days (Thines et al., 2014; Kinmonth-

Schultz et al., 2016).  

Our modifications, termed FM-1.5, captured FT patterns observed in warm-day, cool-night 

conditions (Figure 4a), while FT was low in constant, cool conditions consistent with previous 

observations (Blazquez et al., 2003, data not shown). To determine the amount of FT 

accumulated daily, we compared the area under the curve of simulated and observed FT levels. 

The levels fell well within the variation range of 10 data sets not used in parameterization for 

constant temperature and 12 C cool-night conditions (Figure 4b). The observed FT levels in 17 

C cool-night conditions were higher than predicted. They showed nighttime induction, but 

minimal suppression at dusk (Kinmonth-Schultz et al., 2016), indicating a potential nonlinear 

relationship between SVP activity and temperature. However, as daytime levels of FT correlate 

more strongly with flowering time (Kinmonth-Schultz et al., 2016), the lower levels of simulated 

FT in 17 C and 12 C cool night conditions relative to the control allowed us to address the 

relationship between FT and leaf tissue production. For conditions where a temperature drop 

occurs during the day, our model captured the strong induction of FT and the relative differences 

between treatments (Figure 4c-d), ensuring the FT dosage was similar to that observed.  

 

Flowering time predictions under dynamic temperature conditions 

We adjusted the model so that temperature fluctuations influenced FT expression directly and 

linked FT to leaf production. We removed the FM-1 model’s thermal time component, then 

assessed the capacity of FM-1.5 to predict flowering under different temperature conditions. We 

parameterized the gene expression components using data from plants grown in long day, warm-

day, cool-night conditions. We tested the capacity of the model to predict flowering in these 

conditions. FM-1.5 better predicted both rosette leaf number at bolt and days to bolt (Figure 5a, 

Table 1) for both strains. The leaf production over time was also similar to that observed, 

although the model accumulated leaves more quickly early on as it uses a linear rather than 

exponential relationship (Figure 5b). Col-0 was slightly overestimated for days to bolt (bias = 

2.67), indicating potential bias for the rate of leaf production with temperature; however, the 

overall model behavior across temperature treatments for both leaf number and days to bolt 

improved (Table 1).  

Leaves grow and emerge more slowly under cool temperatures. The simulated delay in cool-

night flowering conditions could be due to slower FT accumulation. To determine how leaf 

tissue amount and FT expression contributed to these results, we set the temperature perceived 

by FT to be constant at 22 C, but maintained the link to and the temperature influence on leaf 

production. We expected that under cool nighttime temperatures, more FT produced would cause 

flowering at a leaf number similar to the constant temperature control. Plants would still flower 

later due to slower whole-plant FT accumulation through leaf production. FM-1.5 predicted a 

similar leaf number to the control for the 17 C-night treatment (Table 2). It predicted a lower 

leaf number for the 12 C-night treatment, because the leaves that are present continue to 

produce FT, such that it accumulates over time and causes the plants to reach the threshold 

sooner. As expected, cool-night treatments flowered later. 
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In some instances, a temperature drop strongly induces FT (Schwartz et al., 2009; Kinmonth-

Schultz et al., 2016). We wondered whether such an induction could affect flowering times, or if 

slower whole-plant accumulation of FT with slower leaf growth would delay flowering. 

Previously, we observed FT induction in one-week-old plants when the temperature dropped 

from 22 C to 12 C or 17 C just after dawn in long days. In these conditions, FT was strongly 

upregulated both in 12 C and 17 C (Figure 4c, Kinmonth-Schultz et al. 2016). We asked 

whether the model could predict flowering after exposure to 12 C in long days for two, four, or 

six days. Plants were grown in short-days for two-weeks before temperature treatment to ensure 

they had two to three true leaves and were competent to flower. After treatment, plants were 

moved to warm, long-day conditions. Control plants were moved directly to warm, long-day 

conditions at two weeks. Warm, long-day growth chamber temperature conditions were 23.9 C 

(day) and 22.8 C (night), and this was reflected in the model’s climate data input. We postulated 

that a two-day drop to 12 C would be enough to induce FT but not long enough to sufficiently 

slow growth. As FT transcript must accumulate over several days before flowering can occur 

(Krzymuski et al., 2015), the effect of FT produced at 12 C should complement the FT 

produced in subsequent warm, long days and cause a lower number of leaves at bolt. In a four- or 

six-day drop to 12 C, leaf production should slow sufficiently, causing lower whole-plant levels 

of FT and flowering after greater leaf production. 

We observed that plants in the two- or four-day treatments flowered at a similar leaf number to 

plants grown in warm conditions (Table 3), while plants exposed to 12 C for six days produced 

approximately 1.5 more leaves before flowering, as expected. Also as expected, the number of 

days to visible bolt increased by approximately one day with each consecutive two-days at 12 

C. Leaf production declined with each consecutive two-day 12 C treatment. By dawn of day 

seven, when all plants had been moved to warm temperatures, there was a clear gradient in leaf 

number across the treatments and a visible decline in leaf area (Figure S5).   

FM-1.5 predicted a similar leaf number and days to bolt to what we had observed for all 

treatments (Table 3). We observed an increase in leaf number with increasing exposure time to 

12 C. The model captured this behavior. Considering only the 12 C treatments, slower 

simulated leaf production caused by cooler temperatures correlates well with the observed 

number of days to bolt and final leaf number. This is consistent with our proposal that slower 

growth in cool temperatures contributes to delayed flowering by slowing whole-plant 

accumulation of FT. FM-1 could not capture the increased leaf production in plants exposed to 

12 C for six-days, although it showed a similar pattern of acceleration in the two-day treated 

plants (Table 3). It did capture a similar delay in number of days to bolt, although the prediction 

was lower than observed for all treatments. Overall, FM-1.5 behaved similarly to what we 

observed, suggesting that incorporating the effects of temperature fluctuations on flowering gene 

accumulations, and linking gene expression to tissue production, could improve model 

predictions in fluctuating environments.  

Model extension: Prediction of flowering under constant temperature conditions and shorter day 

lengths 

We had parameterized the model for fluctuating temperature environments in long days. We 

asked how well the model could predict flowering in constant temperature conditions and shorter 

day lengths. We expected that the model would fail to accurately predict flowering in 12-hour 
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and in short-days as FT is expressed at lower levels (Kobayashi et al., 1999). Further, in our 

simulation, only early leaves express FT, so increasing leaf tissue would not improve 

performance.  

As predicted, simulated FT failed to reach a threshold (Figure 6a). The model also failed to 

predict flowering for plants grown at 12 C in long days from seed, and for plants grown for a 

week at 22 C in short-days then moved to 12 C long-day conditions. This was because 

simulated FT remained suppressed and because leaf tissue development was substantially slowed 

(Figure 6a-b). SVP suppression of FT declines as plants age in fluctuating temperatures 

(Kinmonth-Schultz et al., 2016), a trend that may contribute to flowering in 12 C constant 

temperature conditions. However, once incorporated into our model (Section S6), flowering was 

still very delayed. The average predicted leaf number was 132.50 compared to 25.83 observed, 

indicating that factors other than FT may be involved in shorter day conditions.  

 

Discussion 

Incorporating underlying mechanisms into models could improve their utility for a range of 

conditions, without requiring recalibration (White, 2009; Boote et al., 2013). Traditional thermal 

unit models incorporate the influence of day length by modifying the rate of thermal time 

accumulation. Some mechanistic models use day length and vernalization to influence the 

number of leaves at which the transition from the vegetative to reproductive phase occurs, while 

considering temperature’s influence on developmental rate (Brown et al., 2013).  Our 

simulations are consistent with this approach. However, our work helps to clarify the molecular 

mechanisms underlying temperature’s influence on these processes. We demonstrate that FT 

levels, as influenced by day length and temperature, determine the developmental timing of a 

vegetative to reproductive shift, while temperature influences when this occurs by influencing 

the rate of development and the whole-plant accumulations of FT. Temperature should be 

considered as a factor in determining the developmental stage (leaf number) at which the 

transition occurs, not only by influencing developmental rate. We further suggest that tissue 

accumulation through growth is the underlying factor in the accumulation of thermal time as it 

causes gene products to accumulate. We also demonstrate that leaves do not consistently express 

FT, as there appears to be a shift during development. FT is expressed in the first few true leaves 

produced, but is only expressed at basal levels in the newly formed leaves of older plants. The 

change in FT expression with developmental age was incorporated in our FTR module using leaf 

age as a proxy (Fig. 3; equations [S2.1] to [S2.3]), an approach that enables us to integrate 

qualitative (presence/absence) and quantitative (dosage response) aspects of FT effects on 

flowering. This information can help us quantify when FT plays a role during development, 

when FT alone is a poor predictor of flowering, and when it may act synergistically or 

competitively with other flowering factors. Such a mechanistic modelling approach can highlight 

areas needing additional research.  

While FM-1 could capture the decrease in leaf area with decreasing temperature in plants 

exposed to different constant temperatures, it simulated larger leaf areas for plants grown in 

fluctuating temperature conditions than the constant temperature control. This is contrary to what 

has been observed (Pyl et al., 2012), and was due to two factors. First, specific leaf area (SLA) 

decreased with increasing thermal time (Christophe et al. 2008), such that in simulations of 
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warmer conditions, plants develop faster, leading to a lower SLA and lower leaf area than plants 

in cool temperatures. Second, maintenance respiration is lower under cooler temperatures. In 

FM-1, photosynthesis and respiration rates correlate with the current temperature (Rasse & 

Tocquin, 2006). The assimilated carbon is pooled and then allocated either to growth or to 

maintenance respiration. Under fluctuating temperature conditions, when plants have first been 

exposed to warm temperatures and have accumulated the same amount of carbon as plants in 

constant warm temperatures, a lower rate of maintenance respiration leaves a larger pool of 

carbon that can be used for growth. This was beyond the scope of our study; however, it 

highlights an important knowledge gap in our understanding of carbon use and allocation under 

fluctuating temperatures and requires further study.  

Here, we demonstrated that the influence of FT is likely dependent on the leaf tissue available 

for its production. A likely second factor is the sensitivity of genes at the shoot apex to the FT 

signal, which may change with climate. For example, in short-days, high temperatures are 

proposed to reduce activity of SVP at the shoot apex to initiate flowering despite lower levels of 

FT (Fernández et al., 2016). At the shoot apex, SVP suppresses SUPPRESSOR OF 

OVEREXPRESSION OF CONSTANS (SOC1), which is positively regulated by FT, and which 

activates LEAFY (LFY), a key player in the floral transition (Schmid et al., 2003; Lee et al., 

2008; Jang et al., 2009). FT also activates APETALA1 (AP1) at the shoot apex (Lee & Lee, 

2010). AP1, in turn, is involved in the down regulation of TERMINAL FLOWERING1 (TFL1), a 

homolog of FT. TFL1 is thought to compete with FT for binding with FD to suppress LFY, as 

well as AP1, forming a negative feedback loop (Kaufmann et al., 2010; Wickland & Hanzawa, 

2015). Both the decrease in SVP and TFL1 would likely decrease the threshold amount of FT 

needed to induce flowering. Like SVP, TFL1 may play a more active role under cooler 

temperatures, as lines containing the tfl1 mutation showed a stronger flowering phenotype at 16 

C compared to 23 C (Kim et al., 2013). Wenden et al. (2009) demonstrated that a changing 

threshold due to different allelic variants of LATE FLOWERING in Pea, a homologue of TFL1 in 

Arabidopsis (Foucher et al., 2003), can contribute to accurate prediction of flowering times 

(Wenden et al., 2009). Incorporating such a mechanism – influence by climate – may aid our 

understanding of how climate influences flowering. 

Finally, other factors produced in the leaves or plant tissue may contribute to flowering. Early 

exploration into compounds responsible for floral induction found that photosynthates increase at 

the shoot apex concurrently or slightly after floral induction (Golembeski et al., 2014). Strains 

unable to accumulate starch show late flowering, which can be partly restored when sucrose is 

applied to their meristems (Corbesier et al., 1998). Photosynthates may contribute to flowering 

both in long and short days (Bernier et al., 1993; Golembeski et al., 2014). Further, gibberellic 

acid (GA) is involved in inducing flowering in short days (Wilson et al., 1992) as well as under 

low constant (15 C) temperatures independently of FT (Galvao et al., 2015). The latter may 

contribute to the earlier than predicted flowering we observed in plants grown from seed at 12 

C. Interestingly, GA biosynthesis is negatively regulated by SVP at the shoot apex (Andres et 

al., 2014), while GA positively regulates LFY at the shoot apex to promote flowering (Blazquez 

& Weigel, 2000). As a proof of concept, we tested the capacity of a second factor, Factor X, 

accumulating in later produced leaves (Figure 7). This improved the model predictions for 

shorter-day lengths. However, this factor acted independently of day length and temperature, 

which is likely not the case, causing similar predictions for both 12-hour and short day lengths. 

The observed days to bolt were 58.10 and 79.45 days in 12-hour and short days, respectively. 
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Adding Factor X yielded model predictions of 53.13 and 53.62 days, respectively. As most 

mechanistic studies are performed on young plants, we lack a complete picture of how flowering 

regulators in the leaves and at the shoot apex respond to climate and interact and change over a 

growing season. Our study provides a baseline on which to explore these seasonal interactions. 
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Table 1. Comparison of fit between observed and predicted flowering times in days to bolt and 

leaf number at bolt among FM-1, FM-1 when night and day temperatures have the same 

influence on thermal time, and FM-1.5 for Columbia-0 and Landsberg erecta. 

    
FM-1 

FM-1      

(Night = Day) 
FM-1.5 

Days to Bolt RMSE  5.32 4.16 3.30 

  Bias  -3.96 -3.09 1.39 

  

 

  

 

  

Leaf Number RMSE  5.43 4.99 2.78 

  Bias  1.02 1.79 -0.71 
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Table 2. Comparison of observed flowering times (Obs. Data) in days to bolt and leaf number at 

bolt in long days in 12, 17, and 22 ˚C nighttime temperatures (NT) to the modeled fit in FM-1.5 

and in FM-1.5 with FT being held constant at 22 ˚C levels. 

  Treatment Obs. data FM-1.5 
FM-1.5            

(FT constant) 

Days to Bolt NT22 ˚C 32.27 36.67 36.67 

  NT17 ˚C 38.6 41.25 38.50 

  NT12 ˚C 40.08 43.29 39.46 

      

Leaf Number NT22 ˚C 14.77 15 15 

  NT17 ˚C 20.5 19 15 

  NT12 ˚C 20.79 18 13 
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Table 3. Statistical analysis of observed flowering times and comparison among observed and predicted flowering by FM-1 (original 

model) and FM-1.5 in leaf number and days to bolt in long days after 2, 4, or 6 days exposure to 12 ˚C relative to plants grown in 

constant, warm temperatures (control). 

 

 
treatment 

Obs. 

Data 
n 

Robust 

S.E. 
Robust z P-Value 

C.I. of 

dif. 

(Lower) 

C.I. of 

dif. 

(Upper) 

FM-1 FM-1.5 

Days to Bolt Control 35.00 11 0.62 31.10 

   

33.67 35.63 

 

12 ˚C, 2 days 36.00 15 0.60 1.73 0.08 -0.65 2.73 34.63 36.46 

 

12 ˚C, 4 days 37.31 14 0.42 5.54 0.00 0.87 3.80 35.75 37.63 

 

12 ˚C, 6 days 38.64 14 0.35 7.85 0.00 2.24 5.02 37.04 39.58 

           Leaf Number Control 13.73 11 0.52 19.59 

   

25.00 14.00 

 

12 ˚C, 2 days 13.13 15 0.34 -1.21 0.23 -0.81 1.65 24.00 13.00 

 

12 ˚C, 4 days 13.64 14 0.36 0.49 0.63 -1.07 1.42 24.00 14.00 

 

12 ˚C, 4 days 15.14 14 0.39 3.47 0.00 0.08 2.64 25.00 15.00 
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Figure Legends 

Figure 1. Schematic of Model FM-1.5. Temperature (through CONSTANS and SHORT 

VEGETATIVE GROWTH/FLOWERING LOCUS M), day length, and the circadian clock regulate 

expression of FLOWERING LOCUS T (FT) in the Photoperiodism and Phenology modules per 

unit tissue. The leaf number and relative leaf age, outputs of the Functional-Structural-Plant 

module, are used to determine the capacity of each leaf to express FT, and leaf area is used to 

determine the amount of leaf tissue present. FT is summed across all leaves in a plant and added 

to the whole-plant FT from the previous time step. The model ceases leaf production and 

determines the days to bolt (DtB) when FT reaches a pre-set threshold set by using the leaf 

number for plants grown in long-days and at 22 ˚C. Red illustrates where adjustments made to 

the original model (FM-1). The bold, italic numerals correspond to the numbers in the model 

description in the main text. 

Figure 2. FM-1 predicts earlier than observed days to bolt. The difference between predicted and 

observed results in days to bolt in Columbia-0 (Col) and Landsberg erecta (Ler) in long days 

when nighttime temperatures have a lower influence than daytime temperatures on accumulation 

of thermal time (a). The predicted and observed final leaf numbers (b). The difference between 

predicted and observed results in days to bolt when daytime and nighttime temperatures have the 

same influence accumulation of thermal time. All are plotted over the three nighttime 

temperatures. Daytime temperature was 22 ˚C. 

Figure 3.  FT is expressed only in the first few true leaves produced. Leaves of plants aged two 

(a), four (b), and six (c) weeks old and grown in short days were exposed to long days or short 

days (d) for three days and harvested at 16 hours after dawn on the third day to determine FT 

amount per leaf. The colors in (d) correspond to the colors and ages in panels (a-c). FT levels 

were determined by absolute copy number and normalized within a replicate. The simulated 

proportion of FT per unit leaf tissue (cm-2, solid lines) for each plant age is shown. This value 

was used in FM-1.5 as a modifier to adjust the amount of FT produced by each leaf. Percent of 

the leaf area showing staining in pFT:GUS plants (e). For all, the two cotyledons and first two 

true leaves were pooled for each sample as they emerge in pairs. Leaves that failed to yield 2μg 

total RNA were excluded. For each plant inset, the italicized number indicated the relative leaf 

age of the cotyledons. The shading of the bar graphs (dark to light) indicates relative leaf age 

(youngest to oldest) and corresponds to the shading in the plant insets. Scale bars = 0.5 cm.   

Figure 4. Suppression of FT by SVP activity and induction by CO can capture the behavior of 

FT in fluctuating temperatures. The predicted (sim.) and observed (obs.) FT gene expression 

when the nighttime temperature (NT) was 22 ˚C and 12 ˚C (a). Daytime temperature was 22 

˚C. The total predicted (simulation) and observed (training and testing data) FT expression over 

a 24-hour period calculated as the area under the curve (AUC) for three nighttime temperature 

conditions (b). The observed FT expression when temperatures drop at dawn from 22 ˚C to 12 

˚C, and then remain at 12 ˚C continuously (cont.) as originally shown in Kinmonth-Schultz et 

al. 2016 (c) and the simulated values in these same conditions (d). The white and black bars 

spanning the tops of figures a, c, and d indicate lights on and lights off.  

Figure 5. Incorporating temperature regulation of FT and linking FT to leaf tissue production 

improves model prediction in fluctuating temperatures. The difference between predicted and 

observed results in days to bolt in Columbia-0 (Col) and Landsberg erecta (Ler) in long days 
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plotted over 12, 17, and 22 ˚C nighttime temperatures (a). Predicted (sim.) and observed (obs.) 

Number of leaves produced over time in 12 and 22 ˚C nighttime temperatures (NT) (b). Daytime 

temperature was 22 ˚C. 

Figure 6. Accumulation of FT with development cannot predict flowering in shorter day lengths 

or in cool constant temperatures. Simulated (sim.) FT accumulated with leaf tissue production, 

considering leaf number, age, and area, in long days (LD), 12-hour days (MD), and short days 

(SD) at 22 ˚C, and in long days at 12 ˚C after growth for one week at 22 ˚C in short days (a). 

FT expression is influenced by day length and temperature fluctuations. The horizontal black line 

is the threshold of FT determined using plants grown in long-day, 22 ˚C conditions. The 

simulated accumulated leaf area in these same conditions (b) is larger for shorter day lengths as 

these plants were grown at higher light intensities, but lower for plants grown at cool constant 

temperatures. 

Figure 7. A second florigin-like compound may increase in newly formed leaves of older plants. 

Simulated FT expression (solid line) in a plant with 20 leaves grown in short-day conditions, is 

high only in the first few true leaves produced. Adding a second factor, Factor X (dash-dotted 

line), that increases in later produced leaves, improved FM-1.5 model performance in conditions 

in which FT expression is low and, therefore, does not accumulate to a threshold. 

 

 

 

 

  



25 
 

Figure 1. 

 

 

 

 

 

 

  



26 
 

Figure 2.  

 

 

 

 



27 
 

Figure 3.   

 

 

 

 



28 
 

Figure 4.  
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Supplemental Material 

Model Description 

S1. Description of the Framework Model 1 

The Framework Model (FM-1, Figure S1, Chew et al., 2014) combines plant growth and 

mechanistic flowering regulation for Arabidopsis. The model is run in two phases. In the first 

phase, the climate data is called and the timing of the flowering (Days to bolt, DtB) is 

determined by two modules. The Photoperiodism module describes the circadian clock and day 

length control of FT transcript accumulation (Salazar et al., 2009). The Phenology module 

describes the integrated influence of day length, ambient temperature, and vernalization 

(Wilczek et al., 2009; Chew et al., 2012). FT transcript accumulation, output from the 

Photoperiodism module, is fit to a linear function describing the degree to which day length 

influences the timing of flowering, and yields a value between zero and one. Climate information 

is input into the Phenology module which accumulates thermal units (degrees Celsius at each 

time step) over time. The amount of thermal units at each time step is modified by the day length 

and by vernalization to produce Modified Photothermal Units (MPTUs). Vernalization, like day 

length, yields a value between zero and one. These modules are run until a threshold level of 

MPTUs is reached. The number of days taken to reach this threshold is used to determine the 

stopping point of vegetative growth and onset of flowering in the second phase. In the second 

phase, the climate data is called again and used to determine the rate of photosynthesis, 

respiration, organ initiation and growth. Vegetative growth is determined by the rate of 

photosynthesis and carbon partitioning between roots and shoots (Carbon Dynamic module, 

Rasse & Tocquin, 2006), and includes the rate of organ production as a function of climate 

parameters (Functional-Structural Plant module). Specifically, leaf area is influence by 

temperature and light intensity, while the rate of leaf production is influenced by temperature. 

Each phase is initiated at sowing. 

 

S2. Incorporating FT as a function of leaf tissue amount 

To simulate the proportion of FT per unit tissue of each leaf, we used a beta function (Yin et al., 

1995) based on relative leaf age (r), with the youngest emerged leaf being one (equation [S2.1] 

to [S2.3], Figure 3a-c, main text).  

 

[S2.1]  max 0,  

crit opt

opt

a
R R

R

crit
FT FTmx

opt crit opt

R rr

R R R
 

 
 
 
 

  
    
           
   

  

βFT yields a value between zero and one. βFTmx describes the maximum value that can be attained 

by a leaf of a single plant, Ropt is the relative age at which that maximum value is attained, Rcrit is 

the oldest leaf that can express FT, a describes the steepness of the curvature. The beta function 
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oscillates if the independent variable spans a broad range. To avoid this behavior, we set βFT to 

be zero below and above the relative ages where βFT attains a minimum. βFTmx and Ropt are 

dependent on the total number of leaves on a plant (l), as described below, avoiding the need to 

reparameterize for plants of different ages. 

[S2.2] 1FTmx

b

l


 
  

 
  

[S2.3] optR cl  

b and c are coefficients. All parameter values are listed in Table S1.  

 

S3. Determining whole-plant FT levels and accumulating FT to a threshold 

To link FT transcript accumulation to leaf tissue production, the Phenology module is called at 

each time step (Figure 1, main text). We consider the output of the Phenology module to be the 

amount of FT produced per unit leaf tissue (FT, nmol cm-2). This value is adjusted by the 

capacity of each leaf to express FT (βFT, unit-less modifier), along with the leaf area (LA, cm2), 

as shown below. 

[S3.1]  x  x leaf FTFT LA FT   

At each time step, FTleaf (nmol leaf-1) is determined for each leaf, summed across all leaves, and 

added to the value from the previous time step to determine whole-plant FT levels. Such 

accumulation of FT is consistent with the observation that several inductive long-days or several 

days of artificial induction of FT are needed to induce a flowering response (Corbesier et al., 

2007; Krzymuski et al., 2015; Kinmonth-Schultz et al., 2016). The model then runs until a 

threshold level of FT is reached. As with FM-1, this version considers relative levels of FT.  

Note that within the Phenology module, we removed the equation relating FT amount as an area 

under the curve to day length from FM-1 (Chew et al., 2014 see SOM Eq. 3.7.1) and instead use 

direct accumulation of FT. That equation had been used to modify the rate of thermal time 

accumulation by the influence of day length. We maintained the vernalization component from 

FM-1, as vernalization should modify overall levels of FT (Helliwell et al., 2006; Searle et al., 

2006). The latter, while not applicable to our conditions, maintains the flexibility of the model in 

other conditions. This value falls between zero and one and now modifies the levels of FT 

produced within the Phenology model, rather than modifying the rate of thermal unit 

accumulation. We removed the thermal time component from the Phenology module entirely, as 

temperature is now incorporated through FT accumulation and the rate of leaf development.  

 

S4. Adjusting leaf area to respond to temperature 

We used leaf area to determine the amount of leaf tissue present as FT induction is dependent on 

light intercepted by the leaf. While FM-1 could capture the decrease in leaf area with decreasing 
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temperature in plants exposed to different constant temperatures, it simulated larger leaf areas for 

plants grown in fluctuating temperature conditions than the constant temperature control. This is 

contrary to observed behavior as plants seem to accumulate similar biomass under fluctuating 

temperatures relative to a constant, warm temperature control, but have a lower Specific Leaf 

Area (SLA, m2 g-1) (Pyl et al., 2012). This problem occurred for two reasons. First, SLA 

decreases with increasing thermal time (i.e. developmental time, Christophe et al. 2008). This 

relationship was used in FM-1 and caused a lower SLA and lower leaf area in plant simulations 

of warmer conditions as plants develop faster. Second, maintenance respiration is lower under 

cooler temperatures. Under fluctuating temperature conditions, when plants have first been 

exposed to warm temperatures and have accumulated the same amount of stored carbon as the 

control, a lower rate of maintenance respiration leaves a larger pool of carbon that can be used 

for growth. To address these issues, we adjusted the Specific Leaf Area (SLA, m2/g-1) to decline 

with decreasing temperature (using a relationship from Pyl et al. 2012 Figure 1e), and removed 

the temperature sensitivity of maintenance respiration. 

 

S5. FT transcript accumulation in fluctuating temperature conditions simulated through 

influence of SVP and CO activity 

Under long days, in 22 C day and 12 C night, fluctuating temperature conditions, FT was 

suppressed at dusk compared to 22 C constant-temperature conditions (Kinmonth-Schultz et al. 

2016) likely through the action of SVP and the FLM-β splice variant. This is consistent with 

prior observations under constant temperatures (Blazquez et al., 2003; Lee et al., 2007, 2013; 

Posé et al., 2013). SVP protein levels increase shortly after exposure to cool temperatures 

(Kinmonth-Schultz et al. 2016), as does the ratio of FLM-β to FLM-δ splice variants (Posé et al., 

2013). FLM-β facilitates SVP binding. SVP and FLM-β protein levels increase with decreasing 

temperatures (Lee et al., 2013). While both SVP and FLM-β are present at 23 C, a transfer from 

23 C to 27 C results in a decay of SVP that occurs within 12-hs after being moved to 27 C 

(Lee et al., 2013). We use a single term to simulate the combined behavior of SVP and FLM-β 

termed “SVP activity”. Consistent with the observed behavior of these proteins, we modeled 

SVP activity to increase in response to a decrease in temperature, as shown below.  

[S5.1]    ( ) min ,  max 0,  ( )  new mx SVPSVP t SVP d VT T t      

SVPnew is the newly synthesized protein (nmol), SVPmx is the maximum rate of synthesis in 

response to decreasing temperature, VTSVP describes the degree of decrease of SVP synthesis in 

response to an increase in temperature, d is the intercept, used to adjust the overall amount of 

SVP synthesized, T is the temperature (˚C), and t is time (h) in this and all subsequent equations. 

t = 0 at sewing. Values and units of each coefficient can be found in Table S1. In order to capture 

the suppression of FT at dusk, we caused the decay rate for SVP to be slightly lower than its 

production at cooler temperatures. This caused SVP activity to remain higher at 22 C after a 12 

C night than in constant warm temperatures, even after several hs of exposure (Figure S2). The 

decay rate is modeled using a Michaelis-Menten function dependent on the concentration of SVP 
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present as shown below (equation [S5.2]). vSVP is the maximum rate of decay and kSVP is the 

Michaelis-Menten constant describing the concentration of SVP at which the rate of decay is ½ 

vSVP. 

[S5.2]  
1

( 1)
( ) ( )  exp ( 1)

( 1)
new SVP

SVP

SVP t
SVP t SVP t e SVP t v

k SVP t


    

 
  

It is biologically likely that SVP activity would plateau rather than continue to accumulate, for 

example through spatial limitations of the SVP binding sites on the FT promoter. We caused 

SVP activity to decline at a rate proportional to the amount of SVP present, the rate of which is 

defined by coefficient e in equation [S5.2]. This causes SVP activity to plateau rather than 

continue to accumulate. Although we were interested in the response of FT to cool temperatures 

rather than the behavior of SVP activity per se, the relative levels in simulated SVP activity 

between 27 C and 22 C (1.5 to 5.3, a 3.5-fold change), and between 12 C and 22 C (5.3 to 

38.8 a 7.3-fold change) was similar to the fold changes observed for SVP bound to genomic 

regions of FT across similar temperatures (Figure S2, Lee et al. 2013).  

Under long days, in 22 C day and 12 C night, fluctuating temperature conditions, levels of FT 

are higher at dawn coinciding with higher levels of CO mRNA and protein in cool nights. It is 

possible that the SVP/FLM-β complex and CO act competitively at the FT promoter (Bratzel & 

Turck, 2015), with CO overcoming suppression by SVP/FLM-β at night when it’s levels are 

high. FM-1 already describes the relationship between FT and CO protein in the Photoperiod 

module (Chew et al., 2014). We adjusted this interaction by modifying the Michaelis-Menten 

function for competitive inhibition (Segal, 1976) of FT transcription in FM-1, such that the 

induction of FT by CO is influenced by the activity of SVP and FLM-β as below. 

[S5.3] 
1

1

2

( 1) ( 1)
( )

( 1)( 1)
1 ( 1)

p

p

p

CO FT
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CO p
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CO t FT t
FT t v v

k FT tSVP t
k CO t

k

 
 

  
   

 
 

  

The lower case v and k are Michaelis-Menten constants either describing the rate of synthesis of 

FT as influenced by CO protein (COp) or SVP, or the degradation of FT as described for decay 

of SVP above (equation [S5.2]). 

Like SVP activity, CO transcript accumulation is induced by cool temperatures (Kinmonth-

Schultz et al., 2016). However, it seems to respond to changes in temperature. To note changes 

in temperature, the model queries the temperature at each time step. If the current temperature is 

higher than the temperature at the previous time step, the current temperature is set as the 

maximum temperature. Induction of CO seems to respond to the degree of temperature change as 

a drop of 10 ˚C yielded a greater increase in CO transcript accumulation than did a drop of 5 ˚C 

(Kinmonth-Schultz et al., 2016). We made induction of CO mRNA (KT) linearly related to the 

temperature difference between the maximum and current temperature (delta T) as shown below 

(equation [S5.4]).  
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[S5.4]    exp ( )o delta TKT KT delta T f t     

Coefficient f describes the rate at which induction of CO changes with delta T, and tdelta T is the 

time (days) since the change in temperature occurred. KT is used to modify the relationship 

between CO mRNA (COm) and CO protein (COp), as shown below (equation [S5.5]).  

[S5.5]  
2 3

2

( 1)
( ) ( ) ( ) (1 ( ))

( 1)p p

p

g p

p CO m CO

CO p

CO t
CO t v KT t CO t v L t

k CO t


   

 
  

The coefficient g describes the strength of CO protein induction from CO mRNA. This term is 

needed to cause upregulation of CO protein at night, as CO protein is degraded more heavily at 

night (Song et al., 2015). This was done instead of modifying the degradation rate, as 

temperature seems to influence CO primarily through transcriptional regulation (Kinmonth-

Schultz et al., 2016). All other aspects of equation [S5.5] remained the same as that used in FM-

1 (Chew et al., 2014, see S.O.M. equation [S3.4.14]). FT can be induced by a drop in 

temperature in the light as well as in the dark (Schwartz et al., 2009; Thines et al., 2014). If the 

change to cool temperatures occurs during the day, and the temperature then remains cool, FT is 

strongly elevated four days after the change in temperature occurred (Kinmonth-Schultz et al., 

2016). CO is slightly higher as well. The model as thus far described, showed this behavior. 

However, simulated FT was strongly elevated and flowering occurred extremely early (five 

leaves, data not shown).  We addressed this problem in two ways. First, instead of remaining 

high after a change to cool temperatures occurs, induction of CO would likely decline over time 

if the temperature afterwards remains stable. We do observe a decline over time (Figure S3), and 

the rate of decline is described by g above (equation [S5.4]). The time since a change in 

temperature occurred is described by 
tempgt . Second, we lowered g in equation [S5.5] above if the 

change in temperature occurred during the day. This was done to reduce the strength of CO 

protein induction and to cause the relative FT amounts between the treatment and control groups 

to be similar to those observed. Likely, the model fails to capture some regulation of CO or FT 

that occurs during the day. That regulation is beyond the scope of this study.  

 

S6. Model extension: adjustments used to improve model fit in conditions causing late flowering 

The version of the model described in section S1 to S5, version FM-1.5, predicts delayed 

flowering for plants exposed to cool constant temperatures and to plants exposed to 12-h day 

lengths. These conditions are known to delay flowering relative to warm temperatures or long 

days (Blazquez et al., 2003; Kobayashi & Weigel, 2007). In FM-1.5, simulated FT is lower in 

cool constant temperatures relative to warm temperatures and in shorter day lengths relative to 

long days, consistent with previous observations (Kobayashi et al., 1999; Blazquez et al., 2003). 

However, as FM-1.5 predicts flowering based entirely on FT levels as observed in young plants, 

it likely fails to capture changing dynamics of floral regulators over developmental time. We 

explored two possible mechanisms which could accelerate flowering beyond that which was 

predicted by the model. First, suppression of FT by SVP seems to be more pronounced in young 
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plants, parallel with a change in the FLM-β to FLM-δ ratio (Kinmonth-Schultz et al., 2016). To 

cause SVP activity to decline over time we modified equation [S5.2] as follows: 

[S6.1]   
( 1)

( ) ( )  exp exp ( ( 1)
( 1)

new age SVP

SVP

SVP t
SVP t SVP t e h t SVP t v

k SVP t

     
   

  

This modification, described by g in equation S6.1 above, adjusted the maximum level of SVP 

activity relative to plant age (tage). This value was fit from the change in peak FT expression over 

two weeks (Kinmonth-Schultz et al., 2016). Second, just as FT seems to be expressed primarily 

in the first few true leaves, a second florigen-like compound such as photosynthates or 

gibberellic acid, as discussed in the main text, could increase in leaves produced later. We 

simulated this second hypothetical, Factor X, similarly to what we did in equations [S2.1] to 

[S2.3] as shown below. 
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[S6.3] Xmx l n     

[S6.4] 
2optR o l    

ΒXmx describes the maximum amount of Factor X that can be attained by a leaf of a single plant, 

2optR  is the relative age at which that maximum value is attained, 
2critR  is the oldest leaf that can 

express FT, m describes the steepness of the curvature. n and o relate total leaf number with the 

maximum level of Factor X that can be attained and the leaf, by relative age, that attains that max 

value. 
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Table S1: Coefficients values for equations used in FM-1.5. 

Eq. Coef. Description Value Units 

2.1 Rcrit Oldest leaf capable of expressing FT 30  

2.1 a Describes the curvature of the slope as FT 

increases and decreases with leaf age 

12  

2.2 b Term relating the maximum level of FT 

expression to total leaf number 

2.25  

2.3 c Term relating total leaf number to which leaf 

(based on relative leaf age) expresses the highest 

level of FT 

0.65  

5.1 SVPmx Maximum rate of SVP protein  12 nmol h-1 

5.1 d Intercept in the negative linear relation between 

SVP synthesis and temperature 

16 nmol 

5.1 VTSVP The degree of decrease of SVP protein in 

response to an increase in temperature 

0.35 nmol ˚C-1 

5.2 e The rate at which SVP activity declines relative to 

the total SVP present 

-0.003 nmol nmol-1 

5.2 
SVPv   Maximum rate of decay of SVP activity 8.85 nmol h-1 

5.2 
1SVPk   The concentration of SVP at which the rate of 

decay is ½ vSVP 

0.55 nmol 

5.3 
1pCOv   Maximum rate of FT mRNA synthesis with CO 

protein 

40 nmol h-1 

5.3 
1pCOk   The concentration of CO protein at which the rate 

of FT synthesis is ½ 
1pCOv  

4.5 nmol 

5.3 
2SVPk   The equilibrium constant describing the strength 

with which SVP binds to FT regulatory regions  

6 nmol 

5.3 
FTv   Maximum rate of FT mRNA decay 70 nmol h-1 

5.3 
FTk   The concentration of FT at which the rate of 

decay is ½ vFT 

62 nmol 

5.4 KTo The change in CO mRNA production with the 

difference between the maximum and current 

temperature 

0.2561 nmol ˚C-1 

5.4 f Rate at which induction of CO declines over time 0.261 nmol day-1 

5.5 
2pCOv  Rate of CO protein production with CO mRNA 

amount 

0.3 nmol h-1 

5.5 g Strength of CO protein induction from CO 

mRNA, when the temperature drops during the 

night 

2.45  

5.5 g* Strength of CO protein induction from CO 

mRNA, when the temperature drops during the 

day 

1.556  

5.5 
3pCOv  Maximum rate of CO protein decay 44.55 nmol h-1 

5.5 
2pCOk  Concentration of CO protein at which the decay 2 nmol 
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rate is ½ 
3pCOv  

6.1 e Rate at which SVP activity declines relative to the 

total SVP activity  

0.002 nmol nmol-1 

6.1 h Rate at which SVP activity declines with plant 

age 

0.0414 nmol day-1 

S6.2 
2critR  Oldest leaf capable of expressing Factor X 60  

S6.2 m Describes the curvature of Factor X as it increases 

and decreases with leaf age 

12  

S6.2 n Relates the maximum value of Factor X to total 

leaf number (l) 

0.6  

S6.2 o Relates total leaf number with the leaf (by relative 

leaf age) that expresses the highest value of 

Factor X 

0.1  
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Figure S1. Graphic representation of FM-1. 
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Figure S2. Simulated SVP activity in long-day constant temperature (22 ˚C) and temperature-

cycle conditions (22-12 ˚C and 27-22 ˚C). The cooler temperature lasted for the duration of the 

night. Arrows indicate the SVP activity levels that are observed at 12, 22, and 27 ˚C.  
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Figure S3. The levels of CO transcript after a drop from 22 to 12 ˚C relative to levels in plants 

that had remained at 22 ˚C. The drop from 22 to 12 ˚C occurred just after dawn on day 1. The 

daily averages of three time points (ZT0, 8, and 16) were compared.
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Figure S4. The spatial expression profile of FT changes with leaf age. The staining pattern of 

pFT:GUS plants aged two, three, four, and six weeks 16 hours after dawn after exposure to long 

days or short days for three days. Images were compiled from smaller microscope images as 

leaves were too large for a single frame. The traced images were used to determine percent leaf 

area stained, the un-traced images are shown for comparison. Leaves are ordered by relative leaf 

age, with one being the youngest. Scale bars = 2.5 mm unless indicated by an asterisk (* = 1 mm, 

** = 0.5 mm).  
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Figure S5. Leaf production slows during short-term exposure to cool temperatures. The average 

leaf number of plants exposed to 12 ˚C for two, four, or six days in long days relative to the 

warm-temperature (23.7 ˚C day, 22.9 ˚C night) control. 
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Chapter 5 

Concluding thoughts: It comes down to scale 

The interactions of internal and external stimuli regulate plant development 

My aim has been to understand how complex internal and external cues converge to regulate 

developmental shifts in plants. I began by exploring three known circadian outputs – diurnal 

growth, flowering, and cold response (Kinmonth-Schultz et al., 2013). Through this review, I 

discussed that whether a process is under tight control of the circadian clock depends on the 

dynamics of the immediate environment. For example, leaf growth seems to be buffered to 

dynamic fluctuations in temperature, showing a consistent rhythmic rate of expansion throughout 

its growth cycle (Poiré et al., 2010; Pantin et al., 2011). Root growth does not have the same 

degree of buffering, perhaps because the temperature of the soil is more stable, but also because 

root growth must respond to a heterogeneous environment in which available nutrients and water 

resources may be patchy (Walter et al., 2009). However, even rhythmic processes buffered by 

the circadian clock vary in their timing depending on environmental limitations. Rhythmic leaf 

growth peaks during the day in young Arabidopsis leaves when plants are photosynthesizing, 

because carbon, needed to build cell walls, is the limiting factor (Pantin et al., 2011). Peak 

growth occurs at night in older plants, when stomata are closed and water loss is decreased, 

because turgor, needed to drive cell expansion, is highest.  

Similar changes in rhythmic growth occur in the hypocotyls of young seedlings in Arabidopsis 

dependent on light quality, sucrose availability, and temperature (Stewart et al., 2011; Nomoto et 

al., 2013). The known mechanisms regulating hypocotyl growth help explain how a circadian-

controlled process may still respond flexibly to the environment. Hypocotyl growth is regulated 

through the PHTYTOCHROME INTERACTING FACTORS (PIF) 4 and 5 which are degraded 

under red light through PHYTOCHROME B (PHYB) in a clock-dependent manner (Nusinow et 

al., 2011). This gating limits PIF4 and PIF5 expression to shaded conditions during long days or 

to around dawn in short days (Farré, 2012).  However, sucrose can also stabilize the PIF5 protein 

throughout the day (Stewart et al., 2011). Considering both leaf and hypocotyl growth, it appears 

that the circadian clock serves both to buffer growth responses to dynamic environments, while 

also restricting the perception of some environmental cues to specific times of the day.   

The mechanisms regulating flowering are well understood for several environmental cues in 

isolation, and many affect a few key flowering regulator genes. The flowering pathway, 

therefore, can be used to explain how several environmental cues might converge on a clock-

mediated output to regulate development (Kinmonth-Schultz et al., 2013). We focused on 

FLOWERING LOCUS T (FT), a key component of photoperiodic (day length) perception in 

plants (Song et al., 2015). FT expression levels are tightly linked to flowering, and it is a key 

component of florigen, the messenger responsible for carrying environmental signals perceived 

in the leaves to the shoot apex where flowering is induced (Corbesier et al., 2007). To restrict the 

expression of FT to long days, the expression of its transcriptional activator, CONSTANS (CO), 

is repressed in the morning by CYCLING DOF FACTORs (CDFs). The CDFs are degraded in 

the afternoon in response to light in long days through the FLAVIN-BINDING, KELCH 

REPEAT, F-BOX 1 (FKF1)-GIGANTEA (GI) complex (Sawa et al., 2007). This releases 

repression on CO, facilitating FT expression. FKF1 and GI are both regulated by the circadian 

clock (Sawa et al., 2007). To ensure the CO protein signal is relegated to the long-day afternoon, 

the CO protein is rapidly degraded in the dark by the action of the CONSTITUTIVE 
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PHOTOMORPHOGENIC 1 (COP1) and SUPPRESSOR OF PHYA-105 1 (SPA1) E3 ubiquitin 

ligase complex (Zuo et al., 2011). Light quality, and possibly temperature, affects flowering 

through the Phytochrome family of proteins (phyB, phyD, and phyE) and through 

PHYTOCHROME AND FLOWERING TIME 1 (PFT1), which regulate CO as well as FT 

independently of CO (Iñigo et al., 2012). Cool ambient temperatures also act to suppress FT 

dependently and independently of CO through HIGH EXPRESSION OF OSMOTICALLY 

RESPONSIVE GENES (HOS1) and through SHORT VEGETATIVE PHASE (SVP) (Lee et al., 

2007, 2012; Jung et al., 2012). Heat and drought increase the expression of FLOWERING 

BHLH3 (FBH3), which is a family member of CO transcriptional activators (Rizhsky et al., 

2004). Finally, plant carbon status as well as exogenous sucrose application can affect circadian 

clock genes as well as FT (Usadel et al., 2008; Dalchau et al., 2011).  

There are several questions that follow from these studies. How do these mechanisms interact 

under a complex environment? Which pathways dominate? When might they act synergistically 

or antagonistically? Many of these studies were done in stable temperature environments (e.g. 

Sawa et al., 2007). If temperature fluctuations were applied, they were often applied daily for the 

life of the plant (e.g. Lee et al., 2012). Often, conditions were such that one pathway was 

saturated, dominating the flowering response (e.g. the photoperiodic pathway in long days, Sawa 

et al., 2007). These studies have yielded valuable insight; however, we are missing a more 

accurate portrayal of what may be happening in nature. A simpler question, which I begin to 

address below, is how do plants respond to multiple environmental cues when experienced in 

tandem? A more complex question, which remains to be answered, is how do environmental 

cues change over the lifetime of a plant? For example, when do summer annuals germinate, and 

how many leaves are they able to produce before day lengths become saturating? If long day 

lengths are not experienced until later in development, perhaps day length interacts with other 

pathways rather than dominating as is the case when seedlings germinate in long-day conditions. 

How does temperature change from germination to flowering? To better understand flowering in 

natural environments, we need to explore these complex interactions.  

 

How do plants sense and respond to multiple environmental factors? 

To begin addressing plant response in complex environments, I asked the following in my third 

(Kinmonth-Schultz et al., 2016) and fourth chapters: How do plants sense and respond to two 

environmental cues experienced together? Is it possible to predict plant response in a dynamic 

natural environment? In my first chapter, I proposed that a response in a complex environment 

could be decomposed into separate, predictable plant responses. To address this, I asked how the 

key flowering regulator gene, FT, would respond under different day length conditions, when the 

temperature fluctuated, such that the days were warm and the nights were cool. These conditions 

are closer to that experienced by plants grown in natural environments.  

Prior to beginning this study, we understood the photoperiodic (day length) regulation of FT, as 

described in the preceding section, under constant temperature conditions (Golembeski et al., 

2014). We understood as well, that growth in cool constant temperature conditions represses FT 

through the action of SVP and FLOWERING LOCUS M-β (FLM-β) delays flowering (Blazquez 

et al., 2003; Lee et al., 2007; 2013; Pose et al., 2013). We did not yet know how temperature 

cycles would affect FT and plant response when they were overlaid onto diurnal light dark 

cycles. From the prior data, we expected that FT would simply be suppressed after exposure to 
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cool-night temperatures. Surprisingly, we found a different pattern. FT was suppressed at dusk as 

expected; however, it was higher at dawn compared to the constant, warm temperature control 

(Figure 5.1). We demonstrated that this pattern could be decomposed into two separate 

processes. First, a drop in temperature that occurs during a 24-hour period seems to induce the 

transcription of CO through the activity of the FBH family of transcriptional activators (Ito et al., 

2012). The induction of CO mRNA and the subsequent production of CO protein is higher than 

that of CO protein degradation even at night, causing FT to be induced. This pattern of FT 

induction, is consistent with that of FT from plants grown in temperature cycle conditions in 

constant light. In those conditions, FT is high during the cool period of the cycle (Schwartz et al., 

2009). Second, both SVP and the FLM-β splice variant that aids SVP binding to the FT regulator 

regions are higher under cooler temperatures (Lee et al., 2007, 2013; Posé et al., 2013). This 

leads to suppression of FT under cool constant as well as fluctuating temperature environments. 

 

Figure 5.1. The behavior of FT in warm-day, cool-night conditions can be explained by the suppressive and 

inductive actions of SVP and CO, respectively. Under constant, warm temperatures CO protein induces FT 

expression (blue line) at the end of the day in long days (a). CO protein is degraded at night causing a rapid decline 

of FT in the dark. In warm-day cool night conditions, a drop from warm to cool temperatures stabilizes SVP protein 

and induces CO leading to higher levels of CO protein at night (b). Consequently, FT is suppressed by SVP and 

induced by CO. 

I incorporated these two mechanisms into an existing model of FT photoperiodic regulation 

(Salazar et al., 2009; Chew et al., 2014) and confirmed that they could recapitulate the pattern of 

FT response that we had observed in plants. Further, I clarified how this might occur. In order for 

an accurate simulation of the FT transcriptional profile, we assumed, first, that CO and SVP 

might act competitively at the FT regulatory regions. This is consistent with our emerging 

understanding of the complex regulation of the FT gene (Bratzel & Turck, 2015). Second, for 

SVP and FLM-β to suppress FT at dusk after 16 hours of warm temperatures, the degradation 

rate of their activity must be lower than production such that their activity is still high after 

several hours of warm temperatures (Figure 5.2). 

There remain several questions regarding temperature regulation of FT. What causes the strong 

induction of CO and how do the FBHs act in this process? One possible upstream mechanism for 

this is a change in membrane fluidity. Tension imposed on the cell membrane can induce gene 

expression changes, as in the pathogen response (Monshausen & Haswell, 2013). Rapid declines 

in temperature affect the fluidity and therefore surface tension of the membrane (Murata & Los, 
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1997). Further, how might the response of CO differ when temperature ramps gradually over the 

course of the day? Our model would show an induction of CO in these conditions, but does this 

occur in plants. Finally, does SVP, indeed, remain on FT regulatory regions over time as is 

predicted from our model? 

 

 

 

Figure 5.2. A degradation rate of SVP activity that is lower than its production is needed to explain suppression of 

FT at dusk in simulation. Even after several hours of exposure to 22 ˚C temperatures, simulated SVP remains higher 

at dusk after exposure to at 12 ˚C night (red line) than when in constant 22 ˚C temperatures (dashed, black line). The 

white and black bar indicates day and night. 

 

Integrating molecular and whole-plant responses to temperature can explain flowering in 

fluctuating temperature environments 

While we could describe the mechanistic regulation of FT in more natural warm-day, cool-night 

conditions it was not clear how this affected flowering. Flowering was delayed in these 

conditions relative to a constant, warm temperature control. However, flowering affects 

numerous plant processes, including plant growth and development (Parent et al., 2010). How 

much of the delay that we observed was due to FT levels? I explored this question in two ways. 

First, I asked whether FT levels could correlate to flowering across multiple conditions 

(Kinmonth-Schultz et al., 2016). I found that transcriptional levels of FT can be highly predictive 

of flowering across a range of day-length, temperature, and mutant lines (Figure 5.3). Qualitative 

observations linking FT expression to flowering had been made (Corbesier et al., 2007; 

Fernández et al., 2016). Simulation of FT area from models built based on observations of FT in 

long- and short-days, also correlated well with flowering in other day lengths (Salazar et al., 

2009). However, this was the first time that FT was quantitatively linked to flowering times 

across a range of conditions. 

Second, I considered accumulation of FT over time with plant development, again using a 

mathematical modeling approach. FT is produced in the leaves. From there it moves to the shoot 

apex where it induces the floral transition (Corbesier et al., 2007). The rate of leaf production is 

strongly related to temperature (Parent et al., 2010). As more leaves are produced, the amount of 

FT that is perceived at the shoot apex should increase. Under cooler temperatures, whole-plant 
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FT levels should be affected both by the direct regulation of FT gene expression as described in 

the preceding section and by slower leaf emergence and expansion. The Framework Model 1 

(Chew et al., 2014) describes photoperiodic regulation of FT as well as leaf growth and 

development as a function of temperature. The original version, FM-1, utilized thermal time to 

predict the timing of flowering. Thermal time is the accumulation of thermal units, or degrees 

Celsius per unit time, such that flowering is predicted to be faster during a warm growing season 

than a cool one. FM-1 modulates the rate of accumulation of thermal time by day length through 

FT resulting in Modified Photothermal Units (MPTUs), such that flowering is predicted to occur 

most quickly when temperatures are warm and days are long.  

I replaced the MPTU component of the model with direct accumulation of FT with leaf tissue 

production. I incorporated temperature regulation of simulated FT expression as described in the 

preceding section. This approach better predicted flowering in fluctuating temperature 

environments in long days than did the thermal unit approach (Figure 5.4).  

As I mention in chapter one, some form of thermal time has been widely incorporated into 

models used to predict plant phenological shifts (Lehenbauer, 1914; Ritchie & Otter, 1985; 

Jamieson et al., 1998a,b; Chuine, 2000; Jones et al., 2003; Wilczek et al., 2009; He et al., 2012; 

Kumudini et al., 2014). Frequently, day length and vernalization are incorporated by modifying 

the rate of accumulation of thermal time. However, these model often need to be reparameterized 

for new conditions (Piper et al., 1996). For example, using thermal time, FM-1 fits well in some 

conditions when the influence of nighttime temperatures is excluded or reduced (Wilczek et al., 

2009; Chew et al., 2012). For our warm-day, cool-night conditions, FM-1 better predicted 

flowering when nighttime temperatures were reincorporated.  

 

 

Figure 5.3. FT levels correlate with the timing of flowering. The timing of flowering, determined by the number of 

leaves produced before a visible flowering stalk (bolt) is produced is plotted over daytime FT expression, calculated 

as the area under the curve over a 24-hour period. Inset the linearized form of this data showing the correlation. 

Black circles are wild-type and mutant plants from the Columbia-0 background grown in multiple day length and 

ambient temperature conditions. The open circles are two other wild-type strains Landsberg erecta, and 

Wassilewskija-2 in long days in two different temperature conditions. 
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Figure 5.4. Simulating FT accumulation as a function of temperature and leaf tissue production improves the 

modeled fit compared to a Modified Photothermal Unit (MPTU) approach. The difference between predicted and 

observed days to bolt (residuals) plotted over three nighttime temperature treatments. Daytime temperatures were 

22˚C. The original model (FM-1) predicted earlier than observed flowering in both 12 and 17 ˚C nighttime 

temperature conditions for Columbia-0 (Col) and Landsberg erecta (Ler) (a). This trend was reduced when MPTUs 

were replaced with direct temperature regulation of FT gene coupled with accumulation of FT with leaf tissue 

growth (b). 

Incorporating the underlying mechanisms of plant response could reduce the need to 

reparameterize (White, 2009; Boote et al., 2013). Our approach – direct temperature regulation 

of FT coupled with whole-plant FT accumulation – is consistent with models that use day length 

and vernalization to influence the final leaf number, while temperature influences the 

developmental rate (Brown et al., 2013).  FT is a known component underlying the influence of 

day length and vernalization on final leaf number (Amasino, 2010; Song et al., 2015), and our 

approach suggests that direct temperature regulation of FT should be considered as a factor in 

these models as well. We further suggest that growth, resulting in the accumulation of gene 

products, is the underlying factor in the accumulation of thermal time.  

Several questions remain that could help to clarify this approach. Do all leaves that express FT 

contribute to flowering? In grains, such as in rice, the flag leaf which is situated just below the 

spike, contributes a majority of the photosynthates to the developing grains (Li et al., 1998). 

Could there be a similar distribution for florigen? How does FT protein or the effect of FT at the 

shoot apex accumulate over time? Whole plant analysis of FT mRNA shows that it cycles, rising 

from and declining to basal levels each day. However, the FT expression must be induced for 

several consecutive days for flowering to occur (Corbesier et al., 2007; Krzymuski et al., 2015; 

Kinmonth-Schultz et al., 2016). Either the protein or the effects of FT on the chromatin of shoot-

apex genes accumulate. How stable is this effect? Answering these questions will help clarify 

spatial as well as temporal regulation of FT and its influence on flowering in fluctuating natural 

environments.  
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Analyzing flowering regulation over a range of spatial and temporal scales 

Considering both molecular regulation as well as whole-plant integration of FT can improve 

model predictions of flowering in some conditions. Taking such a whole-plant scale approach 

also provides an avenue on which to build further mechanistic understanding of climactic 

regulation throughout the growing season. In chapter four, we demonstrated that FT is highest in 

the first few true leaves produced, while later leaves produce only basal levels of FT. As leaves 

age, their FT levels also decline. When this behavior is incorporated into the model, whole-plant 

levels of FT eventually decline as the plant produces more and more leaves. This results in a 

plateau of accumulated FT (Figure 5.5). If FT plateaus before the threshold is reached, flowering 

does not occur. This is the case when FT is suppressed in shorter day lengths or under cool, 

constant temperatures. Had we not considered leaf age in FT expression, FT would eventually 

reach the threshold in all conditions, predicting flowering.  

 

 

Figure 5.5. Simulated flowering occurs when accumulated FT reaches a pre-set threshold. Simulated (sim.) FT 

accumulates most quickly in long-day, warm temperature conditions (LD22 ˚C). It does not reach the plateau in 

short- (SD) or 12-hour (MD) day lengths, or in long days under cool temperatures (LD12 ˚C). The horizontal black 

bar is the pre-set threshold of FT determined by flowering times in LD22 ˚C conditions.  

The fact that the model fails in these conditions is expected. FT is highest long-day conditions 

and other factors are thought to play a role as plants age (Blazquez & Weigel, 2000; Fornara & 

Coupland, 2009). Using a modeling approach, we can explore how these different flowering 

regulators interact with themselves and with climate throughout the lifetime of the plant. As FT 

declines, other factors may increase in the leaves or other plant tissues. Sucrose was long thought 

to be a florigen as carbon metabolites were found to increase at the shoot apex around the time of 

the floral induction (Golembeski et al., 2014). Now, TREHELOSE-6-PHOSPHATE, a carbon 

metabolite intermediate, is thought to function both in long and short days to regulate flowering. 

In short days, it is thought to act directly at the shoot apex to control levels of SQUAMOSA 

PROMOTER BINDNG PROTEIN-LIKE (SPL) gene family members as well as miR156 (Wahl et 

al., 2013), components of the age-dependent pathway (Fornara & Coupland, 2009). Carbon 

metabolism, in terms of both growth and pools of non-structural carbohydrates is affected by 

climate in complex ways (Wingler, 2015; Pilkington et al., 2015). While it seems that long-day 
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photoperiods may override this pathway (Fornara & Coupland, 2009), it would be interesting to 

understand how the both pathways interact in intermediate day lengths. Further, like FT, 

gibberellic acid (GA) is a graft-transmissible signal (Regnault et al., 2016). GA is involved in 

inducing flowering in short days (Wilson et al., 1992) as well as under low constant (15 ˚C) 

temperatures independently of FT (Galvao et al., 2015). GA may act down stream of NO 

FLOWERING IN SHORT DAY (NFL) (Sharma et al., 2016). Interestingly, GA biosynthesis is 

negatively regulated by SVP at the shoot apex (Andres et al., 2014), while GA positively 

regulates LFY at the shoot apex to promote flowering (Blazquez & Weigel, 2000). 

In addition to other florigen-like factors, a second factor that may contribute to flowering as 

plants age is sensitivity of genes at the shoot apex to the florigen signal. This, again, is likely 

influenced by climate. For example, in short-days, high temperatures are proposed to reduce 

activity of SVP at the shoot apex, causing flowering despite lower levels of FT (Fernández et al., 

2016). At the shoot apex, SVP suppresses SUPPRESSOR OF OVEREXPRESSION OF 

CONSTANS (SOC1), which is positively regulated by FT, and which activates LEAFY (LFY), a 

key player in the floral transition (Schmid et al., 2003; Lee et al., 2008; Jang et al., 2009). FT 

also activates APETALA1 (AP1) at the shoot apex (Lee & Lee, 2010). AP1, in turn, is involved in 

the down regulation of TERMINAL FLOWERING1, a homolog of FT. TFL1 is thought to 

compete with FT for binding with FD, causing suppression of LFY, as well as AP1, forming a 

negative feedback loop (Kaufmann et al., 2010; Wickland & Hanzawa, 2015). Both the decrease 

in SVP and TFL1 would likely decrease the threshold amount of FT needed to induce flowering. 

Like SVP, TFL1 may play a more active role under cooler temperatures, as lines containing the 

tfl1 mutation showed a stronger flowering phenotype at 16 ˚C compared to 23 ˚C (Kim et al., 

2013). Wenden et al. demonstrate that a changing threshold due to different allelic variants of 

LATE FLOWERING in Pea, a homologue of TFL1 in Arabidopsis (Foucher et al., 2003), can 

contribute to accurate prediction of flowering times (Wenden et al., 2009). I propose that climate 

can act to influence flowering in a similar manner.  

Considering both mobile, florigen-like signals and threshold sensitivity at the shoot apex, a more 

likely model would be one in which a few different floral signals increase at the shoot apex over 

time, coupled with a decline of the threshold needed to induce flowering. Which floral signal is 

dominant would depend on the climactic cues. The threshold requirement at the shoot apex 

would likely change both with climate and with developmental time. An important next step is to 

determine how the levels of flowering regulators change in later produced leaves and at the shoot 

apex over the lifetime of the plant.  

When considering temporal seasonal scales, it is necessary to consider how climactic factors 

might change in their interactions over the season. Molecular analyses of flowering pathway 

components are often done on young plants, in conditions in which one factor may be saturating 

(such as in long day lengths), or in stable conditions (e.g. Blazquez et al., 2003; Sawa et al., 

2007). In nature, day length, light quality, and temperature are all constantly changing. Here 

insights can be gained from agricultural studies performed to understand the complex 

interactions between multiple cues. For example, detailed analysis of wheat led to the 

observation that long-day photoperiods suppress flowering in the fall in winter annuals, while 

promoting flowering after vernalization has occurred (Brooking & Jamieson, 2002). Similar 

interactions between climate variables have been observed in other plants. Fluctuating ambient 

temperatures may be enough to overcome the vernalization requirement in Arabidopsis 
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(Burghardt et al., 2016), while longer vernalization times can allow flowering in shorter 

photoperiods in Beta vulgaris ssp. Maritima (Van Dijk, 2009).  

The reasons for some of these climactic interactions is unclear, and for this, considering longer, 

evolutionary time scales may be useful. For example, day length or light-intensity can influence 

dormancy or the onset of the cold response (Franklin & Whitelam, 2007). Likely, this is because 

cold temperatures and light quality changes occurred simultaneously and predictably over 

several generations. Approaching some of these other climactic interactions in a similar way 

could yield new insights. One proposed reason that high temperatures reduce SVP at the shoot 

apex and promote flowering despite lower levels of FT is to enable flowering under drought 

conditions as an avoidance mechanism (Fernández et al., 2016). This behavior is consistent with 

the different growth habits of Brassica rapa populations from wet and dry sites (Franks et al., 

2007; Franks & Weis, 2008). Those that had experienced drought for several generations 

flowered earlier and at a smaller size than those that had not. It would be interesting to compare 

the protein profiles of SVP homologs and expression of flowering genes at the shoot apex 

between these two populations both in well-watered and drought conditions, and over 

developmental time. Some comparisons of natural populations are already yielding differences in 

known regulators, such as with the cold response (Gehan et al., 2015).  

Phenological regulation is clearly complex. Internal and external factors converge to regulate the 

timing of phenological events. Systematically considering different scales of regulation – 

molecular, physiological, and whole plant, as well as seasonal and evolutionary time – could 

improve our understanding. Mathematical models can aid in this process, while detailed 

observations of agricultural crops over the growing season could yield new insights for 

molecular studies. 

Finally, I would like to come back to the need I stated in chapter one: to be able to better predict 

plant response in complex environments. A common resistance to incorporating detailed 

molecular mechanisms into models is that doing so requires several new parameters (Zheng et 

al., 2013). This is true. Basic thermal time models have two to four parameters (Kumudini et al., 

2014), while molecular pathways need terms describing the rate of induction, degradation, or the 

relationships between genes (Welch et al., 2003; Salazar et al., 2009). For these reasons, I do not 

suggest that full molecular pathways be incorporated into crop models. Crop modelers can begin 

with the models they have, and adjust them based on insights gained from mechanistic models in 

model species (e.g. Brown et al., 2013). For example, our model demonstrated that short-term 

drops in temperature could promote flowering to some degree through induction of FT. Based on 

this, temperature fluctuations could be given a net positive influence on the developmental time 

(leaf number) at which the vegetative to reproductive shift occurs, while average temperatures 

could still influence the rate of leaf emergence. Mechanistic models can also help to clarify the 

influence different allelic variants to determine the weight of parameters used to describe 

different cultivars in more traditional crop models (e.g. Zheng et al., 2013). Finally, if modelers 

find that adding mechanistic regulation would be useful, it may not be necessary to add full 

pathways. For example, in our model, temperature influences CO directly rather than through 

regulation of FBH and other upstream components. Using such a gradual, additive, á la carte 

approach would be more tenable than trying to build – and run – a complex mechanistic plant 

simulation.  
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