
c©Copyright 2013

Daril Vilhena





Boundaries and dynamics of biomes

Daril Vilhena

A dissertation
submitted in partial fulfillment of the

requirements for the degree of

Doctor of Philosophy

University of Washington

2013

Reading Committee:

Carl Bergstrom, Chair

Chris Sidor

Tom Daniel

Peter Hoff

Program Authorized to Offer Degree:
UW Biology





University of Washington

Abstract

Boundaries and dynamics of biomes

Daril Vilhena

Chair of the Supervisory Committee:
Professor Carl Bergstrom

Department of Biology

Species are packed into biogeographic zones, where evolution can effectively operate in-

dependently to forge evolutionary novelty. Biomes are perhaps the most relevant unit of

evolutionary progress, with the vast majority of evolutionary radiations being constrained

within their walls. A fundamental question in Macroecology is how biomes historically

assembled and why species are distributed in them as they are. First, quantitative method-

ology to delineate biomes are proposed here to identify where biomes are and have been.

Second, extinction is studied as a process that contributes to biome turnover. Third, the

Phanerozoic fossil record is assessed for biases that need to be overcome to delineate the

shifting spatial boundaries biomes over 500 million years.
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Chapter 1

INTRODUCTION

1.1 Macroecology as an emerging discipline

Biologists have long recognized the macroecological organization of the natural world. From

ecological communities to collections of communities (metacommunities) to collections of

metacommunities (biomes), the planetary biota is structured hierarchically. The study of

this inherent biogeographic structure in the natural world is a pillar of the natural sciences,

and biogeographic units at any spatial scale often serve as units for analysis across myriad

disciplines in the ecological sciences, from quadrats to localities to grid cells that span vast

areas.

The term “biogeographic unit” therefore corresponds to real biological divisions that

vary with spatial scale. In the oregon coastline, a 1x1 meter plot is an intertidal strip, a 5x5

meter plot is the rocky intertidal, a 100x100 meter plot incorporates a sandy beach, and 1x1

km plot adds in foredune forest and an estuary. Though these heterogeneous components

are all ecologically connected, the scale we study determines our conclusions [172]. To study

emergent biogeographic phenomena requires identification of biogeographic structures at the

scale of interest, and assessment of the interconnectivity between those structures.

Given a collection of biogeographic units at any spatial scale, the challenge is to extract

insight from those data to reveal spatial patterns in the biota. A variety of problems of could

be tackled with an arsenal of methods, for example: the tendency for trees in a forest to

cluster together, the correlation of climatic factors with species range limits, the inference of

ecological interaction between species from overlapping species range data, the correlation

of biological richness with increased plot size, and even determining what factors create the

biogeographic units used for analysis. The study of these properties, in time and space, was

coined “Macroecology” in 1989 by James Brown in a seminal paper in Science [23, 22, 82].

Since its inception, Macroecology has been recognized as one of the fastest growing fields
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in Ecology with perhaps the most broadly applicable relevance to disciplines throughout the

life sciences. However, as a primarily quantitative, theoretical discipline, the greatest chal-

lenges remain in the discovery of quantitative methodology to enable the most interesting

hypotheses to be rigorously scrutinized.

Perhaps the greatest challenge in Macroecology is why the biota are partitioned hierar-

chically as they are and what macroevolutionary and geological factors have forged those

boundaries, and how those boundaries have been created, altered, and destroyed. For ex-

ample, plant lineages that collectively create the Cerrado, the world’s most species rich

tropical savannah, coincides with a proliferation of C4 grasses and the global expansion of

the savvanah biome [150]. The Cerrado is hypothesized to have formed in situ through

rapid adapatation to fire from a multititude of lineages [150].

These processes have undeniably had a major role in forging macroevolutionary novelty

-biogeography is at its heart the boundaries by which evolution operates and the local

ecological ruleset by which evolutionary novelty can be achieved. In this dissertation, I tackle

the practical methodological challenges that inhibit our understanding of the assembly of

every biome, past and present.

1.2 Delineation of realms, biogeography, and biomes

Alfred Wallace was the first to demarcate the major biogeographic regions of the Earth,

and his six biogeographical regions formed the basis for those used today (Fig. 1). Wallace

based his divisions of the Earth on his intuitions about the regional fauna, and the limited

geographic range data available to him. Since then, biologists have sought abiotic, evolu-

tionary, and ecological explanations for the boundaries that divide the Earth into functional

subunits.

Agglomerative clustering superseded intuition when Edwin Hagmeier released twin pa-

pers in 1964 and 1966 [54, 53], and this approach has formed the basis for the standard

methodology in use today [89]. First, he recorded a species-locality matrix, where each

entry in the matrix Mij is 1 if species j occurs in locality i, and 0 otherwise. He built a

distance matrix from the pairwise distances between each row vector in this matrix and used

an agglomerative clustering method to produce a coarse hierarchical representation of the
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Figure 1.1: Alfred Wallace’s six biogeographical regions. Technically, Wallace borrowed the
six regions from Philip Sclater (who did it for birds), but Wallace gets the credit because
he did it for groups of animals that were more suitable for biogeography.

distances between localities. He noticed that where he cut the tree produced biogeographic

structures of different scale.

One might suspect from Hagmeier’s pioneering work that quantitative divisions of the

Earth would take over as the norm and enable the testing of fundamental hypotheses in

macroecology. However, while the division of fauna and flora into biogeographic units, at

any spatial scale, seems like a well-defined quantitative problem, the data are plagued by

inconsistent taxonomy, coarse spatial resolution, and spatial autocorrelation. For paleon-

tological studies, which one must tackle in order to deduce the dynamics that led to the

present, fossilization processes can erase occurrences of taxa at huge spatial scales, system-

atically biasing estimates of biogeographic delineations.

These practical challenges have forced quantitative biogeography into relative obscurity.

Quantitative methods are rarely used for large-scale studies due to limited data that are

fraught with biases, though immense progress has been made for mammals, amphibians, and

birds, where conservation effort has fueled an enormous drive to measure the distribution

of those animals. Less preferable approaches that do not use geographic data from the

species directly have been developed: large-scale biomes can be assembled from pixel color

differences in satellite imagery data, and the best available database of biome structure in

the world was assembled from the opinions of thousands of regional experts (Fig. 2).

While such approaches are certainly sufficient to provide a rough approximation, they
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Figure 1.2: Delineation of plant biomes from thousands of expert opinions.

fail to provide the rigorous platform by which we can quantify what a biome is and deduce

what forces have created what we have quantified.

1.3 To study biome dynamics requires new methodology

In this thesis I spend three chapters developing methodology and gauging the obstacles

that, if surpassed, would enable the measurement of historical biome boundaries and then

facilitate the creation of models to test what processes altered those boundaries in geological

time.

In Chapter 2 the core machinery is developed: a network based approach that is in-

tuitively simple but softens the effect of many of the biases that have plagued analysis of

many biogeographic datasets. This is fundamentally based on the idea that the number of

shared species between two regions is not necessarily always a good indicator of biological

similarity. Ecologically, competition between species may prevent co-occurrence between

species at small to medium spatial scales, despite that those species belong to the same

biogeographical unit. Biomes also span enormous latitudes - it is rare for a specific plant

species to be spread entirely throughout the North American Grasslands. This reveals the

broader issue of biomes containing heterogeneous internal climates that affect individual
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species, but rarely lineages within the biome. In the fossil record, taphonomic processes can

obscure co-occurrence relationships - for example, aragonitic and calcitic shells may not be

preserved together in some lithological settings [80]. Here, global biomes are constructed

for amphibians and the classical plant biomes are identified for the United States, which is

a challenge that shared-species based clusterings have been unable to delineate.

In Chapter 3 the network methods developed in Chapter 2 are used to test a changing

biome hypothesis in the fossil record. The Cretaceous-Paleogene (K/PG) was Earth’s last

great mass extinction, which caused enormous diversity loss and immense changes to the

composition of the planetary biota in both the terrestrial and marine realm. Biomes change

very slowly - so the mass extinction provides an excellent model system to test whether

biomes can differentially buffer extinction - suggesting an emergent property of biomes

rather than greater resistance to extinction of individual lineages. Extinction may be one

of the largest macroevolutionary forces that shapes the composition of the biota.

In Chapter 4 the extent of spatial biases in the entire marine fossil record is quantified

and studied. To develop theories of biome change grounded in historical biogeographic

data requires enough data to distinguish biological signal from sampling artifact. New

methods will be required to create fossil datasets that can be used to propose biogeographic

boundaries in time and space, and the analysis in this chapter is intended to provide a

guideline for where and when in the fossil record such methods will be successful.
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Chapter 2

BEYOND SIMILARITY: DELIMITING BIOMES WITH NETWORKS

Daril Vilhena, Alexandre Antonelli

Species turnover measures are often used to quantify biodiversity patterns. However,

when delimiting biomes from biogeographic data, clusterings of species turnover matrices

appear to miss many biome-level regions. Biomes are challenging to identify from distribu-

tional data because they often contain climate heterogeneities and span massive latitudes,

complicating the inference of their boundaries with measures based on shared species. To

resolve this, we describe a network-based approach for biome delineation that incorporates

complex, “higher-order” presence-absence patterns, and use it to detect amphibian biomes

of the world with a dataset of c. 6,100 amphibian species, the classical plant biomes of

North America with a dataset of c. 17,600 vascular plant species, and a published hypo-

thetical dataset that contains a zone of faunal interchange. Our findings suggest that i) our

approach can help resolve the debate over biome boundaries and their nomenclature, and ii)

a network-driven approach for describing presence-absence relationships offers biogeography

a new avenue for extracting biodiversity patterns from distributional data.

2.1 Introduction

Much attention has been devoted to develop methods that can confidently assign individuals

to populations [15, 57], and then group those populations into phylogenetic entities that

deserve the status of species or evolutionary units [95, 34]. How species then co-exist

and co-interact to build biomes, of similar eco-physiological and climatic characteristics,

and eventually realms, is considerably less understood [119, 118, 150, 32]. Most (macro-

)ecological and biogeographic studies take for granted the identity of biomes as well known

and accepted from African savannas to artic meadows or tropical rainforests. Yet, there

is no consensus on how to best delimit biomes, nor which terminology should be used for
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referring to them collectively (including terms such as zoo/phyto-geographic regions, biomes,

ecosystems, ecozones) or individually (see [65] for examples of different denominations of

Neotropical biomes, such as the Cerrado vs the Brazilian savanna and the Pramo vs Puna

vs high-altitude grasslands).

This lack of consensus and analytical development is surprising, given that biomes form

the basis for the study of evolutionary, ecological, and geological processes that spatially

structure the biota. A biome-based approach in macro-ecology can be used to assess the

extent to which lineages are able to cross major ecophysiological barriers over evolutionary

time, i.e. their degree of biome or niche conservatism in the sense of Wiens [174, 173, 88, 31].

This approach also offers important advantages in conservation biology as compared to the

analysis of single lineages, not least in species rich tropical areas such as seasonally dry

tropical forests [161] where efforts may be better directed towards protecting remaining

patches of threatened biomes than focusing on particular species. Evidence is growing that

different biomes will be affected differently by climate change [143], so understanding their

origins and evolution may provide further indications of their expected resilience.

A data-driven approach for resolving the lack of established nomenclature and bound-

aries for regional biomes should draw on the rich history of establishing boundaries between

arbitrary biogeographic zones. Since Wallace and his contemporaries [170], biologists have

sought to delineate geography into biogeography. Deductive approaches developed early on

were later made analytical [54]. However, the detection of BUs, and therefore biomes, is

impacted by how we choose to quantify biogeographic structure, which for several decades

has chiefly been a variety of species turnover measures based theoretically on beta diversity

[171, 87, 54, 89]. Species turnover, as measured by set-based similarity measures such as the

Jaccard [78], Sørenson [36], and β-similarity [87], quantifies the relationship of one region

to another, typically by dividing the number of shared species between two regions by some

measure of the total species in both regions.

Despite their widespread use, species turnover measures can miss intricacies of distri-

butional data that are relevant for biome detection. First, turnover increases on average

with distance from a source, potentially confusing a property of finite ranges with increased

disparity [104]. Second, for small spatial scales turnover can overestimate disparity due
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to competitive exclusion, spatial clustering, and environmental gradients [167]. Though

this problem can be reduced with large plot sizes, the problem can persist even for large

spatial scales. Furthermore, competitive exclusion can create geographic boundaries be-

tween species that cohabit the same biome. Third, some biomes span many degrees of

latitude, such as the North American Rocky Mountains and American Great Plains, and

can contain climate and environmental heterogeneities that can cause endemics to occupy

non-overlapping fractions of the biome. Fourth, differences in taxonomic sampling can in-

flate turnover. For example, taxonomic standards may differ within biomes for rare species.

For deep time studies, marine fossil assemblages may for instance not co-preserve aragonitic

and calcitic shells. These processes collectively bias turnover measures, because the number

of shared species cannot always be trusted as good gauge of biogeographic membership.

Here we adapt a new approach that uses associational networks to minimize the problems

described above and extract more community-level information from distributional data.

We find that this representation of the data can be used to detect biome-level regions in

two well-sampled and cleaned datasets: all amphibians at a global level and most plants

in the United States of America. The datasets are aggregated at different scales (global

versus country) and grain (two degree grid cells versus US counties) and contain vastly

different sampling methodologies. Yet, all produce results that are strikingly comparable

with opinion-generated biome delineations. Our findings suggest that distributional data

can be mined for more than the number of shared species between regions to improve the

delineation and nomenclature of the world’s biomes.

2.2 Associational network of species distributions

A bipartite network has two disjoint sets of nodes with no links between nodes of the

same set. Many biological systems have been abstracted as bipartite networks, such as

plant-pollinator interactions inferred by visitation [14], sexual contact between heterosexual

partners [43], and interactions between prey and bait proteins generated by yeast two hybrid

screening [162].

The geographic relationships between species and localities can also be abstracted as a

bipartite association network, where links are the occurrences of species within geographic
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Species 1

Species 2

Species 3
Species 4

Locality 1

Locality 2

Locality 3

A

B

Figure 2.1: Occurrence networks. A) An example bipartite occurrence network. Species
1 and 2 jointly occur in Locality 1 and 2, which creates a 4-path that loops, while Species 3
and 4 share a 4-path that does not loop, revealing that an intermediary species “connects”
the two. B) An abstract visualization of the amphibian network. Widespread species act
as highways between biogeographic realms, creating links between clusters. Node positions
determined by the Force Atlas algorithm in the Gephi package.

locations. Interpretations derived from analyses of presence-absence networks are compa-

rable with plant-pollinator networks, because relationships between entities of the same set

are associational, such as co-visitation versus co-occurrence. Second order relationships in

presence-absence networks are paths of lengths two, or 2-paths. The number of 2-paths

between species is the number of times those species co-occur, while the number of 2-paths

between a pair of localities, regions, or grid cells is the number of species shared by both

grid cells. A more complicated pattern is the number of joint occurrences, where two species

occupy the same two localities. The number of joint occurrences can be measured as the
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number of 4-paths that complete a loop (Fig. 1A). These relationships can be combined

to reveal properties of geographic ranges. For example, the number of 3-paths between a

species A and locality B divided by the number of 2-paths exiting from species A is the frac-

tion of co-occurrences of species A that also occupy locality B. By setting up the machinery

to capture “higher-order” patterns, we can detect complex patterns of presence-absence.

The adjacency matrix A of this network formally expresses species occurrences, and is

written

Aij =


1 if node i is linked with node j

0 otherwise.

(2.1)

Because species cannot occur in species and localities cannot occur in localities, the upper

left block and lower right block in this matrix are entirely zeroes, if the rows and columns

of the matrix are ordered first by species (1...n) and second by grid cells (n + 1...n + m),

producing a square matrix with n+m rows and n+m columns. This is written

A =

 0 B

BT 0

 , (2.2)

where B is the binary presence-absence matrix, in which rows are taxa and columns are

localities. The square of the adjacency matrix A gives the co-occurrence matrix C between

taxa as the upper left square, or number of co-occurrences between pairs of species, and the

matrix of shared species S as the bottom right square, or number of shared species between

pairs of grid cells

A2 =

C 0

0 S

 , (2.3)

where elements in the upper right and lower left squares of the matrix are zeroes because

2-paths are exclusively between species and species or locality and locality. Total paths

of length i between nodes can be expressed by raising the matrix to the ith power. By

formulating the data in this way new measures can be derived and tools from network
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theory can be readily applied – perhaps most importantly motif (small-scale patterns) and

community (large-scale patterns) detection algorithms.

2.3 Delimiting biomes with networks

By abstracting species distributions as a network, we can incorporate complex presence-

absence relationships into our delineation, whereas with turnover measures only the per-

centage of shared species can be included. In the occurrence network, biomes appear as

groups of localities and taxa that are highly interconnected. Figure 1B shows the network

of native amphibian species and two degree grid cells. In this network, the broad spatial

separations of clusters represent the realms, while the biomes are colored differently within

each larger cluster. The links that cross between realms correspond to widespread species

that inhabit multiple biomes on multiple realms and continents.

To classify biomes we must hierarchically classify groups of species and grid cells into

realms and biomes. To do this, we borrow from the techniques developed in network science,

where there has been enormous progress to develop fast and accurate clustering algorithms

to hierarchically partition groups of nodes into clusters. Among candidate algorithms, the

map equation is one approach that can be extended to bipartite networks [138, 139], making

it an ideal first choice for biome delineation. The map equation is a general approach that,

for our purposes, corresponds to an intuitive process. First, a scientist chooses a random

grid cell. She then randomly chooses a species found in that grid cell. She then examines

the geographic range of the species, and selects a grid cell at random from that species

geographic range. She repeats this process iteratively and exhaustively. In biota with

substantial biogeographic structure, she would spend long intervals of time within biomes,

crossing only when she selected a cross-biome species.

If she would like to communicate a list of the grid cells and species she chose, it would

save her time to simply list the biomes she visited. The map equation optimizes how much

information is lost in the compression from a list of grid cells and species to a list of biomes

versus the bandwidth saved by communicating a shorter list of visits. The map equation

has been extended to deal with hierarchical partitions, which we used for the amphibian

data to reveal realms and biomes [138, 139]. The software packages for the two-level and
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hierarchical approaches are available online (http://www.mapequation.org).

2.3.1 Global amphibian biomes

As a first empirical test case, we applied a network clustering algorithm to the IUCN

amphibian range database, which contains range shape files for each amphibian species.

Only native ranges were used for the analysis. We chose to analyze distributional data for

amphibians [66] because we expected that the eco-physiological tolerance of the c. 6100

included species should be narrower than that for e.g. mammals or birds, and therefore

more closely track biome-level regions. Moreover, this would allow a direct comparison

with the recent study by [63], where both species distribution data alone and combined

with phylogenetic information was used to infer zoogeographic regions and realms on a

global level.

2.3.2 United States plant biomes

Our second empirical test was performed using the United States Department of Agricul-

ture (USDA) county-level vascular plant database, which contains the presence or absence of

each species in most US counties. These data are ideal as a benchmark because they contain

several challenges for computational methods. First, United States county sizes are longi-

tudinally biased, with larger counties in the west and smaller counties in the east. Second,

plant distributions are aggregated differently across states, causing systematic compositional

biases across state borders. Third, the focus of the dataset is also different between states,

with clusters of counties that are poorly sampled. No quantitative delineation of these data

are available for direct comparison, so we compared our results with the best recommended

method from a recent survey [89].

2.3.3 Similarity approach

To compare with our network delineation, we applied the βsim measure to the data, written

1− a
min(b,c)+a . Here a is the number of shared species between two species assemblages and

b and c are the total unique species for each quadrat, locality, grid cell, etc. Note βsim is 0
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when the species assemblages are either identical or the smaller assemblage is a subset of

the larger assemblage, and βsim is 1 when the assemblages contain no shared species.
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Figure 2.2: Hypothetical transition zone. A) Species range data across a line of grid
cells. Evident in the data are two faunas which blend together in a transition zone. B) The
best representation of the data is as two or three clusters, but three causes the transition
zone to appear as a distinct biogeographic region. C) In the network clustering, the best
representation is as two or four clusters, with four being optimal (shown). In the optimal
partition (four clusters), the transition zone is clustered alone but without any species,
revealing it as a zone that does not definitively belong to either fauna. In the two cluster
solution, the grid cells are divided evenly between the faunas. The colors indicate the
number links each node has - grid cells with higher richness and species with larger ranges
are more red, while grid cells with less richness and species with smaller ranges are more
blue. The sizes of the nodes are similarly proportional. “G” denotes grid cell, “N” denotes
Northern species, and “S” denotes southern species. Node positions were determined with
Force Atlas algorithm in the Gephi software package.

2.4 Hypothetical transition zone

We used a recent conceptual dataset to illustrate key differences between the network ap-

proach versus the species similarity approach. In a recent commentary [90], this dataset

was used to showcase the potential pitfalls for selecting the wrong number of clusters. In

their case, this choice either caused or did not cause a transition zone to appear as a distinct

biogeographic region, illustrating the danger of classifying transition zones as distinct bio-

geographic regions. The data hypothetically illustrates a transition zone, where the most
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widespread species in a Northern and Southern fauna co-occur in a transition zone (Fig.

2A). Using beta-similarity and UPGMA, the transition zone is engulfed by the Northern

realm for a choice of two clusters (the data are symmetric, so if the matrix rows are swapped

the transition zone is engulfed by the Southern realm), and the transition zone is a distinct

cluster if three clusters are chosen (Fig. 2B).

Applying network clustering algorithms (map equation) to the data results in an optimal

partition of four clusters: one contains all of the Southern fauna and grid cells 1-14, one

contains all of the Northern fauna and grid cells 17-30, while grid cells 15 and 16 each form

their own cluster (Fig. 3C). This partition is slightly preferred over the two cluster solution,

which evenly cuts the data into two biogeographic zones. This example reveals the benefit

of clustering both species and grid cells together, as opposed to clustering grid cells with

distances proportional to the number of shared species - grid cells 15 and 16 can easily be

identified as transition zones because no species are clustered with them (Fig. 2C).

2.5 Global amphibian biomes

Our analysis identified 10 zoogeographic realms and 55 biome-level regions as an optimal

representation of the full amphibian distribution data (Figure 3A). To illustrate how well

range limits reflect biome structure, we colored geographic ranges by the region they were

assigned (Figure 3B). This differs from the species turnover measure pβsim approach in

Holt et al. [63], which identified 19 as optimal. Our analysis identifies both Wallace’s and

Weber’s line, but Weber’s line emerges as the boundary between the Oceanian and Oriental

faunas. Our approach reveals Sulawesi and the islands between Wallace’s and Weber’s line

as distinct subregions of the Oriental realm.

2.6 Classical United States plant biomes

The United States Department of Agriculture (USDA) plant database comprises X native

vascular plants spread throughout Y United States counties. We delineated biome structure

for all native plants, native trees, and non-tree native plants.

Species similarity approach. To compare our network-based clustering with a con-

ventional species similarity approach, we opted for the methodology selected as best in a
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Figure 2.3: Clustering biomes. A) Amphibian biogeographic regions of the world deter-
mined from geographic range data. Similar colors indicate membership to a higher level
realm. Our analysis used two degree grid cells and purged islands that Holt et al. [63]
excluded, such as Jamaica. B) Species range limits colored by region. Close regions were
given opposing colors to highlight boundaries and boundary mixing. Each geographic range
polygon was plotted with a low opacity (0.1), from largest to smallest, so that regions with
more species would appear brighter. C) Phylo-distributional similarity based approach to
determine realms and regions. D) Distributional similarity based approach to determine
realms and regions.

recent methods review by Kreft and Jetz [89]. To apply this approach to our data, we

created a matrix of counties and computed the beta-similarity between each pair of US

counties with species data. This measure is considered ideal over more conventional mea-

sures (such as the Jaccard) because it is less sensitive to differences in species richness [89].

We clustered this matrix with the Unweighted Pair Group Method with Arithmetic Mean

(UPGMA) approach to generate a hierarchical dendrogram that summarizes the distances

between counties. From this dendrogram, we selected an optimum number of clusters by

finding the “knee” in the evaluation curve [144], with average percent endemics as our eval-

uation measure [89]. Applied to our three USDA datasets, the number of clusters selected

as optimal was 11 for all native plants, 22 for native trees, and 14 for non-tree native plants.

The resulting optimal partition of counties for all datasets reveals little biogeographic

structure. For all native plants, the boundary between the two largest clusters approximates
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the boundary between the American Great Plains and Eastern Temperate Forests (Fig. 4),

but is dominated by rigid state boundaries and fails to distinguish, for example, the Florida

everglades, Pacific Coast, or Rocky Mountains. The tree dataset separates the Everglades

from the rest of the United States (Fig. 4), and the non-tree dataset mimics the general

boundaries in the all plant dataset but contains more clusters that are also US states (Fig.

4).

The identify deeper structure, we also chose to visualize the partitions with 40 clusters

selected, though this delineation is not optimal (Fig. 4). Some biogeographic structure

becomes apparent at this level - the American Great Plains is cleanly separated from the

American West, though this biome unrealistically stretches into the American Southwest

desert. The 40 cluster all plant partition is also plagued by US state clusters in the American

midwest. In the tree-level data, the Great Plains division is also apparent, as well as a clean

separation of the Southwest desert from the American West. In the non-tree dataset, a

latitudinal boundary is evident in the Eastern Temperate Forests biome, but also contains

ample state-level biases.

Network approach. We generated a network dataset from the USDA plant data, with

county nodes connected to species nodes if the species was identified as (natively) present in

that county. From these data, we clustered the map equation. Our analysis revealed little

hiearchical structure in the data, so we opted to use a two-level implementation of the map

equation, which produces k clusters instead of hierarchically nested groups of clusters [138].

The apparent lack of hierarchy in the data is likely an issue of large grain and low scale

(counties within a single country) - higher resolution data, such as a database produced

from geographic coordinates, might produce greater subdivision in the North American

Great Plains, for example. Applied to our three USDA datasets, the number of clusters

selected as optimal by the map equation was 25 for all native plants, 19 for native trees,

and 16 for non-tree native plants. Because the algorithm that seeks the best partition is

stochastic, we ran the algorithm many times and selected the partition that minimized the

scoring function in the map equation.

Broad similarities are evident across the all native plants, native trees, and non-tree

native datasets (Fig. 4). In all partitions, Southern Texas is determined as its own biome,
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while the Everglades is only evident from the tree-only dataset. The West Coast forms

its own biome for the all plant data and the non-tree data, but the Pacific Northwest is

omitted from this biome when only trees are considered. The Southern deserts of Arizona

and surrounding area follow some rigid state boundaries, suggesting that large county sizes

in the area obscure finer demarcation. In the American midwest, the American Great

Plains appear much smaller when only trees are considered. State-level biases are evident

in Lousiana for the native tree data, but not for the other two datasets.

2.7 Discussion

2.7.1 Global amphibian biomes

The differences in number of zoogeographic realms and biomes found in our study as com-

pared to [63] do not arise from a lower cutoff threshold for our approach, because we followed

their procedure for merging regions with less than 10 grid cells into the closest regions [63].

Rather, we interpret this difference as stemming from a fundamental difference in methodol-

ogy – ours clusters patterns of presence-absence relationships while theirs identifies clusters

of grid cells with low distributional and phylo-distributional turnover.

Our results suggest that, at least for amphibians, distributional turnover is sufficient to

identify the realm boundaries. This conforms with the distribution-only approach under-

taken by Holt et al. [63], which also distinguishes Weber’s line for amphibians as the realm

boundary but does not identify Wallace’s line. Our analysis supports the idea that Weber’s

line is insensitive to methodology or use of strictly distribution data, whereas Wallace’s line

might be visible because of our network approach.

Our analysis was able to recover the majority of biome-scale regions around the world.

Taking South America as an example, our analysis not only identified the 23 major regions

found by [63], but also successfully recovered climatically and physiognomically distinct

biomes such as the seasonally dry and fire-prone Brazilian Cerrado, the evergreen Atlantic

forest of eastern Brazil, and the geologically old and genetically isolated Guianan highlands,

among several others regions that were not unveiled by [63].

It is important to note that the method-dependent differences outlined here are not
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only in terms of resolution, i.e. the total number of regions identified, but also in the

actual boundaries of regions. The western limits of the Amazonian region inferred by [63],

for instance, spans across the Andean mountains, despite the enormous altitudinal and

physiological differences between these two regions. Our delimitations better conform to

the commonly recognised boundaries between the Andes and Amazonia, thus reflecting not

only current topography and climate but also evolutionary history [64].

2.7.2 United States plant biomes

The failings of the species similarity approach to distinguish more than a few biogeographic

features per partition is perhaps unsurprising given a few aspects of the task, which we chose

to illustrate the vulnerabilities of species similarity clustering. First, we clustered the raw

occurrence data (presence or absence of a species in a county), purposefully avoiding the

construction of species geographic ranges given niche data. The method of aggregation in the

database becomes aptly apparent when this is done - presence/absence data is often compiled

at the state level rather than the county level, which produces apparently unique flora at

the state level. Second, as previously noted, county sizes differ substantially, revealing a

richness bias that is correlated with county size, a pitfall that could have been avoided by

aggregating data by grid cell (but perhaps minimized by the beta similarity measure).

It is therefore prudent to question why we would avoid standard practice, when facilities

are easily available to avoid these pitfalls. First, we note these pitfalls also existed for the

network method, which managed to identify the majority of biome-level features despite

them. Second, we argue that new methods for biogeographic delineation must be designed

around these barriers. Ample reward is available for clustering raw presence-absence data

with localities with unequal sizes:

1. Projected geographic range circularity. If we are to understand how boundaries be-

tween biomes evolve we cannot use predicted species distributions to delineate our

biomes. Though precipitation and temperature predicts plant distributions very well,

these factors need to be identified post-hoc rather than built in, or we risk a circular-

ity: our biomes are determined by precipitation and temperature because we predicted
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Figure 2.4: United States plant biomes. Demarcations of american biomes for three
subsets of the USDA plant database: all native plants, native trees, and non-native trees.
Column one in the data was determined by the map equation (optimal number of clusters
shown), while column two and three in the data were determined by a similarity approach
(optimal number of clusters shown as well as a finer scale delineation). Overall, the network
approach captures with broad brushtrokes the general patterns of the United States biomes,
while the similarity approach captures some of these patterns but is overcome by state-level
biases.

plant ranges with precipitation and temperature.

2. Many species cannot be modeled. Nearly every terrestrial biogeogaphic delineation
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published deals with mammals, amphibians, or birds, for which high resolution ge-

ographic range data is available. Yet flora creates the habitat for these animals to

inhabit. Rare species in tropical plant databases often have just one or two occur-

rences, preventing the projection of their ranges despite that these rare species may

be the most vulnerable to anthropogenic pressure.

3. Collector’s bias. Global scale biogeographic analyses require an enormous amount of

data aggregated together from thousands of sources. One critical challenge of bio-

geography for many clades (such as fungus, plants, and insects) is the fact that these

data are collected by different scientists with potentially nonstandard nomenclature

and differing areas of interest, causing the species assemblages to have different proba-

bilities of presence/absence across species for different collectors even within the same

locality. Global datasets, assembled from expert opinions, will therefore have built-

in richness and assemblage biases, similar to the state-aggregation issue encountered

with the USDA plant data.

4. Biogeography over macroevolutionary time. Mapping changing biogeography across

the Phanerozoic is a union of biogeography and paleontology that holds great promise

for our understanding of the forces that determine macroecological patterns and forge

biogeographic boundaries over long timescales. Though our ability to do this is im-

proving as the Paleobiology Database grows (c. 45,000 references, 275,000 taxa, 1.1

million occurrences, and 150,000 fossil collections), a primary limitation is the fossiliza-

tion process; fossil basins with greater rock area will tend to produce species/genus

assemblages with greater richness. Equal-area grid cells that are created from these

fossil basin assemblages will then have an inbuilt area bias because the total fossilif-

erous area is not equal across grid cells.

The USDA plant database is therefore perhaps an unfair test to compare species sim-

ilarity methods with network methods, but we argue that it is an essential test because

newer methods must be able to cluster unaltered presence-absence data. We argue that the
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USDA plant database has well-understood biases that make it an excellent benchmark for

future work.

2.8 Conclusions

Biome conservatism has been suggested as a potentially crucial feature shaping the uneven

distribution of the world’s biota [37, 19, 174], including the establishment and maintenance

of the tropical gradient in species richness. The evolution of entire biomes is also gaining

focus in macroecological meta-analyses using phylogenetic and distribution data [31, 64, 63].

A critical component of this new research line is the robust classification and delineation

of global biomes, which has been limited by our ability to quantify reproducible boundary

lines between biomes. Our method demonstrates that distributional data holds the poten-

tial to achieve this goal. Phylogenies (especially when time-calibrated) can subsequentely

be used to shed light on the temporal origin, evolution, and phylogenetic relatedness of

biomes. To make future advances in poorly studied taxonomic groups and areas requires

biogeographic methods that work for unequal locality sizes and do not require predicted

range distributions.

More than a century after the first biogeographic regions were proposed [170], we may

now have the data to delimit the world’s realms and biomes in greater detail than Wallace

could ever envision. Our study however illustrates that new methodology may play a vital

role in this process, and that network methods offer biogeography a new set of exciting tools

to classify and delimit biodiversity.
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Chapter 3

GLOBAL DISTURBANCES FACILITATE BIOME SHIFTS

Daril Vilhena, Elisha Harris, Carl Bergstrom, Max Maliska, Peter Ward, Christian Sidor,

Caroline Strömberg, Gregory Wilson

Biogeographic patterns of survival help constrain causal factors of mass extinction. To

test whether biogeography influenced end-Cretaceous (K-Pg) extinction patterns, we used a

network approach to delimit biome-level units (modules) in a global Maastrichtian database

of 329 bivalve genera. Geographic range is thought to buffer taxa from extinction, but

the number of modules a taxon occurred in superseded geographic range as an extinction

predictor. This suggests that more range is not necessarily better if it is within rather

than between biomes. Contrary to former results that found no latitudinal pattern, we

found a latitudinal selectivity gradient in the K-Pg, such that higher latitude modules had

lower extinction than expected given the geographic ranges of the genera, implying that (i)

high latitude biomes were more resistant to extinction, (ii) the intensity of the K-Pg kill

mechanism declined with distance from the tropics, or (iii) both. Our results highlight the

importance of macroecological structure in constraining causal mechanisms of extinction

and estimating extinction risk of taxa.

3.1 Introduction

Mass extinctions have disproportionately shaped the evolutionary history of life [44]. Dur-

ing these rare, geologically rapid events, the rules of selectivity that prevail in background

extinctions do not always clearly apply [72]. To delimit what may be independent selec-

tion processes and constrain possible causal factors, paleontologists have sought biologically

meaningful patterns of survivorship in mass extinctions [125, 175]. In the marine realm,

there are some taxon-specific cases where survivorship appears nonrandom and is linked to
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Figure 3.1: A bipartite occurrence network. Ostrea lurida, Mytilus californianus, and Cras-
sostrea gigas each have a second order relationship with each other (co-occurrence). Japan
and Washington have a single second order relationship (shared Crassostrea gigas). Both
Ostrea lurida and Mytilus californianus have a single third order relationship with Japan.
This does not imply that Ostrea lurida, for example, could occur in Japan, but more third
order relationships than we would expect due to chance with Japan is evidence for occur-
rence potential, or depauperate fossilization.

ecological traits – for example, in the K-Pg mass extinction event, reliance on photosym-

biosis among scleractinian corals severely reduced survivorship [86] and sea urchin feeding

strategy correlates positively with survivorship [153]. However, overall, selectivity in mass

extinctions often appears indifferent to ecology and has instead been described as “non-

constructive” [125]. The most prevalent pattern of this nonconstructive selectivity is the

correlation of survivorship and geographic range above the species level [73].

Here we employ network methods to test whether biogeography and provincialism [58,

164, 131, 165], which relates to ecology, environment, and evolutionary history, affected

survivorship among bivalve genera in the K-Pg mass extinction event. Network methods

have been useful in a broad range of applications, for example, to model the transmission of

disease in social networks [109], to describe the structure of scholarly communication [138],

and to model the stability of ecosystems in response to extinction [135]. A network approach

can also reveal spatial patterns of taxa from geographic range data [9]. Here, we introduce

bipartite occurrence networks, which contain both localities and taxa as nodes (Fig. 1).
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Figure 3.2: The modular structure of bivalves reveals spatial organization. Points corre-
spond to fossil localities, and are colored by module. For visualization, ten-by-ten degree
cells were colored by module only if the cell contained fossil localities from a single mod-
ule, and cells without fossil localities were colored if they were less than 15 degrees from a
locality. Although some cells may have been uninhabitable by marine bivalves, they were
colored if they met the above criteria. Grids are only for visual aid and were not included
in any way in subsequent analysis.

The links in this network (connections between nodes) are occurrences. This network has

convenient higher-order biological properties. The set of localities a taxon links to is its

geographic range, while the number of taxa a locality links to is its richness. A pair of

nodes that are two links away from each other have a “second order relationship.” For pairs

of taxa, the number of second order relationships is the number of co-occurrences, while

for localities, the number of second order relationships is the number of shared taxa (note

that a second order relationship cannot exist between a locality and a taxon). Third order

relationships in this network are between taxon and locality, and appear when a taxon is

connected to a locality through an intermediary taxon and locality (Fig. 1).

Classical approaches for biogeographic analysis of occurrence data, such as ordination or

agglomerative clustering of a locality-locality distance matrix, use only second order infor-
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mation [89]. Specifically, one cannot reconstruct the geographic range of a taxon from the

distance matrix used for analysis. A network approach allows one to integrate geographic

ranges, co-occurrence (taxon-taxon), shared taxa (locality-locality), and higher order re-

lationships. The higher order relationships can help biogeographic analysis recover from

competitive exclusion or taphonomy – for example, aragonitic and calcitic shells may not

be preserved together in entire biogeographic regions [176, 28, 80]. For smaller spatial scales,

such as in a Pacific Northwest intertidal ecosystem, goose barnacles may not occur in the

same plot as california mussels, yet we would like them grouped within the same biogeo-

graphic structure (intertidal strip). A network approach can therefore applied to assemblage

data collected at any spatial or taxonomic resolution, and has the added advantage that no

dissimilarity measure is required for cluster analysis of the network [89].

The K-Pg event (ca. 66 Ma) is an ideal case to test whether biogeography influences

survival in mass extinctions. It was geologically abrupt and was associated with significant

changes to marine productivity and ocean chemistry, dramatic restructuring of marine and

terrestrial communities, long-term effects on evolutionary rates and biogeography [146, 91],

and the extinction of up to 76% of all species [69]. As the most recent of the “big five”

mass extinctions, the quantity, quality, and spatial resolution of the geological and paleon-

tological data for the K-Pg interval are also better than those available for more ancient

mass extinctions [76]. Bivalves have emerged as a model system for examining macroevo-

lutionary phenomena due to their excellent preservational record [76], deep evolutionary

history, spatial ubiquity, and the significant effort dedicated to standardizing their sys-

tematics [128, 73]. The bivalve dataset that was used in this study was downloaded from

the Paleobiology Database (PBDB, [33]) and consists of 3,445 occurrences of 329 bivalve

genera from 105 Maastricthian faunal assemblages [128]. This taxonomically standardized

and globally representative dataset is the same one that was previously used to show a

geographically uniform pattern of extinction across the K-Pg boundary [128].

3.2 Biome structure in the late Cretaceous

We generated a Maastrichtian network from the bivalve dataset, and used PBDB strati-

graphic ranges to determine which genera survived the K-Pg mass extinction event [33].
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Figure 3.3: Observed survivorship minus expected survivorship, under a model that predicts
survivorship solely based on geographic range, correlates with latitude (Regression with
unequal variances, P = 0.02, horizontal and vertical standard error shown). Above zero
indicates survivorship greater than expected given geographic range. Module numbers are
shown, and rudist modules are included. Average latitude of each module was determined
from the absolute latitudes of the localities in each module. This result is robust to changes
of the model parameter, global extinction risk, use of median instead of average latitude,
and choice of regression analysis (equal or unequal variance). Inoceramids are excluded
here, but the result is not sensitive to their exclusion. If rudists are excluded the P-value
increases slightly (P = 0.03).
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We used network-based geographic delineation approach [138], which incorporates all or-

ders of relationships to reveal biogeographic units. The ten biogeographic units (modules)

we identified have boundaries that are naturally delimited by the major patterns of geo-

graphic ranges of taxa, and reflect sudden geographic transitions in the biota. The sampling

intensity (number of localities per biogeographic region) do not affect module delineations

unless poorly sampled regions contain little to no endemic taxa, which prevent our iden-

tification of a geographic transition. Australia is perhaps the best example of this – our

analysis groups the single Australian locality with the mostly European non-rudist module

(M2). However, the Australian locality contains 17 taxa, 15 of which are found on average

in five other modules. This suggests that, at least given the data genus-level data available,

Australia had bivalve fauna that extended down from Europian shorelines.

Overall, while modules are biogeographic, they are not necessarily limited to localized

continental shorelines (Fig. 2), at least at the genus level. Modules M1 and M2 are the

best sampled and are distributed mainly in the North American Gulf and southern Europe.

Modules M3 and M8 are characterized by tropical rudist bivalves (Order Hippuritoida) and

are found in the Eastern and Western Hemispheres, respectively. Module M4 is composed of

several high latitude clam families, and is distributed across South Africa, South America,

New Zealand, and the Asian-Alaska land bridge. Module M5 is located in both central

South America and West Africa. Module M6, distributed along the east Asian coastline,

is a provincial module with several Asian endemics. Module M7 and M9 are provincial

and found along North American coastlines, but both contain several genera with large

geographic ranges. Module M10 is small and tied to the European shoreline; it comprises a

single locality with many endemics, and has the lowest extinction percentage.

3.3 Using biome structure to predict extinction vulnerability

The demarcation of module boundaries has predictive power for per-taxon extinction. Pre-

vious work has indicated that geographic range is the best predictor of genus-level survivor-

ship in both background and mass extinction [117, 73], and presumably buffers taxa from

extinction, perhaps because it is correlated with environmental breadth [60]. However, we

found that geographic range recapitulates module range, or number of modules a taxon is
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distributed in. A logistic regression with module range alone was the best model to pre-

dict K-Pg survivorship (AIC=419.74, P = 10−8), compared with a regression with both

(AIC=421.67, P = 0.78 for geographic range, P = 0.015 for module range), and geographic

range alone (AIC=425.8, P = 10−7). This finding suggests that, at least for bivalves in the

end-Cretaceous event, any amount of geographic range was equivalent within the demar-

cation of the module, while cross-module taxa were more buffered from extinction. These

results are robust to the inclusion or removal (any combination) of inoceramid and rudist

bivalves, the first whose extinction preceded the K-Pg boundary, and the second whose

extinction might be tied to a physiological factor [[159], but see [73]].

To compare extinction percentage across modules requires an adjustment for the corre-

lation of geographic range with extinction probability, because differences in distributions

of geographic ranges will bias observed per-module extinction percentage. To correct this,

we estimated expected per-module extinction percentage given the per-module distribu-

tion of geographic ranges [117], and analyzed the difference between expected per-module

extinction percentage given geographic range and observed per-module extinction percent-

age. The entire assemblage of bivalves that occurred in each module was included in the

calculation of per-module extinction unless otherwise noted.

After adjusting the per-module extinction percentage, we examined how extinction per-

centage varied by module geography. Whereas Raup and Jablonski [128] used nine geo-

graphic regions to infer that K-Pg extinction intensity was globally homogeneous, we used

geographic regions determined by the modular structure of the data to show that modules

had differential extinction across the Earth (Fig. 2B). This adjusted extinction percentage

did not vary along a longitudinal gradient or with distance to either the bolide impact at

Chixculub, Mexico or the Deccan flood basalt volcanism of peninsular India (P > 0.05).

However, detected a latitudinal gradient of adjusted extinction percentage, such that mod-

ules with higher average latitudes had higher survival than expected given the geographic

ranges of the genera that occurred in those modules (Fig. 3, P = 0.02, R2 = 0.495). This

result is robust to the inclusion or exclusion of both rudist and inoceramid bivalves, but the

figure shown has inoceramids excluded.
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3.4 Discussion

Our study refines the debate regarding the major causal hypotheses for the K-Pg mass ex-

tinction. Some researchers have suggested that the bolide impact alone triggered a throng of

secondary effects, for example, a brief but intense global thermal pulse [132] and a dust cloud

that inhibited photosynthesis [121], which together would have led to catastrophic extinc-

tion cascades. Others have contended that additional events, such as flood basalt volcanism

in India that released massive amounts of sulfur and carbon dioxide and resulted in severe

environmental perturbations, combined with the bolide impact to cause the K-Pg mass

extinction. Our study does not reject these hypotheses, but further constrains the search

space of the proximal causal agents. Our results imply that either the severity of the K-Pg

kill mechanism declined with distance from the tropics, higher latitude modules were more

resistant to extinction, or both. In turn, proposed causal agents and scenarios must either

match the decline of latitudinal kill mechanism severity with decreased geographic range

selectivity at the module level, or provide paleoecological evidence for decreased ecosystem

extinction risk with latitude. Although neoecological evidence suggests that ecosystems at

higher latitudes have less extinction risk [166], presumably because of wider abiotic tol-

erances, we cannot be certain that this relationship applies through geologic time given

differences in latitudinal diversity gradients and configurations of continents. Analyses of

biome-level extinction risk in background intervals are needed to calibrate the effect of

latitude on ecosystem extinction risk throughout the Phanerozoic.

Previous studies that support geographically uniform extinction risk in the K-Pg extinc-

tion event have treated each taxon as statistically independent [128]. Our analysis, which

uses the same data but takes the modular structure of taxon distribution into considera-

tion, does not support such a scenario of uniform extinction risk. Rather, it indicates that

taxa must be studied in the context of the biome in which they reside. In other words,

the extinction vulnerability of organisms during the K-Pg was biogeographically coupled.

Modular selectivity, or a difference between module vulnerability, in the K-Pg mass ex-

tinction has theoretical ramifications as well. If modules have differential extinction, then

invasives from modules with lower extinction might displace modules with higher extinction
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as ecospace opens [20], effectively acting as colonizers for the module. Given the spatial

complexity of the K-Pg recovery [73], the ability of modules to displace one another through

biological invasions is a possibility. Our study underscores that the macroecological context

of taxa should not be ignored because extinction vulnerability is inextricably coupled to

biogeographic history.

We thank David Jablonski for guidance with the Paleobiology Database Maastrichtian

invertebrates. We benefited from a methods discussion with Charles Marshall, and com-

ments from Douglas Erwin. We are grateful to an anonymous reviewer for a critical insight.

Additionally, we thank David Jablonski and David Raup for making their bivalve dataset

publicly available on the Paleobiology Database.

3.5 Materials and Methods

3.5.1 Paleobiology Database download

We downloaded the Maastrichtian Raup and Jablonski dataset from the Paleobiology Database

on March 21, 2012, which contains 3,445 occurrences of 329 bivalve genera in 105 assem-

blages [33]. These assemblages are basin-level resolution from the Maastrichtean epoch. We

chose this dataset because it is spatially well sampled and it is taxonomically standardized.

We could not use all Maastrichtian marine invertebrates (or even bivalves) from the Pale-

obiology Database because the majority of the taxa are from a USGS data dump. These

data cannot be used because they are spatially uneven (Gulf bias) and taxonomically in-

consistent with the rest of the database (causing duplicates of many genera). Additionally,

we opted to use this dataset to make our results more comparable to those of Raup and

Jablonski [128].

3.5.2 Determining survivors

Survivors were determined from the Paleobiology Database standard stratigraphic range

intervals [33]. We could not use the Sepkoski compendium [148] because it lacked range

interval data for 68 genera.
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3.5.3 Data availability and software

Data not immediately accessible in the Paleobiology Database are available in the public

repository Dryad (http://www.datadryad.org). This includes the bivalve network, module

assignments, and the geographic ranges of the taxa. To infer geographic ranges, we used

the province-counting approach outlined in Jablonski and Raup [75]. Their approach used

the biogeographic provinces in the Atlas of Palaeobiogeography [55]. We created shape files

for these provinces and used the R package sp to infer geographic range size. Though our

analysis generated a newer map of the biogeographic provinces of Maastrichtian bivalves,

we preferred to use the original methodology of Jablonski and Raup [75] to avoid bias in

our results.

3.5.4 A network approach for biogeography

The taxa-locality matrix M, or occurrence matrix, is a representation of the occurrence

distributions of taxa (any level) across localities (any spatial scale, from plots to counties

to provinces). Each entry in the matrix is either one (taxon present in locality) or zero

(absent)

Mij =


1 if taxon j is in locality i

0 otherwise.

(3.1)

This matrix is the basic representation of a bipartite network, where there are two types

of nodes: taxa and localities (Fig. 1). The links (occurrence relationships) in this bipartite

network are exclusively between localities and taxa, taxa cannot be linked to taxa, and

localities cannot be linked to localities.

The taxa in this bipartite network will be connected to one another in complex patterns

through the localities they occupy, making it difficult to interpret the information in the

network without first isolating the major patterns. To find biogeographic clusters in the

network we wish to study, we must identify these patterns. As biologists, we would like to

identify the boundaries between biogeographic units, which will be encoded as major topo-

logical features in the network. Moreover, we would like to capture most of the information
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Figure 3.4: An example bipartite network. Large red nodes are localities and small green
nodes are bivalve species from the Pacific Ocean. Here, Crassostrea gigas links the two
localities together.

about specific relationships with broad brushstrokes.

Network community detection is a methodological process that does exactly this: iden-

tifies the major topological features of networks [46]. Though many algorithms have been

proposed to do this task [93], the map equation is an excellent candidate for biogeography

because of its accuracy [93].

The map equation is the theoretical limit of a description length of a random walk on

the network, where nodes are aggregated into community structures. The following story

provides some intuition about this process. A scientist looks at a random locality. She then

randomly chooses a taxon found at that locality. Next, she randomly selects a locality that

the taxa she chose is found in. She now chooses another taxon from the new locality, and

repeats this process forever. In a network with emergent biogeographic features, she will

likely spend long bouts of this process within biogeographic units, which we will refer to as

modules. Specifically, she can only switch to a new biogeographic unit when she chooses

a taxon that is not endemic to the biogeographic unit she is currently in. If she would

like to communicate a list of the localities and taxa she chose, it would save her time to

communicate a list of the major biogeographic units (which contain taxa and localities) she

visited, rather than each individual locality and taxon.

Here we write the basic form of the map equation in the notation of the occurrence
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matrix. However, for more in-depth discussion and derivation, we refer the reader to a map

equation tutorial [137], or the original paper [138].

This bipartite network is unweighted and undirected, all links are equal, and each link is

symmetric. We refer to the total localities in the network is A, and the total number of taxa

as T . In undirected networks, the probability that the scientist visits any node (locality

or taxa) in her infinite random walk is the number of links that node has, divided by two

times the number of links in the entire network. We refer to the number of links multiplied

by 2 in the network as L, defined as

L = 2

A∑
i=1

T∑
j=1

Mij . (3.2)

We multiply the number of links by two because each link is symmetric, so we need

to count each link twice. The probability that she visits locality i in her random walk is

therefore

piA =

∑T
j=1Mij

L
, (3.3)

while the probability she visits taxon j is

pjT =

∑A
i=1Mij

L
. (3.4)

As cartographers, we would like the scientist to convey her random walks as concisely as

possible. This is an optimization problem - out of all possible partitions, we must choose

the one that allows her to convey her random walk the most concisely. A partition is a

division of the network into modules, such that each node is uniquely assigned to a module.

The best partition will be the optimal compression of the major patterns in the bipartite

network. To evaluate these partitions, we must express the probability that she switches

between modules. The probability that she leaves module m is the number of links that

lead from nodes in module m to nodes outside module m, written nme and divided by the

total number of links

pme =
nme
L
, (3.5)
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while the probability that she stays inside module m is

pms =
2nms
L

, (3.6)

where nms is the total number of links between nodes in module m, multiplied by 2 because

each link must be counted twice. These probabilities are sufficient to express the extended

form of the map equation [137]

L(M) =

((∑
m

pme

)
log

(∑
m

pme

)
−2
∑
m

(pme ) log (pme )

−
∑
m

(pme + pms ) log (pme + pms )

−

 T∑
j=1

pjT logpjT +
A∑
i=1

piAlogpiA


(3.7)

where L(M) is the amount of information required to convey an infinite random walk

on partition M . All logarithms listed are in base 2, because information is measured in

units of bits [149]. The fourth term is independent of the partition M , while the first

three terms change based on the proposed partition. To seek the best partition among

many, we used an algorithm that is freely available online at (http://www.tp.umu.se/ ros-

vall/code.html). An applet that illustrates the concept behind the map equation is available

online (http://www.mapequation.org).

3.5.5 Partition robustness

The algorithm that minimizes the map equation returned largely equivalent partitions across

random seeds (7.8-7.92 bits, 1.3-1.33% compression). Choice of partition did not change

our results.
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3.5.6 Geographic range null model

We use a modification of the approach outlined in Payne and Finnegan [117] to test the

relative magnitude of geographic range selectivity between modules. What follows is a “fields

of bullets” null model, where each genus is exposed to a globally homogeneous but province-

level kill probability, Pr(die). We use this approach because it generates a correlation

between survivorship and geographic range. In this model, the genera that are in more

provinces have more chances to survive an indiscriminate culling. Such an assumption

generates a correlation between geographic range and survivorship. The probability that a

genus goes extinct is the probability that it dies in every province

Pr(extinction|ni) = Pr(die)ni , (3.8)

where ni is the number of provinces genus i is in. The probability that a genus survives is

binomially distributed, because it can survive if it evades the kill probability once or more

in any combination of regions

Pr(survive|ni) =

ni−1∑
k=0

(
ni
k

)
Pr(live)ni−kPr(die)k (3.9)

= 1− Pr(extinction|ni). (3.10)

Here, the sum over k is iterated to include the probability of all combinations of local

extinction in k geographic regions. The null model is parametrized by Pr(die), therefore

the value must be inferred from data. We use the maximum likelihood estimate of P̂r(die)

given the observed survivorship data

P̂r(die) = argmin
Pr(die)

(∑
i

(Xi − (1− Pr(die)ni))2

)
, (3.11)

where Xi is the survival outcome of a genus, one for survival, zero for extinction. Here,

argmin is used to indicate a minimization procedure across Pr(die), such that the Pr(die)
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with the least squared error is chosen. Caution should be used when applying this maxi-

mum likelihood estimate to data that do not have many broadly distributed taxa, because

although it is the maximum likelihood, if too few broadly distributed taxa are in the data

the outcome may be overfit to those few broadly distributed taxa. However, the Raup and

Jablonski dataset has taxa from all geographic range levels, so the model is not overfit. The

maximum likelihood estimate P̂r(die) for the Raup and Jablonski dataset was 0.805. While

changes in this estimate could change the expectation of the model, our latitudinal gradient

result is robust to changes in this probability. The observed survival percentage for a group

of taxa is therefore

Y =
1

m

∑
i

Xi, (3.12)

where m is the total number of taxa under consideration. The survival percentage Y is

a random variable, and its expected value can be calculated from the geographic ranges

of the taxa in the group under consideration (for us, a module). The random variable Y

will be normally distributed when the number of taxa is large enough, allowing us to use

the standard normal distribution function to calculate the probability that the observed

extinction percentage was generated by the null model – which assumes a province-level kill

probability that is the same across provinces. The expected value of Y is

E[Y ] =
1

m

∑
i

E[Xi] (3.13)

=
1

m

∑
i

(1− P̂r(die)ni), (3.14)

while the variance is

Var(Y ) =
∑
i

Var

(
1

m
Xi

)
(3.15)

=
1

m2

∑
i

(1− P̂r(die)ni)(P̂r(die)ni). (3.16)
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In the main text, we used this geographic range null model to compare the observed module

extinction percentage to the expected module extinction percentage. The error bars for

Figure 3 from the main text were calculated assuming that the observed module extinc-

tion percentage was binomially distributed (the variance above plus the observed binomial

variance).
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Chapter 4

BIOMES OVER TIME: BIASES, DATA, AND CHALLENGES

Daril Vilhena, Andrew Smith

Inference of past and present global biodiversity requires enough global data to distin-

guish biological pattern from sampling artifact. Pertinently, many studies have exposed

correlated relationships between richness and sampling in the fossil record, and methods to

circumvent these biases have been proposed. Yet, these studies often ignore paleobiogeog-

raphy, which is undeniably a critical component of ancient global diversity. Alarmingly, our

global analysis of 481,613 marine fossils spread throughout the Phanerozoic reveals that

where localities are and how intensively they have been sampled almost completely deter-

mines empirical spatial patterns of richness, suggesting no separation of biological pattern

from sampling pattern. To overcome this, we analyze diversity using occurrence records

drawn from two discrete paleolatitudinal bands which cover the bulk of the fossil data.

After correcting the data for sampling bias, we find that these two bands have similar pat-

terns of richness despite markedly different spatial coverage. Our findings suggest that i)

long-term diversity trends result from large-scale tectonic evolution of the planet, ii) short-

term diversity trends are region-specific, and iii) paleodiversity studies must constrain their

analyses to well-sampled regions to uncover patterns not driven by sampling.

4.1 Introduction

Patterns of biogeography, latitudinal diversity gradients, macroecology, and macroevolution

result from biological processes constrained by the configurations of continents and earth

processes [23]. Paleobiologists interested in the detection of these patterns and the processes

that gave rise to them must first overcome unevenness and inconsistency of spatiotempo-

ral sampling in the fossil record [163, 155]. This problem is manifested in various, often
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correlated ways: entire biogeographical regions without aragonitic shells [28, 27], uneven

sampling of the latitudinal diversity gradient [81], inter and intra-regional variation in rock

amount and quality [152, 79, 106], spatiotemporal differences in sampling effort and taxo-

nomic identification [111, 84, 11, 3], and cross-regional differences of preserved sedimentary

environments and habitats [120, 30]. These biases can lead to erroneous results without

proper precautions [17].

One important factor, largely overlooked to date, is the geographical distribution of

sampling effort. As first noted by Allison & Briggs [2], if the spatial distribution of fossil

taxa changes between time bins, how can we reject the hypothesis that observed changes in

recorded diversity are due to shifts in spatial sampling patterns? A quantitative assessment

of the spatial pattern of paleontological sampling and sampled taxonomic richness is there-

fore an essential first step for any large-scale paleobiodiversity analysis. Here we first docu-

ment the biogeographical distribution of paleontological sampling and sampled taxonomic

richness through the Phanerozoic and establish their strong covariance. We do this using the

best available database of fossil occurrences, the Paleobiology Database (www.paleodb.org),

which has been the preferred source of data for global Phanerozoic biodiversity analyses for

over ten years [6, 3, 155]. Next, we demonstrate that the paleolatitudinal distribution of pa-

leontological sampling and taxonomic richness does shift significantly over geological time,

revealing time intervals of the rock record where geographical bias needs to be accounted for.

Finally we apply modeling to see if we can establish how marine invertebrate diversity has

changed over the Phanerozoic within fixed paleolatitudinal strips, controlling for sampling

biases.

Overall, our study underscores the need to develop new subsampling approaches that

can generate fossil datasets without spatiotemporal bias, which has ramifications for pale-

obiogeography, Phanerozoic diversity, and biostratigraphy.
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Figure 4.1: 500,000 meter equal area gridding scheme for geographic coverage
measure superimposed on a geographic map of the present day. This measure is
equal to the number of equal area cells in a paleolatitude strip with fossil occurrences of our
target taxa.

4.2 Methods

4.2.1 Data

The marine invertebrate groups with the best fossil records and which consequently are the

most likely to have stable spatiotemporal sampling (anthozoans, brachiopods, echinoids,

molluscs, and trilobites) were downloaded from the Paleobiology Database (PaleoDB). Sub-

genera were elevated to the genus level. From 481,613 occurrences across all but the earliest

Cambrian (PaleoDB standardized 10 myr bins), we deduced the presence or absence of each

genus for ten-degree paleolatitude strips from the paleolatitudes listed in the PaleoDB. To

measure richness for each of the paleolatitude strips, we counted the number of these pres-

ences. Occurrences that were not constrained to one 10 myr bin were excluded. We chose

paleolatitude because paleolongitude is less certain in deep time [145], and differential sam-

pling of paleolatitudes is more likely to confound paleobiogeographical analyses [2]. Polar

paleolatitude bins (90◦S-80◦S) and (80◦N-90◦N) were excluded from analyses to avoid edge

effects.

Two measures of sampling bias were chosen, one measure for geographical breadth of

sampling within a paleolatitude strip (to discriminate, for example, between paleolatitude
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strips where one marine shelf on one continent is sampled versus paleolatitude strips where

many marine shelves on many continents are sampled), and one measure for collecting

effort. We note that our intention is not to choose measures that correlate best with sampled

richness, but rather to choose easily available proxies that capture the chief biases of sampled

richness. These measures can be used in turn to produce estimates of richness that correct

for these biases.

Measure of geographical breadth. Geographical breadth of sampling within each

paleolatitude strip (extent of sampling) was established by summing the number of equal

area cells with fossil occurrences. Figure 1 shows our demarcation of equal area cells (500,000

meter wide cells). We note that this quantity is not normalized by the maximum number

of equal area cells with epicontinental seas that could conceivably preserve fossils. These

data would improve our measure but are not easily available at a global scale. This is

unlikely to be a problem, however, because studies of the distribution of molluscan fauna

have continually shown that provincial area does not correlate with the total richness of

that area [140, 58], suggesting that latitude (associated with many key ecological factors

such as temperatue and primary productivity) rather than occupiable area in a province

(or area within a given latitude band) is a bigger driver of species richness.

Measure of collection effort. For each paleolatitude strip, we also counted the total

number of collections with an identifier in the PaleoDB. Only collections that contained our

target taxa were considered. We used this quantity as a measure of collecting effort. While

collection sizes vary and cover different scales, these factors are unlikely to affect our global

study of ten degree paleolatitude bands.

In principle, as sampling improves the spatial distribution of taxonomic richness should

diverge from the spatial distributions of sampling proxies. Consider, for example, the as-

tounding biodiversity of many taxonomic groups in the modern neotropics despite much

more sampling in northern high latitudes.
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4.2.2 Quantifying spatial shifts

In the results we demonstrate the strong covariance between our sampling proxies and sam-

pled richness. Yet this is only a problem if paleolatitude strips that are well sampled in

one time interval become poorly sampled in the next time interval. It is therefore critical

to quantify spatial shifts in the recorded distribution of taxa in the fossil record, such as a

shift from high to low latitude sampling. We measured the median paleolatitude of fossil

occurrences for our target taxa. A Mann-Whitney U test was used to gauge whether the pa-

leolatitudinal distribution of fossil occurrences for adjacent time intervals were statistically

different.

4.2.3 Null model of richness

For comparison with empirical patterns, we model what time series of sampled diversity

would result if we assumed true generic richness within paleolatitudinal strips is invariant

over time and driven purely by sampling pattern following the approach of Smith & Mc-

Gowan [156] and Lloyd [98]. To create a single sampling proxy, we multiplied the number

of five by five degree grid cells within fixed paleolatitude strips sampled by the number of

collections in those strips. Because our analysis focused only on single paleolatitude strips,

demarcations based on meters were unnecessary. Note this sampling proxy captures the

multiplicative relationship between geographic coverage and sampling effort (a ratio such

as collections per grid cell would fail to predict richness – twice the grid cells and twice the

collections would equal the same ratio despite producing more richness). The time series for

the sampling proxy and richness within a particular paleolatitude band were first logged to

remove the effects of outliers. Next the sampling proxy and taxon richness counts (drawn

from the PaleoDB) were independently ordered from smallest to largest. The equation of

the best-fitting model (a linear regression) to these data can then be applied to the rock

record in its original time series. The difference between the expectation of this null model

and the actual empirical count of sampled generic richness provides an estimate of whether

diversity in a paleolatitudinal band is greater, less, or equal to what we would expect given

the sampling proxy.
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Figure 4.2: Patterns of richness and sampling proxies through the Phanerozoic.
A) Distribution of genus richness across paleolatitude strips. B) Distribution of total equal
area grid cells with at least one fossil locality recorded in the PaleoDB across paleolatitude
strips. C) Distribution of faunal lists with collection IDs in the PaleoDB across paleolatitude
strips. D) The percentage variation of richness in each paleolatitude strips explained by
geographic coverage and sampling intensity in each of those paleolatitude strips. Note that
the sampling proxies are not rendundant; parts of the Phanerozoic lack geographic coverage
but have high sampling intensity and vice versa. Each interval is shaded by the color of the
model with the lowest AIC score.
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4.3 Determinants of the geographical distribution of richness

To visualize geographical richness patterns across the Phanerozoic, we plotted the distri-

bution of generic richness next to the distribution of total sampled grid cells (extent) and

collection effort (Figure 2A-C). To gauge how much of the spatial variation in richness (Fig-

ure 2A) is determined by the extent and intensity of geographical sampling (Figure 2B-C),

we calculated the R2 from a multiple regression analysis with richness as the response vari-

able and the sampling proxies as the predictors. We logged each covariate to account for

nonlinear relationships between richness, effort, and extent. We performed this analysis for

each time interval. Figure 2D shows the resulting R2 values for three models, sampling

extent (number of sampled grid cells) and sampling effort alone (number of collections),

and sampling extent and sampling effort combined.

All regressions were significant (P < 0.05). Extent alone has a mean R2 of 0.80. Extent

alone predicts richness the worst in Permian 3 and Jurassic 1, dropping to R2 values of

0.42 and 0.49, respectively. Effort alone has a mean R2 of 0.84 and predicts richness the

worst in Triassic 4 and Cretaceous 4, dropping to R2 values of 0.28 and 0.39. However, this

apparent inability of the sampling proxies to explain richness patterns for a few intervals

is lost when the sampling proxies are combined as predictors. Extent and effort together

never drop below an R2 of 0.55, and the average R2 for this combined model is 0.89. AIC

scores from these models reveal no systematic advantage of one model over another, with

extent alone being the preferred model in 21% of the time intervals, effort alone being the

preferred model in 25% of the time intervals, and the combined model being preferred for

54% of the time intervals.

Taken alone, extent and effort have systematically lower R2 values through several in-

tervals. However, the combined model is able to predict richness through these intervals,

which suggests that intervals are differentially affected by extent and effort in the database.

For example, intervals may be intensively sampled but lack geographic breadth, or con-

tain geographic breadth but lack intensive sampling. This result underscores the need for

more intensive sampling effort and geographic breadth in order to uncover global biological

pattern.
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4.4 Shifts in geographic coverage

Our analysis reveals (i) a marked heterogeneity in paleolatitudinal coverage over time and

(ii) marked shifts in paleolatitudinal coverage between time intervals. Figure 3A shows

the median paleolatitude of fossil occurrences over the Phanerozoic, with the error bars

reflecting the 25th and 75th percentile. To compare the long-term signal in the data with

the median paleolatitude in each time interval, a red moving average line (5 points) is

shown in Figure 3A. We tested for a difference between successive time intervals with a

Mann-Whitney U test. All tests were significant (P < 0.05) and Figure 3B shows the log

value of the U statistic across the Phanerozoic. Repeated contractions and expansions of

the error bars are evident, revealing repeated areas of the record where geographic coverage

is expanded but then lost in the next time interval.

Among the most drastic shifts includes the Middle Ordovician (Ordovician 2 to 3 and

3 to 4), with a shift in sampling from high to low latitudes (47◦ drop) and subsequent

reversion (30◦ increase). The record remains comparatively stable until Devonian 1, with

a 15◦ median increase. The record is volatile until the late Devonian, where the record

appears to stably increase in median latitude, likely reflecting geologic signal rather than

sampling bias. The PermoCarb boundary is exceptionally violent, with a vast expansion

of geographical coverage in Permian 1. Geographic coverage is volatile until Jurassic 1,

where the record remains mostly consistent. The remainder of the Mesozoic and Cenozoic

is characteristic of well-sampled high latitude European and North American formations

[152], though several intervals have sudden expansions of coverage that is subsequently lost

(see Cretaceous 4). The last large shift is in the late Cenozoic (Cenozoic 6), with the

recovery of Southern high latitude regions (Figure 4).

Some intervals have severe alterations of biogeographical representation. At the Permo-

Carboniferous boundary, high latitudes (above 30 degrees) collectively increase richness by

over 12-fold, while low latitude richness increases by just 2-fold.
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Figure 4.3: Spatial shifts in fossil occurrences through the Phanerozoic. A) The
median latitude of fossil occurrences steadily rises through the Phanerozoic, but is punc-
tuated by short-term noise and contractions and expansions of geographic coverage. Error
bars indicate 25th and 75th quantiles, while the red line is a moving average across five
points. B) The Mann-Whitney U test statistic plotted for each interval. A higher test-
statistic corresponds to a more severe change in latitude. All transitions are statistically
significant but vary in their effect size.
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Figure 4.4: The distribution of genus richness across latitudes plotted for key
intervals. A) For the last three Cenozoic time intervals (Cenozoic 4-6), Cenozoic 6 has
more equitable sampling across latitudes than its predecessors. B) The Permo-Carboniferous
boundary reflects a weakness in geographic coverage that biases estimates of global diversity
inferred by subsampling.
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4.5 Paleodiversity through time within fixed latitudinal strips

We examined spatial sampling and recorded genus richness through the Phanerozoic within

two fixed paleolatitudinal bands, a paleotropical band from 10◦S to 10◦N and a paleotem-

perate band from 30◦N to 50◦N. Fig. 5A, B shows the relative spatial coverage attained in

the two paleolatitudes. The paleotemperate latitude band shows a general rise in area sam-

pled since the late Paleozoic, in marked contrast to the marked drop in spatial coverage in

tropical latitudes from the Jurassic to the Neogene. The two time series are not correlated

in the raw data: (Spearman rank correlation ρ = −0.18, P = 0.21) but after first differenced

data show a marginally significant level (ρ = 0.35, P = 0.02). The differences between the

two paleolatitudinal bands is largely explained by continental drift of well-studied areas

from equatorial into temperate paleolatitudes over time.

To remove the effects of continental drift and spatial heterogeneity on Phanerozoic diver-

sity estimates dominated by North American and European data we plotted the mean genus

richness (number of genera divided by the number of equal area grids with records) over

time in paleotropical and paleotemperate latitudes (Fig. 5C, D). While richness per unit

area shows a progressive increase over time since the Carboniferous in temperate latitudes

no such trend is apparent in tropical latitudes and the two time series show no correla-

tion (Spearman rank correlation: raw data ρ = 0.09, P = 0.55; first differenced ρ = 0.07,

P = 0.67). Furthermore the rise in temperate latitude richness is matched by a rise in the

number of collections recorded in the database at these paleolatitudes (data not shown),

as well studied continental blocks drift northwards over geological time. Changes in rich-

ness per unit area are strongly correlated with changes in sampling intensity per unit area.

The lack of a common trend in richness per unit area over time between equatorial and

temperate regions suggests sampling pattern is dominating the signal.

To discover what residual signal resides in these data that cannot be attributed to

variation in sampling, we constructed models of Phanerozoic richness assuming true richness

to be uniform over time and entirely driven by variation in sampling effort. The match

between model and empirical data for both paleolatitude datasets is good but not perfect

(Fig. 5E, F), with a significant proportion of the data left unexplained (Fig. 5G, H).
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Figure 4.5: Diversity and sampling bias in latitude strips. A-B) Number of grid cells
with sampled fossils for each time bin within two fixed paleolatiutudinal belts (temperate
and equatorial). A gradual increase in sampled grid cells is evident in the temperate strip
(A), while no such pattern is evident in the equatorial strip (B). C-D) Mean richness per
sampled grid cell reveals no obvious pattern for faunas in the two paleolatitudinal belts.
E-F) Null model that assumes biodiversity is driven purely by sampling (black) compared
with observed genus richness (red). The null model explains the overall signal in the data,
but select portions of the Phanerozoic deviate from the expectation. G-H) Plots show the
difference between empirical richness and the expectation of the null model. Dashed bars
indicate 99% confidence intervals for the null model. Overall, we find that the temperate
and tropical faunas have similar trajectories despite markedly different trends in spatial
sampling pattern over time.
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Despite the very different spatial sampling records in these two bands (Fig. 5A, B), the

residuals show similar long term trends: rising diversity from the Cambrian to mid Devonian,

by a steady decline to a nadir in the Triassic (equatorial) to early Jurassic (temperate),

followed by a rise to the Recent with short term downturns in the mid Cretaceous and

Neogene (Fig 5G, H). The two time series of residuals are positively correlated for raw

data (Spearman rank correlation ρ = 0.36, P = 0.01), but not for first differenced data

(ρ = −0.11, P = 0.49).

4.6 Discussion

Heterogeneity of the geological record makes it impossible to sample the fossil record uni-

formly over time. If we are to understand patterns of evolution then we need to first

understand the nature of the problem and then develop methods that can compensate for

such problems. Good progress has been made now to ensure that the fossil record that is

preserved can be sampled fairly [3, 5]. But, before even the first fossil is collected, there

is already an inbuilt bias to that record that needs to be taken into account if we are to

interpret patterns of diversity correctly. So far consideration has only been given to how

the macroarchitecture of the geological record affects our ability to sample fairly, either

through controlling the amount of rock surviving from each time interval [152] or changing

the proportional representation of environments that can be sampled [154]. What we show

here is that there is also an inbuilt unfair sampling in terms of geographical coverage over

time. Current methods that employ subsampling or rarefaction to correct for sampling

irregularities assume that the area from which the data are drawn is uniform over time,

which we now know is not true.

Two biases are chief candidates for driving spatial patterns in sampled richness: the dis-

tribution of sampling effort across latitudes, and the distribution of fossil localities across

latitudes. In principle, the pattern of sampled richness should converge on the true, biolog-

ical pattern of richness when sampling is equitable and sufficient across latitudes. However,

before that point, the distribution of richness should mirror the geography of localities and

effort. Limiting our analyses to the best-sampled groups within the largest macrofossil

database available, we found that these biases explain the majority of the variation in rich-
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ness for all time intervals. This suggests that the observed latitudinal richness for major

marine animal groups, at least on a global scale, is a pattern that is majorly determined by

sampling for the entire Phanerozoic.

Yet richness determined by sampling is not in itself a major problem so long as the

geographic coverage of the data remains stable, because differences in sampling effort and

rock amount between time bins could in principle be corrected for. However, spatiotemporal

shifts in richness, driven by sampling, have the potential to profoundly influence analyses of

biogeographical change and global biodiversity. For example, a change in relative sampling

of distinct oceanic regions and climate zones [16], each with different levels of biodiversity

and unique biotic compositions, could falsely give the impression of altered global diversity.

We found a series of severe sampling shifts, with some time bins bearing little resemblance

to the time bins before them (Figure 3A). The Paleobiology Database remains dominated by

entries from Northern Hemisphere countries, particularly from Europe and North America

(for example, 80% of Silurian records come from these two regions). This is reflected in our

data, with long-term shifts in the relative dominance of sampling within different latitudinal

bands created by the paleogeographical movement of well-studied regions over time. It is

noteworthy that the median latitude in the sampling distribution steadily rises from the

Cambrian to the latest Cenozoic (Figure 3A), and this has already been identified as a

source of bias for diversity inference [2, 169].

Changes in sampled diversity that occur within blocks of time during which spatial shifts

in richness are minimal clearly cannot be a result of differences in latitudinal representation

in the database. However, where a change in diversity also coincides with a change in

latitudinal sampling it is critical to test whether the latter could be driving the former.

For example, we note that the last two periods of the Cenozoic, where diversity is perhaps

rising, coincide with a rise in equitable sampling across latitudinal strips, with an overall

high latitude richness increase of 3% and a low latitude richness increase of 118% (Figure

4A; above versus below 30 degrees). Our approach shows that it is impossible to reject

the idea that the Neogene rise in global marine diversity is due to more equable latitudinal

recording in the database, specifically in the tropics.

Another example is the major change in latitudinal sampling that occurs between the
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Late Carboniferous and Permian (Figure 4B). This coincides with anomalously low reported

diversity for time interval Carboniferous 5 and high diversity for Permian 1 in sample stan-

dardized estimates of Phanerozoic diversity [5, 155], suggesting that uneven biogeographical

sampling plays a large part in creating this. This is evident from our analysis of this bound-

ary (Figure 3A), with a drastic increase in geographic coverage in Permian 1 (Figure 4B),

and a 12-fold increase in high latitude richness.

Changes in the extent of epicontinental seas, driven by large-scale sea-level cycles or

major tectonic events such as continental rifting or collision, can also affect the spatial

distribution of fossiliferous marine deposits. So a common cause explanation [120], where

the geographical distribution of marine fossiliferous rocks and marine diversity are both

affected by the same driver, needs to be considered. Indeed, a recent study of genus richness

and geographic area during the late Cretaceous [92] has clearly demonstrated a positive

relationship between genus richness and geographic area in both epicontinental seas and

ocean-facing coastlines. By looking at genus richness from fixed paleolatitudinal strips,

our analysis draws data from multiple cratonic blocks, each with its own unique tectonic

history, rock record [106], genus-area relationships [92], and idiosyncratic response to sea-

level change [61]. Despite showing very different patterns of spatial sampling (Fig. 5A,

B) and recorded genus richness through time (Fig. 5E, F, red line), the fossil records

from equatorial and temperate paleolatitudinal strips reveal the same long-term trend in

diversity after spatial sampling differences are accounted for (Fig. 5G, H). Diversity rises

to the mid Devonian, falls gradually through the late Paleozoic and into the early Mesozoic

before rising again to the Recent. While a similar long-term trend has been noted before

[156, 5, 155, 56, 155], our analysis provides the strongest evidence yet for it being a truly

global biodiversity signal by showing it is replicated at different paleolatitudes. This strongly

suggests that the long-term diversity trend is indeed the result of the large-scale tectonic

evolution of the planet, following the first order Wilson cycles of continental accretion and

dispersal as suggested previously [156, 56, 155].

On the other hand, small scale (stage-to-stage) shifts in genus richness (after accounting

for spatial sampling differences) show no correlation between the two paleolatitudinal strips,

suggesting that they were not responding to a common global driver but rather result from
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a sequence of region-specific events. This highlights that while a common cause explanation

fits large-scale (100-200 myr cycle) patterns in the fossil record, the shorter (ca. 50-60 myr)

cycles [108] are much more likely to be a reflection of region-specific changes in the original

marine area [120, 110, 92] and the extent of any subsequent degradation of that rock record

at outcrop [154].

In this paper we have shown that there is a strong geographical bias to the distribution

of paleontological records and this needs to be taken into account in any assessment of

biodiversity trends over geological time. Even in the best available database of fossil occur-

rences the fact that some time intervals are better sampled than others introduces a strong

confounding effect on how we perceive global biodiversity to have changed over Phanero-

zoic time. In any biodiversity survey, sampling effort and recorded diversity will track each

other initially but then start to diverge as sufficient records accumulate, until additional

sampling adds no new records and they are effectively independent. We have shown that

sampling effort in the fossil record still closely tracks recorded diversity and thus poses a se-

vere problem for paleobiodiversity analysis. Yet, with the right techniques and approaches

it is possible to tease out a global signal that is independent of spatial sampling biases.

Spatial bias needs to be considered seriously in all future analyses of paleobiodiversity.

We thank the Paleobiology Database for providing the Phanerozoic invertebrate data.

This is Paleobiology Database publication number is 188. We thank Carl Bergstrom for

helpful discussions.
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