
ABSTRACT

COALE, JOSEPH MICHAEL. Reduced Order Models for Thermal Radiative Transfer Problems
Based on Low-Order Transport Equations and the Proper Orthogonal Decomposition. (Under
the direction of Dmitriy Anistratov.)

Thermal radiative transfer (TRT) is a major piece in various multiphysical phenomena which

are driven by interaction between photons and matter, such as radiative hydrodynamics. The

dimensionality of TRT problems is determined by the radiative transfer (RT) equation. In this

work, we study a new approach for developing physics-based RT reduced-order models. We

apply an efficient method for solving coupled multiphysics equations that enables one to reduce

the dimensionality of the RT problem and combine it with a decomposition-based approach

for model order reduction. We develop two reduced-order models (ROMs) for TRT problems

formulated by means of the multilevel nonlinear projective-iterative (MLNPI) methodology

and the data-driven reduced-order modeling methodology known as the proper orthogonal

decomposition (POD). The proposed multigroup TRT ROM applies the multilevel quasidiffusion

(QD) method with POD of the group QD (Eddington) factors that carry essential information

about the RT high-order solution. The grey TRT ROM uses the effective grey low-order QD

equations and POD of the group QD factors and group radiation energy densities.

The obtained numerical results demonstrate that the multigroup TRT ROM with a data set

generated by means of a rather low-rank representation of QD factors in space and time sufficiently

accurately approximates the solution of TRT problems. As the rank of the approximation is

increased, the accuracy of the model gradually improves. The low-rank version of this QD factor

data set can be used as a basis for creating efficient ROMs for multiphysics simulations of

the evolution of temperature and radiation energy waves. The analysis also showed that this

multigroup TRT ROM has potential in parametric model reduction for TRT problems. The grey

TRT ROM sufficiently accurately approximates the solution of the considered TRT problem with

low-rank POD of data. The analysis also revealed some limitations of this ROM that motivate

the need for further research and development.
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CHAPTER

1

INTRODUCTION

1.1 Motivation

Radiative transfer is an essential piece of physics to many high energy-density multiphysical

phenomena, such as astrophysical phenomena, inertial-confinement fusion and various laser-

driven applications [1]. Radiative transfer problems are challenging to solve however; the radiative

transfer (RT) equation is high dimensional, and thermal radiative transfer (TRT) problems are

highly nonlinear. The RT equation has 7 independent variables, including 3 in space (x, y, z),

2 in angle (θ, φ), energy (E) and time (t). TRT problems are characterized by multiple scales

and formulated by equations of different types. A strong coupling exists between the radiative

transfer equation and multiphysics equations, as the material opacities depend on the state of

matter which in turn depends on the flux of particles.

Such challenges spur the need for development of models that may reduce the complexity

and computational cost of solving TRT problems. One common method to decrease the cost of

TRT problems without losing large amounts of accuracy is to deploy a reduced order model

(ROM) for the RT equation. The RT equation tends to determine the dimensionality of TRT

problems as it resides in a higher dimensional space than many other multiphysics equations

that are used for coupling physics. Thus one may reduce the dimensionality of the RT equation

with a given ROM and lower the overall order of the TRT problem. Common ROMs include the

diffusion, P1 and P 1
3

models [2], each of which has their own features and drawbacks. These and

1



other ROMs currently utilized in solving TRT problems suffer limitations on accuracy that may

not be acceptable for certain simulations. This study develops new ROMs for TRT problems to

overcome these limitations and aid in the effort to produce more accurate methods of reducing

the order of TRT problems.

1.2 Thermal Radiative Transfer Problem Formulation

The thermal radiative transfer problem provides a simple model of more complex radiative

hydrodynamic problems. It is formulated with two coupled equations, the radiative transfer

(RT) and material energy balance (MEB) equations. The RT equation is given in the absence

of scattering and models how the radiation intensity changes in a certain phase space due to

sources and losses of radiation. The phase space in question is formed by the direction of photon

motion Ω, a frequency ν, and a position r. The mathematical formulation of the RT is

1

c

∂Iν (r,Ω, ν, t)

∂t
+ Ω · ∇Iν (r,Ω, ν, t) + κν (T, ν) Iν (r,Ω, ν, t) = κν (T, ν)Bν (T, ν) , (1.1)

r ∈ G, for all Ω, t ≥ t0, 0 ≤ ν <∞,

with initial condition

Iν |t=t0 = Iν,0 for r ∈ G and all Ω (1.2)

and boundary condition

Iν |r∈∂G = Iinν for all Ω · en < 0, (1.3)

where G is the spatial domain of the problem, r denotes spatial position, Ω is the direction of

particle motion, ν is the photon frequency and t is time. Iν is the specific intensity of radiation,

κν is the opacity of the medium and Bν is the Planckian black-body radiation distribution

Bν (T, ν) =
2hν3

c2

(
e
hν
kT − 1

)−1
. (1.4)

The MEB equation gives a basic model of how radiation changes material energy due to

interaction with matter

∂ε (T )

∂t
=

∫ ∞
0

dν

∫
4π
dΩ (Iν (r,Ω, ν, t)−Bν (T, ν))κν (T, ν) (1.5)

with an initial condition for the material temperature (T )

T |t=t0 = T0 for r ∈ G (1.6)
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where ε (T ) is the material energy density. Although the TRT problem ignores hydrodynamic

effects and scattering interactions of radiation, it is able to capture the overarching challenges

encountered in solving radiative hydrodynamic problems. High dimensionality, multiple scales,

strong nonlinearity and tight coupling of equations are all seen and make the TRT problem a

valuable test platform for new ROMs before being extended to more complex problems.

1.2.1 Multigroup Thermal Radiative Transfer

The TRT problem is generally solved in multigroup approximation. The multigroup RT equation

is derived by integrating the continuous RT Eq. (1.1) over groups of the photon frequency (ν)

on the interval νg < ν < νg+1 where g = 1, . . . , Ng∫ νg+1

νg

[
1

c

∂Iν (r,Ω, ν, t)

∂t
+ Ω · ∇Iν (r,Ω, ν, t) + κν (T, ν) Iν (r,Ω, ν, t)

]
dν

=

∫ νg+1

νg

κν (T, ν)Bν (T, ν) dν. (1.7)

The multigroup RT equation is thus

1

c

∂Ig (r,Ω, t)

∂t
+ Ω · ∇Ig (r,Ω, t) + κg (T ) Ig (r,Ω, t) = κg (T )Bg (T ) , (1.8)

r ∈ G, for all Ω, t ≥ t0, g = 1, . . . , Ng,

with initial condition

Ig|t=t0 = Ig,0 for r ∈ G and all Ω, (1.9)

and boundary condition

Ig|r∈∂G = I in
g for all Ω · n < 0. (1.10)

The group radiation intensity is

Ig (r,Ω, t) =

∫ νg+1

νg

Iν (r,Ω, ν, t) dν, (1.11)

and the group black-body radiation distribution is

Bg (T ) =

∫ νg+1

νg

Bν (T, ν) dν. (1.12)

A single form of the group-averaged opacity has been chosen for Eq. (1.8), averaged with the

3



black-body radiation distribution Bν

κg (T ) =

∫ νg+1

νg
κν (T, ν)Bν (T, ν) dν∫ νg+1

νg
Bν (T, ν) dν

. (1.13)

This defines a particular multigroup approximation of the RT equation. A more accurate

averaging function for the group opacity can be used in the absorption rate density term. The

MEB equation (1.5) can also be rewritten in multigroup form as

∂ε (T )

∂t
=

Ng∑
g=1

∫
4π

κg (T ) (Ig (r,Ω, t)−Bg (T )) dΩ, (1.14)

1.3 Reduced-Order Modeling

This study creates a new set of ROMs for TRT problems combining certain modern era reduced

order modeling techniques. To achieve a reduction of dimensionality, we formulate a hierarchy

of effective low-order transport (ELOT) problems by means of a multilevel nonlinear projective-

iterative (MNPI) methodology [3, 4, 5, 6]. These problems are defined for the angular and

energy moments of the specific intensity Iν , and with the RT equation define a multilevel set

of high-order and low-order equations. This multilevel system is closed exactly using factors

that are weakly dependent on the high-order radiative transport solution. With these exact

closures the set of ELOT problems remains equivalent to the multigroup RT equation. The weak

dependence of the closures to high-order solution also leads to fast convergence of iterations.

A set of projections of the RT equation brings it to the same dimensional space, or scale, of

multiphysics equations such as the MEB equation. Thus multiphysics equations can be coupled

to an ELOT problem in a projected subspace of lower dimensionality than the RT equation

while retaining all transport effects. This gives significant advantage compared to other methods

in problems where multiphysics coupling is required [7].

1.3.1 The Quasidiffusion Method

We adopt the MNPI method known as the multilevel quasidiffusion (MLQD) method to define

the set of ELOT problems. The MLQD method for solving TRT problems is a nonlinear method

of moments utilizing exact closures whose algorithm takes on a multigrid approach in angle

and energy [8, 3, 4, 5, 6, 7]. The MLQD method is formulated on two grids in energy, utilizing

multigroup and grey (one-group) equations. It consists of a multilevel set of nonlinearly coupled

equations, including the high-order multigroup RT equation (1.8), multigroup and grey low-order

quasidiffusion systems of equations.
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1.3.1.1 Multigroup Low Order Quasidiffusion Equations

The multigroup low-order quasidiffusion (MLOQD) equations are derived by projecting the

high-order RT equation (1.8) onto a lower dimensional space [8, 3, 4, 5, 6]. This projection

involves taking the zeroth and first angular moments of the RT equation

∫
4π

[
1

c

∂Ig (r,Ω, t)

∂t
+ Ω · ∇Ig (r,Ω, t) + κg (T ) Ig (r,Ω, t)

]
dΩ

=

∫
4π

κg (T )Bg (T ) dΩ, (1.15a)∫
4π

[
1

c

∂Ig (r,Ω, t)

∂t
+ Ω · ∇Ig (r,Ω, t) + κg (T ) Ig (r,Ω, t)

]
ΩdΩ

=

∫
4π

κg (T )Bg (T ) ΩdΩ. (1.15b)

These moment equations are known as the radiation energy balance equation and the radiation

momentum balance equation respectively [2]

∂Eg (r, t)

∂t
+∇ · Fg (r, t) + cκg (T )Eg (r, t) = 4πκg (T )Bg (T ) , (1.16a)

1

c

∂Fg (r, t)

∂t
+∇ ·Hg + κg (T )Fg (r, t) = 0, (1.16b)

r ∈ G, t ≥ t0, g = 1, . . . , Ng,

for new unknown functions in the projected space that are the angular moments of the specific

intensity, namely, the group radiation energy density

Eg (r, t) =
1

c

∫
4π

Ig (r,Ω, t) dΩ, (1.17)

and the group radiation flux

Fg (r, t) =

∫
4π

ΩIg (r,Ω, t) dΩ. (1.18)

The tensor Hg is the second angular moment of the group radiation intensity

Hg =

∫
4π

ΩΩIg (r,Ω, t) dΩ, (1.19)

which presents a third unknown in a system of two equations. An exact closure for the MLOQD
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system is formed by means of the QD or Eddington tensor [8]

fg (r, t) =

∫
4π ΩΩIg (r,Ω, t) dΩ∫

4π Ig (r,Ω, t) dΩ
, (1.20)

so Hg becomes

Hg = cfg (r, t)Eg (r, t) . (1.21)

The closed form of the MLOQD equations using (1.21) is thus

∂Eg (r, t)

∂t
+∇ · Fg (r, t) + cκg (T )Eg (r, t) = 4πκg (T )Bg (T ) , (1.22a)

1

c

∂Fg (r, t)

∂t
+ c∇ · (fg (r, t)Eg (r, t)) + κg (T )Fg (r, t) = 0, (1.22b)

r ∈ G, t ≥ t0, g = 1, . . . , Ng,

with initial conditions

Eg|t=t0 = Eg,0, Fg|t=t0 = Fg,0 for r ∈ G (1.23)

and boundary condition [9]

n · Fg (r̃, t) = cCg (r̃, t)
(
Eg (r̃, t)− Ein

g (r̃, t)
)

+ F in
g (r̃, t) , (1.24)

for r̃ ∈ ∂G and all Ω · en < 0.

The boundary factor is given as

Cg (r̃, t) =

∫
(n·Ω)>0 (n ·Ω) Ig (r̃,Ω, t) dΩ∫

(n·Ω)>0 Ig (r̃,Ω, t) dΩ
, (1.25)

and the incoming radiation energy density and flux on the problem boundary are derived from

the incoming radiation intensity

Ein
g (r̃, t) =

1

c

∫
n·Ω<0

I in
g (r̃,Ω, t) dΩ, (1.26a)

F in
g (r̃, t) =

∫
n·Ω<0

ΩI in
g (r̃,Ω, t) dΩ, (1.26b)

where r̃ ∈ ∂G.
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1.3.1.2 The Effective Grey Problem

The system of MLOQD equations (1.22a) and (1.22b) can be projected into a lower dimensional

space to form a system of grey equations [3, 4, 5, 6]. This projection involves summing the

MLOQD Eqs. (1.22) over groups

Ng∑
g=1

[
∂Eg (r, t)

∂t
+∇ · Fg (r, t) + cκg (T )Eg (r, t)

]
=

Ng∑
g=1

4πκg (T )Bg (T ) , (1.27)

Ng∑
g=1

1

c

∂Fg,α (r, t)

∂t
+ c

∑
β

∂

∂β
(fg,αβ (r, t)Eg (r, t)) + κg (T )Fg,α (r, t)

 = 0, (1.28)

r ∈ G, t ≥ t0, g = 1, . . . , Ng, α = β = x, y, z,

where Eq. (1.28) is the component-wise form of the vector Eq. (1.22b). This summation yields

the system of equations

∂E (r, t)

∂t
+∇ · F (r, t) + cκ̄E (T )E (r, t) = cκ̄B (T ) aRT

4, (1.29a)

1

c

∂Fα (r, t)

∂t
+ c

∑
β

∂

∂β

(
f̄αβ (r, t)E (r, t)

)
+ κ̄R,α (T )Fα (r, t) + ηα (r, t)E (r, t) = 0. (1.29b)

r ∈ G, t ≥ t0 α = β = x, y, z.

After combining all component-wise forms of Eq. (1.29b), the grey LOQD (GLOQD) system of

equations is thus

∂E (r, t)

∂t
+∇ · F (r, t) + cκ̄E (T )E (r, t) = cκ̄B (T ) aRT

4, (1.30a)

1

c

∂F (r, t)

∂t
+ c∇ ·

(
f̄ (r, t)E (r, t)

)
+ κ̄κκR (T )F (r, t) + η (r, t)E (r, t) = 0, (1.30b)

r ∈ G, t ≥ t0,

where

aR =
4σR
c
, (1.31)

and σR is the Stefan-Boltzmann constant. There are two new unknown functions in the projected

space, the total radiation energy density

E (r, t) =

Ng∑
g=1

Eg (r, t) , (1.32)
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and the total radiation flux

F (r, t) =

Ng∑
g=1

Fg (r, t) . (1.33)

Initial conditions are

E|t=t0 = E0, F |t=t0 = F0 for r ∈ G (1.34)

and the boundary condition is

n · F (r̃, t) = cC̄ (r̃, t)
(
E (r̃, t)− Ēin (r̃, t)

)
+ F in (r̃, t) , r̃ ∈ ∂G. (1.35)

The grey boundary factor is defined as

C̄ (r̃, t) =

∑Ng
g=1Cg (r̃, t)

(
Eg (r̃, t)− Ein

g (r̃, t)
)∑Ng

g=1Eg (r̃, t)− Ein
g (r̃, t)

, (1.36)

and the incoming total radiation energy density and flux on the problem boundary are defined

by the incoming multigroup radiation energy density and flux

Ein
g (r̃, t) =

Ng∑
g=1

Ein
g (r̃, t) (1.37a)

F in (r̃, t) =

Ng∑
g=1

F in
g (r̃, t) . (1.37b)

There are three distinct grey opacities (κ̄E , κ̄B, κ̄κκR)

κ̄E (T ) =

∑Ng
g=1 κg (T )Eg (r, t)∑Ng

g=1Eg (r, t)
, (1.38a)

κ̄B (T ) =

∑Ng
g=1 κg (T )Bg (T )∑Ng

g=1Bg (T )
, (1.38b)

κ̄R,α (T ) =

∑Ng
g=1 κg (T ) |Fg,α (r, t) |∑Ng

g=1 |Fg,α (r, t) |
, α = x, y, z, (1.38c)

κ̄κκR (T ) =

κ̄R,x (T ) 0 0

0 κ̄R,y (T ) 0

0 0 κ̄R,z (T )

 . (1.38d)

Each κ̄R,α is averaged with |Fg,α| instead of Fg,α because the group radiation flux is an alternating
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function which could result in
∑Ng

g=1 Fg,α (r, t) = 0, or very close to zero. A compensation term

is constructed with the factor η in Eq. (1.30b) as

η (r, t) =

∑Ng
g=1 [κg (T )Fg (r, t)− κ̄κκR (T )Fg (r, t)]∑Ng

g=1Eg (r, t)
, (1.39)

or in component form

ηα (r, t) =

∑Ng
g=1 [(κg (T )− κ̄R,α (T ))Fg,α (r, t)]∑Ng

g=1Eg (r, t)
, α = x, y, z, (1.40)

such that when |Fg,α| = Fg,α, ηα = 0. The grey QD tensor is formed with the group QD tensor

averaged with the group radiation energy density

f̄ (r, t) =

∑Ng
g=1 fg (r, t)Eg (r, t)∑Ng

g=1Eg (r, t)
. (1.41)

The multigroup MEB equation (1.14) can be cast as an equation in terms of all grey quantities

∂ε (T )

∂t
= cκ̄E (T )E (r, t)− cκ̄B (T ) aRT

4. (1.42)

The grey LOQD Eqs. (1.30) and MEB Eq. (1.42) are now formulated for the same unknowns

and of the same dimensionality. Together they form the effective grey problem.

1.3.1.3 The Multilevel Quasidiffusion Algorithm

The iterative algorithm for solving TRT problems with the MLQD method is depicted in

algorithm 1. The algorithm converges the material temperature T and total radiation energy

density E on grids in space and time with a nested set of outer and inner iterations. At each

outer iteration u, the multigroup RT equation (1.8) is solved for the multigroup radiation

intensity Iug . These intensity values are used to calculate the group QD tensor fug with equation

(1.20), which are fixed while performing the inner iterations. For each inner iteration `, the

MLOQD equations (1.22) are solved for the group radiation energy densities E`,ug and fluxes

F `,u
g . The grey quantities

(
κ̄`,uE , κ̄`,uB , κ̄κκ`,uR , f̄ `,u,η`,u

)
are all computed and used to solve the

coupled system of grey LOQD (1.30) and MEB (1.42) eqs. for the total radiation energy density

E`,u, fluxes F `,u, and material temperature T `,u. The group opacities κg are updated at the

end of each inner iteration.
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while tn ≤ tend do
n = n+ 1
T (0) = Tn−1

while ‖T u − T u−1‖ > ε1‖T u‖+ ε2, ‖Eu − Eu−1‖ > ε1‖Eu‖+ ε2 do
u = u+ 1
Solve multigroup RT eq. (1.8) for Iug
Compute group QD tensor fug
while ‖T `,u − T `−1,u‖ > ε̃1‖T `,u‖+ ε̃2, ‖E`,u − E`−1,u‖ > ε̃1‖E`,u‖+ ε̃2 do

` = `+ 1
Solve multigroup LOQD eqs. (1.22) for E`,ug and F `,u

g

Compute grey quantities κ̄`,uE , κ̄`,uB , κ̄κκ`,uR , f̄ `,u, η`,u

Solve coupled grey LOQD (1.30) and MEB (1.42) eqs. for E`,u, F `,u, T `,u

Update opacities κg
(
T `,u

)
end

T s ← T `,u

end
Tn ← T u

end
Algorithm 1: Nonlinear Multilevel QD Iterative Scheme

1.3.2 Classical ROMs for Thermal Radiative Transfer

Many ROMs exist already for TRT problems that are able to circumvent use of the RT Eq. (1.8)

entirely and instead only use a system of equations similar to the LOQD Eqs. (1.22). Solving

the high-order RT equation is avoided by forming some approximate closure for the LOQD

equations to use in place of the QD tensor. The most well-known reduced order model for the RT

eq. is the P1 method based on the approximation of the radiation intensity as a linear function

of Ω [2]

Iν (r,Ω, ν, t) = a (r, ν, t) + Ωb (r, ν, t) . (1.43)

This yields an approximate closure fg = 1
3 , which reduces Eqs. (1.22) to the multigroup P1

equations

∂Eg (r, t)

∂t
+∇ · Fg (r, t) + cκg (T )Eg (r, t) = 4πκg (T )Bg (T ) , (1.44a)

1

c

∂Fg (r, t)

∂t
+
c

3
∇Eg (r, t) + κg (T )Fg (r, t) = 0. (1.44b)

The P1 equations are correct to first order in the asymptotic diffusion limit, or the optically thick

limit [10]. Thus one would expect the P1 solution to be fairly accurate when approaching this

limit. In the optically thin limit however, the P1 Eqs. give an unphysical propagation velocity of
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streaming radiation of c√
3

instead of the actual speed of light (c) [2].

The diffusion approximation is derived from the P1 equations by making the assumption

that the time derivative of the radiation flux is negligibly small and recombining terms in Eq.

(1.44b) to find an expression for the radiation flux, also known as Fick’s law

Fg (r, t) = − c

3κg (T )
∇Eg (r, t) . (1.45)

This is substituted into Eq. (1.44a) to give the multigroup radiation diffusion equation

∂Eg (r, t)

∂t
−∇ · (cDg (T )∇Eg (r, t)) + cκg (T )Eg (r, t) = 4πκg (T )Bg (T ) , (1.46)

where the diffusion coefficient is

Dg (T ) =
1

3κg (T )
. (1.47)

The diffusion equation is also correct to first order in the optically thick limit [10], so one would

expect the diffusion solution to be as accurate as P1 in this limit. In the optically thin limit,

diffusion suffers a different problem than experienced with P1 and propagates radiation with

infinite speed.

The P1/3 approximation [2] is derived from the P1 equations and aims to modify the

radiation propagation speed in the optically thin limit in the P1 model. The P1/3 approximation

introduces a weight of 1
3 to the time derivative of the radiation flux which reforms the radiation

momentum balance equation (1.44b) to

1

3c

∂Fg (r, t)

∂t
+
c

3
∇ · Eg (r, t) + κg (T )Fg (r, t) = 0. (1.48)

As with P1, the P1/3 equations are correct to first order in the optically thick limit [10], so the

solution should be as accurate as P1 in this limit.

1.3.3 The Proper Orthogonal Decomposition

Just as those classical ROMs presented in Sec. 1.3.2, the new ROMs presented in this study

avoid any use of the RT equation. Instead of relying on some estimation for the angular

dependence of the radiation intensity to form a new set of low-order equations like the P1 Eqs.

(1.44) however, we take on a data-driven approach leveraging a method known as the proper

orthogonal decomposition (POD).

The POD was created originally to solve problems efficiently by using previously found

data to estimate new solutions [11, 12, 13]. Using the POD involves first solving the given

problem and creating a database of snapshots of the solution A ∈ IRχ,τ where χ and τ are the
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number of discrete spatial and temporal nodes respectively. The singular value decomposition

(SVD) is applied to the data matrix A. The SVD presents the matrix in the form of

A = UΣV T , (1.49)

where U ∈ IRχ,k holds the left singular vectors of A in its columns, Σ ∈ IRk,k is diagonal whose

entries are the singular values of A in descending magnitude, and V ∈ IRτ,k holds the right

singular vectors of A in its columns, where k = min (χ, τ) is the rank of A. The matrix A is

approximated as a matrix of rank r < k by reducing the dimension k to r in its SVD, also known

as a truncated SVD (TSVD). This effectively removes columns from U and V , and diagonal

values from Σ. Due to the properties of the SVD, this reduced rank matrix A∗ is the closest

matrix of rank r to the full rank matrix A in the Frobenius norm.

To determine the rank r in this study, a singular value relative cutoff criteria is defined

εσ < 1 such that for the set of singular values of A, (σ1,g, . . . , σk,g), there will be a r ≤ k such

that
σn
σ1
≥ εσ (1.50)

for all n ≤ r. The reduced rank approximation of A is thus given as A∗ = U∗Σ∗ (V ∗)T where

U∗ ∈ IRχ,r, Σ∗ ∈ IRr,r, V ∗g ∈ IRτ,r. The ratio of energy contained in the first n POD modes to

the total energy of all POD modes [14] is

γn =

∑n
i=1 σ

2
i∑k

i=1 σ
2
i

, (1.51)

This can also be interpreted as the ratio of modeled to total energy contained in the data

snapshots [15].

The reduced rank database is then used to inform new problems whose solution is unknown,

allowing for a more efficient and reduced-order solve. Due to the data-driven nature of the POD,

the accuracy of this method is strongly dependent on how well A∗ approximates the solution of

the unknown problem to be solved. Thus the POD is most effective at solving problems that are

similar to the problems whose solution was used to form A.

1.4 Structure of this Work

The ROMs presented in the later chapters of this study are made of two components, combining

the MLQD method with the POD. The hierarchy of LOQD problems defined by the MLQD

method can be isolated from the high-order RT equation by means of the POD. In fact, the

grey LOQD system can be isolated from the multigroup LOQD system using the POD. The
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following chapters of this work will describe the methods used to develop these new ROMs in

closer detail, and describe their performance. Chapter 2 describes in detail the discretization

of the RT equation, all LOQD systems, and the MEB equation, including discussion on the

use of Newton’s method for handling nonlinear iterations in the effective grey LOQD problem.

Chapter 3 describes the first of two ROMs developed here in which the POD is applied to

approximate the group QD tensor [16]. Chapter 4 describes the second of the ROMs where the

POD is applied to approximate the group QD tensor and the multigroup LOQD solution [17].

The first ROM has been published in the proceedings of and presented at the 2019 ANS M&C

conference in Portland, Oregon; the second ROM will appear in the proceedings of the 2019

ANS annual winter meeting to be held in Washington, DC where it will be presented by the

author.

This work was supported by Defense Threat Reduction Agency (Basic and Applied Sciences

Department of Research and Development Directorate) under grant HDTRA11810042. The

content of this information does not necessarily reflect the position or the policy of the federal

government, and no official endorsement should be inferred.
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CHAPTER

2

THE MULTILEVEL QUASIDIFFUSION

METHOD FOR TRT PROBLEMS

In this chapter the discrete forms of the RT, MEB and LOQD equations used in this study

are derived. Section 2.1 describes the discretization of the multigroup RT equation, section 2.2

discretizes the multigroup LOQD equations, and section 2.3 derives the grey LOQD equations

from the discretized multigroup LOQD equations. Section 2.4 gives discussion of Newton’s

method used to solve the effective grey problem.

2.1 Discretization of the Radiation Transfer Equation

2.1.1 Angular Discretization with Discrete Ordinates

The angular dependence of the RT equation is discretized with the method of discrete-ordinates.

We define a quadrature set

{Ωm, wm,m = 1, . . . , Nm} (2.1)

where Ωm are discrete directions specified by the angular mesh and wm are the corresponding
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quadrature weights such that

Nm∑
m=1

wm = 4π,

Nm∑
m=1

Ωmwm = 0. (2.2)

The discrete-ordinates form of the multigroup RT Eq. (1.8) is

1

c

∂Ig,m (r, t)

∂t
+ Ωm · ∇Ig,m (r, t) + κg (T ) Ig,m (r, t) = κg (T )Bg (T ) . (2.3)

2.1.2 Temporal Discretization with Backward-Euler

The backward-Euler temporal discretization scheme applied to Eq. (2.3) is

1

c

Ig,m,n (r)− Ig,m,n−1 (r)

∆tn
+ Ωm · ∇Ig,m,n (r) + κg,n (T ) Ig,m,n (r) = κg,n (T )Bg,n (T ) (2.4)

where tn is a discrete point in time and ∆tn = tn − tn−1. Ig,m,n (r) is the radiation intensity at

time tn, namely, Ig,m,n (r) = Ig,m (r, tn). Recombining the terms of Eq. (2.4) gives

Ωm · ∇Ig,m,n (r) +

(
κg,n (T ) +

1

c∆tn

)
Ig,m,n (r) = κg,n (T )Bg,n (T ) +

Ig,m,n−1 (r)

c∆tn
(2.5)

Eq. (2.5) takes on the form of a steady state RT equation with a modified source and opacity

Ωm · ∇Ig,m,n (r) + κτg,n (T ) Ig,m (r) = Qg,m,n (T ) (2.6)

where the modified source is given as

Qg,m,n (T ) = κg,n (T )Bg,n (T ) +
Ig,m,n−1 (r)

c∆tn
(2.7)

and the modified opacity is

κτg,n (T ) = κg,n (T ) +
1

c∆tn
. (2.8)

2.1.3 Spatial Discretization of the High-Order RT Equation

Let us consider Cartesian geometry such that

r = (x, y, z) , ∇ =

(
∂

∂x
,
∂

∂y
,
∂

∂z

)
, (2.9)

and the solid angle is

Ω = (Ωx,Ωy,Ωz) . (2.10)
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Figure 2.1 depicts the 3D rectangular coordinate system, where γ is the angle between the

planes formed by the vectors Ω and ẑ and the vectors x̂ and ẑ.

Figure 2.1 Rectangular Coordinate System

The 3D RT equation (1.8) can be reduced to 1D slab geometry form where the solution is a

function only of the variables z and θ. 1D slab geometry, or plane geometry, is formulated such

that the x̂ and ŷ directions are assumed infinite and material composition does not depend

on these directions. Thus the behavior of radiation propagating out in those directions has

translational geometry and change is only observed along the ẑ axis for different (x̂, ŷ) planes.

The path length ds of propagating radiation can then be written as a function of the distance

moved along the ẑ axis (dz) and the angle between direction of movement and the ẑ axis (θ)

ds = cos (θ) dz. (2.11)

Figure 2.2 depicts the path length described in Eq. (2.11) for 1D slab geometry. The spatial

coordinate system (2.9) reduces to

r = (z) , ∇ =

(
∂

∂z

)
. (2.12)
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Figure 2.2 Path length in 1D slab geometry

The streaming operator is also reduced by noting Ω · ∇Ig =
∂Ig
∂s so that with Eq. (2.11)

Ω · ∇Ig =
∂Ig
∂s

=
∂Ig
∂z

∂z

∂s
=
∂Ig
∂z

cos (θ) . (2.13)

The directional cosine is defined as µ = cos (θ) so Ω · ∇Ig = µ · ∂Ig∂z . The solution of the RT

equation only depends on z and µ and hence Ig (r,Ω, t) = Ig (z, µ, t). We now integrate the RT

equation over 0 ≤ γ ≤ 2π to obtain the 1D slab geometry form of the multigroup RT equation,

given by

1

c

∂Ĩg (z, µ, t)

∂t
+ µ · ∂Ĩg (z, µ, t)

∂x
+ κg (T ) Ĩg (z, µ, t) = 2πκg (T )Bg (T ) , (2.14)

0 ≤ z ≤ Z, −1 ≤ µ ≤ 1, t ≥ t0,

where Ĩg (z, µ, t) = 2πIg (z, µ, t) To remain consistent with the usual notation, a notation change

is performed such that Ĩg (z, µ, t)→ Ig (x, µ, t) to rewrite Eq. (2.14) as

1

c

∂Ig (x, µ, t)

∂t
+ µ · ∂Ig (x, µ, t)

∂x
+ κg (T ) Ig (x, µ, t) = 2πκg (T )Bg (T ) , (2.15)

0 ≤ x ≤ X, −1 ≤ µ ≤ 1, t ≥ t0.
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Boundary conditions for Eq. (2.15) are

Ig|x=0 = I in,+
g (µ, t) , µ > 0 (2.16a)

Ig|x=X = I in,−
g (µ, t) , µ < 0. (2.16b)

To discretize the 1D slab geometry RT equation in angle with discrete-ordinates a new quadrature

set is constructed for µ

{µm, wm, m = 1, . . . , Nm} (2.17)

where µm are discrete directional cosines specified by the angular mesh and wm are the corre-

sponding quadrature weights such that

Nm∑
m=1

wm = 2,

Nm∑
m=1

µmwm = 0. (2.18)

Discretizing Eq. (2.15) with discrete ordinates over angle (Sec. 2.1.1) and backward-Euler over

time (Sec. 2.1.2) yields

µm
dIg,m,n (x)

dx
+

(
κg,n (T ) +

1

c∆tn

)
Ig,m,n (x) = κg,n (T )Bg,n (T ) +

Ig,m,n−1 (x)

c∆tn
. (2.19)

To discretize the 1D slab geometry RT equation in space a spatial mesh is introduced{
xi+ 1

2
, i = 1, . . . , Ni, 0 = x 1

2
< · · · < xi+ 1

2
< · · · < xNi+ 1

2
= X

}
, (2.20)

shown in Figure 2.3. The length of each cell is ∆xi = xi+ 1
2
− xi− 1

2
. Cell centers are located at

positions xi = xi− 1
2

+ 1
2∆xi.

Figure 2.3 1D spatial mesh grid

The discretization scheme formulated on this mesh is known as step characteristics, which follows

from the method of characteristics and is defined for cell-average and cell-edge values of the

radiation intensity. The radiation intensity at time tn, direction µm and position xi+ 1
2

is written

as Ig,m,i+ 1
2
,n. The step characteristics discretization scheme for Eq. (2.19) for cell-edge radiation
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intensities is

Ig,m,i− 1
2
,n = Ig,m,i+ 1

2
,ne
−τg,m,i +

Qg,m,i,n
κτg,i,n

(
1− e−τg,m,i

)
, µm > 0 (2.21a)

Ig,m,i+ 1
2
,n = Ig,m,i− 1

2
,ne
−τg,m,i +

Qg,m,i,n
κτg,i,n

(
1− e−τg,m,i

)
, µm < 0 (2.21b)

and the equation for cell-average radiation intensities is

Ig,m,i,n = αg,m,iIg,m,i− 1
2
,n + (1− αg,m,i) Ig,m,i+ 1

2
,n, (2.22)

where the source Qg,m,i,n and modified opacity κτg,i,n are cell-average quantities given by Eqs.

(2.7) and (2.8), respectively. τg,m,i is

τg,m,i =
κτg,i,n∆xi

|µm|
, (2.23)

and αg,m,i is

αg,m,i =

 1
τg,m,i

− e−τg,m,i

1−e−τg,m,i
, µm > 0

− 1
τg,m,i

+ 1

1−e−τg,m,i
, µm < 0.

(2.24)

2.2 Discretization of the MLOQD Equations

The MLOQD equations in 1D slab geometry are

∂Eg (x, t)

∂t
+
∂Fg (x, t)

∂x
+ cκg (T )Eg (x, t) = 4πκg (T )Bg (T ) , (2.25a)

1

c

∂Fg (x, t)

∂t
+ c

∂ (fg (x, t)Eg (x, t))

∂x
+ κg (T )Fg (x, t) = 0, (2.25b)

0 ≤ x ≤ X, t ≥ t0, g = 1, . . . , Ng,

with boundary conditions

Fg (0, t) = cC0
g (t)

(
Eg (0, t)− Ein,+

g (t)
)

+ F in,+
g (t) , µ > 0 (2.26a)

Fg (X, t) = cCXg (t)
(
Eg (X, t)− Ein,−

g (t)
)

+ F in,−
g (t) , µ < 0 (2.26b)
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where the group boundary factors are

C0
g =

∫ 0
−1 µIgdµ∫ 0
−1 Igdµ

∣∣∣∣∣
x=0

, CXg =

∫ 1
0 µIgdµ∫ 1
0 Igdµ

∣∣∣∣∣
x=0

. (2.27)

The backward-Euler temporal discretization scheme applied to Eqs. (2.25) is

∂Fg,n (x)

∂x
+ cκτg,nEg,n (x) = 4πκg,n (T )Bg,n +

Eg,n−1 (x)

∆tn
, (2.28a)

c
∂ (fg,n (x)Eg,n (x))

∂x
+ κτg,nFg,n (x) =

Fg,n−1 (x)

c∆tn
, (2.28b)

A second-order finite volume scheme is used to disctretize the MLOQD system in space. The

radiation energy balance Eq. (2.28a) is integrated over the spatial interval of the ith cell

xi− 1
2
≤ x ≤ xi+ 1

2
to give

Fg,i+ 1
2
,n − Fg,i− 1

2
,n + c∆xiκτg,i,nEg,i,n = ∆xi

(
4πκg,i,nBg,i,n +

Eg,i,n−1

∆tn

)
, (2.29)

where Fg,i+ 1
2
,n is the cell-edge value of the group-wise radiation flux and Eg,i,n is the cell-averaged

value of the group-wise radiation energy density. The radiation momentum balance Eq. (2.28b)

is integrated over the the ith cell’s left half xi− 1
2
≤ x ≤ xi and over its right half xi ≤ x ≤ xi+ 1

2
.

This gives two discretized equations

c
(
fg,i,nEg,i,n − fg,i− 1

2
,nEg,i− 1

2
,n

)
+

∆xi
2

κτg,i,nFg,i− 1
2
,n =

∆xi
2

Fg,i− 1
2
,n−1

c∆tn
, (2.30)

c
(
fg,i+ 1

2
,nEg,i+ 1

2
,n − fg,i,nEg,i,n

)
+

∆xi
2

κτg,i,nFg,i+ 1
2
,n =

∆xi
2

Fg,i+ 1
2
,n−1

c∆tn
. (2.31)

To eliminate the cell-edge radiation energy density Eg,i+ 1
2
,n, Eq. (2.30) is found for the i+ 1 cell

and combined with Eq. (2.31) to obtain

c (fg,i+1,nEg,i+1,n − fg,i,nEg,i,n) + ∆xi+ 1
2
κτ
g,i+ 1

2
,n
Fg,i+ 1

2
,n = ∆xi+ 1

2

Fg,i+ 1
2
,n−1

c∆tn
, (2.32)

where

∆xi+ 1
2

=
∆xi + ∆xi+1

2
, (2.33)

with ∆x0 = 0, ∆xI+1 = 0, and the cell-edge opacity is

κg,i+ 1
2
,n =

∆xiκg,i,n + ∆xi+1κg,i+1,n

∆xi + ∆xi+1
, κτ

g,i+ 1
2
,n

=
∆xiκτg,i,n + ∆xi+1κτg,i+1,n

∆xi + ∆xi+1
. (2.34)
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The discrete MLOQD system is thus

Fg,i+ 1
2
,n − Fg,i− 1

2
,n + c∆xiκτg,i,nEg,i,n = ∆xi

(
4πκg,i,nBg,i,n +

Eg,i,n−1

∆tn

)
, (2.35a)

c (fg,i+1,nEg,i+1,n − fg,i,nEg,i,n) + ∆xi+ 1
2
κτ
g,i+ 1

2
,n
Fg,i+ 1

2
,n = ∆xi+ 1

2

Fg,i+ 1
2
,n−1

c∆tn
. (2.35b)

The discretized MLOQD Eqs. (2.35) give a system of equations for the group radiation flux and

energy density. Eqs. (2.35) can be manipulated to eliminate the group radiation flux and create

a smaller linear system, demonstrated for the GLOQD system in Sec. (2.3).

2.3 Discretization of the GLOQD and MEB Equations

To maintain algebraic consistency between the discretization of the MLOQD equations and the

GLOQD equations, the discrete GLOQD equations are derived from the discrete MLOQD Eqs.

(2.35) by summing them over group. The discrete GLOQD equations are thus

Fi+ 1
2
,n − Fi− 1

2
,n + c∆xiκ̄τE,i,nEi,n = ∆xi

(
cκ̄B,i,naRT 4

i,n +
Ei,n−1

∆tn

)
, (2.36a)

c

(
f̄i+1,n + η+

i+ 1
2
,n

)
Ei+1,n − c

(
f̄i,n + η−

i+ 1
2
,n

)
Ei,n

+ ∆xi+ 1
2
κ̄τ
R,i+ 1

2
,n
Fi+ 1

2
,n = ∆xi+ 1

2

Fi+ 1
2
,n−1

c∆tn
. (2.36b)

where the total cell-averaged radiation energy density is

Ei,n =

Ng∑
g=1

Eg,i,n, (2.37)

and the total cell face averaged radiation flux is

Fi+ 1
2
,n =

Ng∑
g=1

Fg,i+ 1
2
,n. (2.38)

The group QD factor in each cell is averaged with the cell-averaged group energy density to
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form the cell-averaged grey QD factor

f̄i,n =

∑Ng
g=1 fg,i,nEg,i,n∑Ng

g=1Eg,i,n
. (2.39)

The two modified grey opacities are

κ̄τE,i,n = κ̄E,i,n +
1

c∆tn
, (2.40)

κ̄τ
R,i+ 1

2
,n

= κ̄R,i+ 1
2
,n +

1

c∆tn
, (2.41)

and the three distinct grey opacities in each cell or cell face are

κ̄E,i,n =

∑Ng
g=1 κg,i,nEg,i,n∑Ng

g=1Eg,i,n
, (2.42)

κ̄B,i,n =

∑Ng
g=1 κg,i,nBg,i,n∑Ng

g=1Bg,i,n
, (2.43)

κ̄R,i+ 1
2
,n =

∑Ng
g=1 κg,i+ 1

2
,n|Fg,i+ 1

2
,n|∑Ng

g=1 |Fg,i+ 1
2
,n|

. (2.44)

The compensation term takes the form

ηi+ 1
2
,n =

Ng∑
g=1

[(
κg,i+ 1

2
,n − κ̄R,i+ 1

2
,n

)
Fg,i+ 1

2
,n

]
, (2.45a)

η+
i+ 1

2
,n

=


η
i+1

2 ,n∑Ng
g=1 Eg,i+1,n

, ηi+ 1
2
,n > 0,

0, ηi+ 1
2
,n < 0,

(2.45b)

η−
i+ 1

2
,n

=

 0, ηi+ 1
2
,n > 0,

−η
i+1

2 ,n∑Ng
g=1 Eg,i,n

, ηi+ 1
2
,n < 0.

(2.45c)

The terms η± are defined as such so that the coefficient multiplying the total radiation energy

density in the radiation momentum balance Eq. (2.36b) does not become negative. The discretized

GLOQD Eqs. (2.36) give a system of equations for the total radiation flux and energy density.

Now considering the MEB equation (1.42), the 1D slab geometry form is

∂ε (T )

∂t
= cκ̄E (T )E (x, t)− cκ̄B (T ) aRT

4. (2.46)
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Eq. (2.46) then takes on the discrete form

εi,n (T )− εi,n−1 (T )

∆tn
= cκ̄E,i,nEi,n − caRκ̄B,i,nT 4

i,n. (2.47)

The GLOQD equations (2.36) share a source term with the MEB Eq. (2.47)

QB,i,n = caRκ̄B,i,nT 4
i,n. (2.48)

A reduced system is derived from the GLOQD (2.36) and MEB (2.47) equations by eliminating

the total radiation flux. The terms of the grey radiation momentum balance Eq. (2.36b) are

recombined as

Fi+ 1
2
,n = h̄i − ϕ+

i+ 1
2
,n
Ei+1,n + ϕ−

i+ 1
2
,n
Ei,n, (2.49)

where

h̄i =
Fi+ 1

2
,n−1

c∆tκ̄R,i+ 1
2
,n + 1

, (2.50)

ϕ+
i+ 1

2
,n

=
cf̄i+1,n + η+

i+ 1
2
,n

∆xi+ 1
2
κ̄τ
R,i+ 1

2
,n

, (2.51)

ϕ−
i+ 1

2
,n

=
cf̄i,n + η−

i+ 1
2
,n

∆xi+ 1
2
κ̄τ
R,i+ 1

2
,n

. (2.52)

Fi+ 1
2
,n and Fi− 1

2
,n in Eq. (2.36a) are replaced with Eq. (2.49) to give the discrete system of

GLOQD and MEB equations

− ϕ−
i− 1

2
,n
Ei−1,n +

(
ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆xκ̄τE,i,n
)
Ei,n − ϕ+

i+ 1
2
,n
Ei+1,n

= ∆xQB,i,n + Pi,n− 1
2
, (2.53a)

εi,n − εi,n−1

∆tn
= cκ̄E,i,nEi,n −QB,i,n, (2.53b)

with Eq. (2.49) as an auxiliary used to calculate radiation flux values from the solution of (2.53)

and

Pi,n− 1
2

=
∆xiEi,n−1

∆tn
+ h̄i−1 − h̄i. (2.54)
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2.4 Newton’s Method for the GLOQD and MEB Equations

Newton’s method [18] is used to solve the GLOQD and MEB Eqs. (2.53). It is an iterative

method to find the roots of a given system of nonlinear equations

G (x) = 0. (2.55)

The system of equations is linearized about some estimate of the solution to obtain

G
(
x(s)

)
+G′

(
x(s)

)(
x− x(s)

)
= 0, (2.56)

where G′ is the Jacobian of the system, and x(s) is the solution of the sth iterate. Eq. (2.56) is

then rewritten as

∆x(s) = −
(
G′
(
x(s)

))−1
G
(
x(s)

)
, (2.57)

where ∆x(s) = x− x(s). The solution of the following iterate is defined as

x(s+1) = x(s) + ∆x(s), (2.58)

thus

x(s+1) = x(s) −
(
G′
(
x(s)

))−1
G
(
x(s)

)
. (2.59)

The discretized GLOQD and MEB Eqs. (2.53) form a system for the total radiation energy

density and temperature vectors (E,T ). We define

E
(s+1)
i,n = E

(s)
i,n + ∆E

(s)
i,n (2.60)

T
(s+1)
i,n = T

(s)
i,n + ∆T

(s)
i,n , (2.61)

where ∆E
(s)
i,n and ∆T

(s)
i,n are the iterative increments for the radiation energy density and

temperature, respectively. The grey functions that depend on temperature are also linearized,

namely the opacity (κ̄E), material energy density (ε) and source term (QB) to get

ε
(s+1)
i,n = ε

(s)
i,n +

dε
(s)
i,n

dT
∆T

(s)
i,n , (2.62)

Q
(s+1)
B,i,n = Q

(s)
B,i,n +

dQ
(s)
B,i,n

dT
∆T

(s)
i,n , (2.63)

κ̄(s+1)
E,i,n = κ̄(s)

E,i,n + (DT κ̄E,i,n)(`) ∆T
(s)
i,n . (2.64)

The source term and material energy density are known local functions of temperature and
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thus their derivatives with respect to T can be directly calculated. The opacity κ̄E however,

is an averaged quantity over the entire spectrum range. Thus the grey opacity depends not

only on the change in the multi-group opacity, but also on the spectrum change and is thus

globally dependent on temperature. The Fréchet derivative (DT κ̄E,i,n)(`) must be approximated

to take into account the variation in energy density spectrum. Here ` denotes the index of the

MLOQD iteration. This Fréchet derivative is calculated using the value of the grey opacity and

temperature at successive MLOQD iterations

(DT κ̄E,i,n)(`) =
κ̄(`)
E,i,n − κ̄(`−1)

E,i,n

T
(`)
i,n − T

(`−1)
i,n

, (2.65)

The use of Eqs. (2.64) and (2.65) lead to an approximate Jacobian. Substituting the linearized

quantities for E
(s+1)
i,n , T

(s+1)
i,n , ε

(s+1)
i,n , Q

(s+1)
B,i,n and κ̄(s+1)

E,i,n into Eq. (2.53a) yields

− ϕ−
i− 1

2
,n

(
E

(s)
i−1,n + ∆E

(s)
i−1,n

)
+

(
ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆x
(
κ̄τ(s)
E,i,n +

(
DT κ̄τE,i,n

)(`)
∆T

(s)
i,n

))(
E

(s)
i,n + ∆E

(s)
i,n

)
− ϕ+

i+ 1
2
,n

(
E

(s)
i+1,n + ∆E

(s)
i+1,n

)
= ∆x

Q(s)
B,i,n +

dQ
(s)
B,i,n

dT
∆T

(s)
i,n

+ Pi,n− 1
2
, (2.66)

which is reformed as

− ϕ−
i− 1

2
,n

∆E
(s)
i−1,n +

(
ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆xiκ̄
τ(s)
E,i,n

)
∆E

(s)
i,n − ϕ

+
i+ 1

2
,n

∆E
(s)
i+1,n

+

c∆xi (DT κ̄τE,i,n)(`)E(s)
i,n −∆xi

dQ
(s)
B,i,n

dT

∆T
(s)
i,n = −R(s)

E,i, (2.67)

where second order ∆T∆E terms have been neglected and

R
(s)
E,i = −ϕ−

i− 1
2
,n
E

(s)
i−1,n +

(
ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆xiκ̄
τ(s)
E,i,n

)
E

(s)
i,n

− ϕ+
i+ 1

2
,n
E

(s)
i+1,n −∆xiQ

(s)
B,i,n − Pi,n− 1

2
(2.68)
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is the residual of Eq. (2.53a). The linearized quantities are also substituted into Eq. (2.53b)

1

∆tn

(
ε

(s)
i,n +

dε
(s)
i,n

dT
∆T

(s)
i,n − εi,n−1

)

= c
(
κ̄(s)
E,i,n +

(
DT κ̄τE,i,n

)(`)
∆T

(s)
i,n

)(
E

(s)
i,n + ∆E

(s)
i,n

)
−Q(s)

B,i,n −
dQ

(s)
B,i,n

dT
∆T

(s)
i,n , (2.69)

and solving for ∆T
(s)
i,n yields

∆T
(s)
i,n = ξ

(s)−1
i

(
cκ̄(s)

E,i,n∆E
(s)
i,n −R

(s)
T,i

)
, (2.70)

where

ξ
(s)
i =

1

∆tn

dε
(s)
i,n

dT
− c

(
DT κ̄τE,i,n

)(`)
E

(s)
i,n +

dQ
(s)
B,i,n

dT
(2.71)

and

R
(s)
T,i =

ε
(s)
i,n − εi,n−1

∆tn
− cκ̄(s)

E,i,nE
(s)
i,n +Q

(s)
B,i,n (2.72)

is the residual of Eq. (2.53b). An equation only in terms of ∆E is derived by combining Eqs.

(2.67) and (2.70)

− ϕ−
i− 1

2
,n

∆E
(s)
i−1,n +

(
ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆xiκ̄
τ(s)
E,i,n

)
∆E

(s)
i,n − ϕ

+
i+ 1

2
,n

∆E
(s)
i+1,n

+

c∆xi (DT κ̄τE,i,n)(`)E(s)
i,n −∆xi

dQ
(s)
B,i,n

dT

(ξ(s)−1
i

(
cκ̄(s)

E,i,n∆E
(s)
i,n −R

(s)
T,i

))
= −R(s)

E,i, (2.73)

rewritten in the condensed form

− ϕ−
i− 1

2
,n

∆E
(s)
i−1,n + ζ̄i∆E

(s)
i,n − ϕ

+
i+ 1

2
,n

∆E
(s)
i+1,n = R

(s)
E/T,i, (2.74)

with

ζ̄i = ϕ−
i+ 1

2
,n

+ ϕ+
i− 1

2
,n

+ c∆xiκ̄
τ(s)
E,i,n +

cκ̄(s)
E,i,n

ξ
(s)
i

c∆xi (DT κ̄τE,i,n)(`)E(s)
i,n −∆xi

dQ
(s)
B,i,n

dT

 , (2.75)

R
(s)
E/T,i = −R(s)

E,i +
R

(s)
T,i

ξ
(s)
i

c∆xi (DT κ̄τE,i,n)(`)E(s)
i,n −∆xi

dQ
(s)
B,i,n

dT

 . (2.76)

The GLOQD and MEB system is solved for ∆E with Eq. (2.74), and this solution is used in Eq.
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(2.70) to find ∆T . Then Eqs. (2.60) and (2.61) are used to find E and T .

2.5 Summary of the Discrete MLQD Formulation

The discrete MLQD set of equations consists of:

� The step-characteristics form of the RT equation for cell-edge intensities (2.21) and

cell-average intensities (2.22),

� The discrete multigroup LOQD system (2.35) for the group radiation energy density and

flux,

� The discrete grey LOQD and MEB Eqs. (2.74), (2.70), (2.60), (2.61) & (2.49) for the total

radiation energy density and flux and material temperature.

The nonlinear multilevel iterative process to solve the discretized MLQD system is depicted

in algorithm 2. There are three nested iterative loops that successively solve the RT equation,

multigroup LOQD system and the grey LOQD and MEB system. This algorithm shares the

same properties as discussed for algorithm 1 in section 1.3.1.
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while tn ≤ tend do
n = n+ 1
T (0) = Tn−1

while ‖T (w) − T (w−1)‖ > ε1‖T (w)‖+ ε2, ‖E(w) −E(w−1)‖ > ε1‖E(w)‖+ ε2 do
w = w + 1
Solve multigroup RT Eqs. (2.21) & (2.22) for I

(w)
g

Compute group QD factors f
(w)
g

while
‖T (`,w)−T (`−1,w)‖ > ε̃1‖T (`,w)‖+ ε̃2, ‖E(`,w)−E(`−1,w)‖ > ε̃1‖E(`,w)‖+ ε̃2 do
` = `+ 1
Solve multigroup LOQD eqs. (2.35) for E

(`,w)
g and F

(`,w)
g

Compute grey quantities κ̄(`,w)
E , κ̄(`,w)

B , κ̄(`,w)
R , f̄ (`,w), η̄(`,w),

dκ̄E,i,n
dT

(`)

while ‖T (s,`,w) − T (s−1,`,w)‖ > ε̃1‖T (s,`,w)‖+ ε̃2, ‖E(s,`,w) −E(s−1,`,w)‖ >
ε̃1‖E(s,`,w)‖+ ε̃2 do

Solve Eqs. (2.74) & (2.70) for ∆E(s) and ∆T (s)

E(s,`,w) = E(s−1,`,w) + ∆E(s) ; T (s,`,w) = T (s−1,`,w) + ∆T (s)

Solve Eq. (2.49) for F (s,`,w)

end

T (`,w) ← T (s,`,w)

Update opacities κg
(
T (`,w)

)
end

T (w) ← T (`,w)

end

Tn ← T (w)

end
Algorithm 2: Iterative scheme for the MLQD method in discrete form
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CHAPTER

3

A ROM BASED ON THE MULTIGROUP

LOQD EQUATIONS AND PROPER

ORTHOGONAL DECOMPOSITION OF

QD FACTORS

This chapter develops a ROM for solving TRT problems based on the hierarchy of LOQD

equations using the POD (Sec. 1.3.3) to estimate group QD factors [16]. Sections 3.1 and 3.2

formulate this ROM and the problem used to test its performance. Section 3.3 analyses the

POD of the group QD factors, and section 3.4 describes the numerical results of this ROM.

3.1 Formulation of the MLOQD-POD ROM

The POD methodology is applied to the grid function of QD factors fg(xi, tn). The QD factors

are defined on grids of energy, space and time, and the POD is applied to each energy group

separately to obtain approximations over space and time. First a database of known QD factors

is created by solving the TRT problem with the MLQD method to generate a solution on some

mesh in space and time [19, 5, 4]. The QD factors are formed into Ng group-wise matrices
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Af
g ∈ IRχ,τ where each matrix holds the set of QD factors for a particular energy group g.

Each column in Af
g contains the spatial vector of QD factors at a separate instant of time

(snapshots), ordered chronologically. The SVD is applied to each Af
g to cast in the form of

Eq. (1.49), Af
g = UgΣgV

T
g where Ug ∈ IRχ,k, Σg ∈ IRk,k, Vg ∈ IRτ,k, and k = min (χ, τ).

Each group database is approximated separately as a reduced rank matrix of rank rg ≤ k,

satisfying some value for the singular value relative cutoff criteria (Eq. 1.50). The reduced rank

approximation of each group QD factor matrix is thus given as Af∗
g = U∗gΣ∗g

(
V ∗g
)T

where

U∗g ∈ IRχ,rg , Σ∗g ∈ IRrg ,rg , V ∗Tg ∈ IRrg ,τ .

This ROM uses approximate QD factors f∗g computed by means of a low-rank SVD of Af
g

to define an approximate closure to the system of MLOQD Eqs. (1.22). The ROM is defined by

the resulting multigroup low-order equations

∂Eg (x, t)

∂t
+
∂Fg (x, t)

∂x
+ cκg (T )Eg (x, t) = 4πκg (T )Bg (T ) , (3.1a)

1

c

∂Fg (x, t)

∂t
+ c

∂f∗g (x, t)Eg (x, t)

∂x
+ κg (T )Fg (x, t) = 0, (3.1b)

GLOQD equations (1.30), and MEB equation (1.42). The grey QD factor computed with f∗g is

f̄∗ (x, t) =

∑Ng
g=1 f

∗
g (x, t)Eg (x, t)∑Ng
g=1Eg (x, t)

, (3.2)

The discrete form of this ROM is given by the MLOQD Eqs. (2.35), GLOQD Eqs. (2.36) and

MEB Eq. (2.53b) with the POD quantities described in this section. The group cell average

closures at each time step f∗g,i,n are defined as the elements of the nth column of the low-rank

SVD of Af
g

f∗g,i,n =
(
a∗i,n
)
g

(3.3)

with
(
a∗i,n

)
g

as the (i, n) element of the matrix Af∗
g . Eqs. (3.1) are the multigroup LOQD

(MLOQD) equations that use a data set approximating the group QD factors. We note that the

derived ROM does not use the RT equation. Algorithm 3 shows the iterative scheme for this

ROM of TRT problems. Hereafter we refer this reduced order TRT model as the MLOQD-POD

ROM.

3.2 Test Problem Formulation

In this section we present computational results for a 1D problem based on the F-C test [20] as

shown in Fig. 3.1, used to study the accuracy of reduced-order TRT models.
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while tn ≤ tend do
n = n+ 1
T (0) = Tn−1

fg,n = f∗g,n
while ‖T ` − T `−1‖ > ε1‖T `‖+ ε2, ‖E` − E`−1‖ > ε1‖E`‖+ ε2 do

` = `+ 1
Solve multigroup LOQD eqs. (1.22) for E`g and F `

g

Compute grey quantities κ̄`E , κ̄`B, κ̄`R, f̄ `, η̄`

Solve coupled grey LOQD (1.30) and MEB (1.42) eqs. for E`, F `, T `

Update opacities κg
(
T `
)

end

Tn ← T `

end
Algorithm 3: Nonlinear Multilevel QD Iterative Scheme without the high order RT equation
using approximate closure f∗,ng at each time step n

Figure 3.1 Fleck and Cummings test problem

A 1D homogeneous slab is defined as 6 cm thick whose material opacity is given by

κν =
27

(hν)3

(
1− e−

hν
kT

)
. (3.4)

The left boundary is subject to incoming radiation with black-body spectrum at temperature

Tb = 1 keV and the right boundary is vacuum. The initial temperature of the slab is T0 = 1 eV,

and the initial radiation distribution is given as the black-body spectrum at this temperature.

This test approximates material energy density as a linear function of temperature

ε = cνT, (3.5)

where the heat capacity of the material is given as

cν = 0.5917aRT
3
b . (3.6)
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We use a uniform spatial mesh of 60 cells of length 0.1 cm, 17 energy groups and the double S4

Gauss-Legendre quadrature set. Convergence criteria for temperature and energy density are

εT = εE = 10−12. Fig. 3.2 displays the solution for temperature and total energy density for

select instants of time obtained with the TRT problem by means of the MLQD method. Figure

3.3 presents the relative error of the solution of the P1, P 1
3

and diffusion models to the MLQD

solution in the L1 norm. These models produce high errors at the early times of the problem

and level off to a lower error once the steady state has been reached.

(a) Temperature (b) Total energy density

Figure 3.2 RT solution obtained by the MLQD method to the F-C test problem.

3.3 Low-Rank Approximation of Group QD Factors

Fig. 3.4 displays the normalized magnitudes and 1− γn (1.51) of the singular values of Af
g for

different energy groups. Table 3.1 displays the rank of approximation (rg) involved per energy

group at different values of εσ (1.50).

Since the test problem has 60 spatial cells the vector of cell-average QD factors in space

has 62 values including 2 boundary values. When εσ = 10−12, the full-rank SVD is used. Note

that group 2 uses a significantly higher rank SVD than any other energy group for large εσ. This

behavior can be explained with Fig. 3.4a, which depicts the singular values normalized to the

largest singular value for 7 sample energy groups (g = 1, 2, 3, 4, 8, 12, 17). Group 2 is the only

group to have two plateau regions, of which the first is high in value. This leads to high-order

expansions in group 2 for even large εσ. The point where the singular values level off to a lower
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(a) Temperature relative error (b) Total energy density relative error

Figure 3.3 Relative error of the P1, P 1
3

& Diffusion solution to the F-C test problem relative to the
MLQD solution in L1 norm

bound is smaller for each successive energy group excluding group 1.

Fig. 3.4b displays 1−γn for each energy group and value of n to show γn of each successive

reduced rank approximation of the QD factors per energy group. 1− γn is chosen over γn for

sake of clarity as it is much easier to analyze on a plot. Some of the latter energy groups quickly

reach a value of 10−16 or numerically zero fairly early, as soon as n = 30. As seen in Fig. 3.4a,

group 2 forms a unique shape among the other curves and demonstrates that significantly higher

rank must be used compared to other groups to decrease the value of 1− γn.

Table 3.1 The rank of approximation (rg) of fg in each energy group for decreasing values of εσ

εσ\ g 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

10−1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1

10−2 1 16 6 5 5 4 3 3 3 3 3 3 3 4 4 4 4

10−3 1 18 13 11 10 7 7 7 7 7 7 8 8 8 8 9 9

10−4 2 19 21 17 16 14 12 11 11 12 12 12 13 13 14 14 14

10−12 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62

To investigate the causes for the results shown in Fig. 3.4 and Table 3.1 we observe the

actual reduced rank forms of the QD factors. Select energy groups g = (2, 3, 8) are chosen as

groups 2 and 3 require the highest ranks for large εσ, and group 8 is a good representative

energy group for the rest of the group QD factors. Figs. 3.5, 3.6 and 3.7 show the low-rank
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(a) Normalized singular values of Af
g (QD factor

database matrices)
(b) 1− γn for Af

g (QD factor database matrices)

Figure 3.4 Group QD factor normalized singular values and 1− γn

approximations of the group QD factors f∗g for groups 2, 3 and 8 respectively. Each of these

figures displays the approximate QD factors obtained for 6 different ranks r = (1, 2, 5, 10, 15, 20).

These figures show more clearly the reason for groups 2 and 3 being the most difficult to

approximate with low rank. For all plots shown when r = 20 are used (r = 20), the structure of

the approximate QD factors has converged to the high order MLQD solution to the resolution

of the plot.

For groups 2 and 3 the approximate QD factors are structured as a fast moving wave

during the initial stage of the TRT problem that is related to the propagation of the radiation

front in these energy groups that are optically thick at this stage. Group 8 shows a smoother

wave structure because photons in this more optically thin group move faster through the spatial

domain. The structure of the group 2 approximate QD factors is unique due to the discontinuous

nature of the waves. They display a sharp drop at the end of each wave dropping to a value of

1/3. Since this must then be propagated from the left boundary to the right, an SVD of higher

rank is required to recreate this structure with its sharp discontinuities. Thus Fig. 3.5 shows the

reduced rank forms of the group 2 approximate QD factors taking on a poor representation of

the full rank form until at least r = 15.

In Fig. 3.6, the group 3 approximate QD factors have converged to the resolution of the

plot by the time the SVD with r = 15 has been used, and most of the full rank form has been

recreated with r = 10. The group 8 approximate QD factors require an SVD of even smaller

rank for the same accuracy, having converged to the full rank form by the resolution of the plot

of Fig. 3.7 for r = 10. Using an SVD with r = 5 for the approximate QD factors in group 8 also
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gives a very similar structure.

3.4 Numerical Results of the MLOQD-POD ROM

The F-C test (Sec. 3.2) is solved with the MLOQD-POD ROM for 0 ≤ t ≤ 6 ns using

the time step length ∆t = 2× 10−2 ns. Thus, there are 300 time steps. This is the number of

snapshots used to build the data set of reference QD factors. We consider MLOQD-POD ROMs

using singular value relative cutoff criteria of εσ = 10−1, 10−2, . . . 10−12. Figure 3.8 presents the

relative error of the solution of these MLOQD-POD ROMs compared to the reference solution

in the ∞-norm at every instant of time. The results show how the accuracy of MLOQD-POD

ROMs improves as εσ decreases. The relative error is decreases in magnitude at every instant of

time for both temperature and energy density for each successive decrease of εσ. Note that both

temperature and energy density obtained by means of these MLOQD-POQ ROMs eventually

match the reference solution, as the relative error reaches the level of convergence specified for

the test problem
(
εT = εE = 10−12

)
.

The MLOQD-POD ROM also has the capability to use an incomplete database of QD

factors. For instance, using the database formed for the original F-C test described in Sec. 3.2

the MLOQD-POD ROM may solve the F-C test with a refined time step length. In this case the

problem is solved over more instants of time than are included in the database. QD factors for

the instants of time not included in the database are calculated with linear interpolation between

the recorded values [21]. Figure 3.9 shows the relative error in L1-norm of the MLOQD-POD

ROM solution computed with ∆t=1×10−2 ns using various values of εσ. Figure 3.10 presents

the relative error in L1-norm of the solutions computed with ∆t = 5×10−3 ns. Figure 3.11

presents the relative error in L1-norm of the solutions computed with ∆t= 2×10−3 ns. The

reference solution is recalculated for each time step length to find relative errors, and the

database generated with ∆t = 2× 10−2 ns is used for all MLOQD-POD ROMs. The relative

error of these MLOQD-POD ROMs saturates at εσ = 10−4, thus the shown results are for only

εσ ≥ 10−4. For all cases the error at the early time steps is large and drops several orders of

magnitude as the problem progresses, which can be attributed to how the dynamics of the

problem evolve. The radiation front changes most rapidly at the start of the problem during

initial wave formation. The group QD factors experience similarly rapid changes as a result as

depicted in Figs. 3.5, 3.6 and 3.7. Such swift changes may be difficult to estimate with linear

interpolation, limiting the accuracy of the ROM at early times. When comparing the relative

error of each ROM the error at early instants of time does not significantly change, and at the

final stage of the problem when the change rate of the solution is very small there is only an

order of magnitude difference in the errors between the solutions computed with time steps

1× 10−2 ns and 2× 10−3 ns. The difference in time step length between these two cases is an
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order of 5, thus the error of the MLOQD-POD ROM is not very sensitive to how refined the

time step length is compared to the reference case from which the approximate QD factors are

generated.

The MLOQD-POD ROM can be further extended to develop a parameterized ROM for a

class of TRT problems using QD factors estimated from a set of base cases. In this study we

consider a ROM parameterized with respect to the temperature Tin of incoming radiation at the

left boundary. A database of the group QD factors for problems with two selected temperatures

of incoming radiation T
(1)
in and T

(2)
in is constructed. The MLOQD-POD ROM solutions of TRT

problems with incoming radiation at some given temperature are calculated using group QD

factors obtained by linear interpolation between values in the database. Results are presented for

three parameterized ROMs. One model uses T
(1)
in = 1 KeV and T

(2)
in = 0.98 KeV. The second

model is formed with T
(1)
in = 1 KeV and T

(2)
in = 0.96 KeV. The third is formed with T

(1)
in = 1

KeV and T
(2)
in = 0.92 KeV. The databases are generated for ∆t = 2× 10−2 ns. Figure 3.12 shows

the relative error in L1-norm in the solution for Tin = 0.99 KeV computed by means of first

parameterized MLOQD-POD ROM with various values of εσ. Figure 3.13 presents the relative

error of the MLOQD-POD ROM solution for Tin = 0.98 KeV obtained from the second model

that is parameterized with a larger interval of [T
(1)
in , T

(2)
in ]. Figure 3.14 presents the relative error

of the MLOQD-POD ROM solution for Tin = 0.96 KeV obtained from the third model that is

parameterized with the largest interval of [T
(1)
in , T

(2)
in ]. The reference solution is computed for

each value of Tin to obtain relative errors. The error in the MLOQD-POD ROM saturates at

εσ = 10−6 and smaller values are not shown. Compared to the ROMs that used a reduced time

step length compared to the database, the error displayed here is more uniform across time, and

the lowest error found is smaller. As the interval [T
(1)
in , T

(2)
in ] increases the error at εσ = 10−6

increases. However, the error associated with εσ = 10−1 does not visibly change on the plots

shown.

The two types of ROMs utilizing an incomplete database can be combined to create

a parameterized ROM with respect to the temperature Tin of incoming radiation at the left

boundary that also employs a reduced time step relative to the used database. In this case the

same databases as created for the parameterized ROM in Tin are adopted, now also interpolated

linearly between instants of time. The first model uses T
(1)
in = 1 KeV and T

(2)
in = 0.98 KeV.

The second one is formed with T
(1)
in = 1 KeV and T

(2)
in = 0.96 KeV. The third is formed with

T
(1)
in = 1 KeV and T

(2)
in = 0.92 KeV. The data is generated for ∆t = 2× 10−2 ns. Figure 3.15

shows the relative error in L1-norm in the MLOQD-POD ROM solution for Tin = 0.99 KeV

and ∆t =1×10−2 ns computed by means of the first model with various values of εσ. Figure

3.16 presents the relative error of the MLOQD-POD ROM solution for Tin = 0.98 KeV and

∆t =1×10−2 ns obtained from the second model that is parameterized with a larger interval

of [T
(1)
in , T

(2)
in ]. Figure 3.17 presents the relative error of the MLOQD-POD ROM solution for
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Tin = 0.96 KeV and ∆t =1×10−2 ns obtained from the third model that is parameterized with

the largest interval of [T
(1)
in , T

(2)
in ]. The reference MLQD solution is recomputed for each Tin at

∆t =1×10−2 ns to find relative errors. The errors shown in Figs. 3.15 - 3.17 are very similar

to Fig. 3.9, and the error only marginally changes as the distance [T
(1)
in , T

(2)
in ] is increased. This

result demonstrates that these ROMs are most limited in accuracy by the refinement of time

step length relative to the database of QD factors.
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(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 3.5 Low-rank approximation of the group QD factors for g = 2 for select time steps
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(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 3.6 Low-rank approximation of the group QD factors for g = 3 for select time steps

39



(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 3.7 Low-rank approximation of the group QD factors for g = 8 for select time steps
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(a) Temperature relative error (b) Total energy density relative error

Figure 3.8 Relative Error of the MLOQD-POD ROM solution to the F-C test problem versus the
high order solution in ∞ norm for various εσ values

(a) Temperature relative error (b) Energy density relative error

Figure 3.9 Relative error in the L1-norm of MLOQD-POD ROM solutions computed with ∆t =
1×10−2 ns versus the reference TRT solution. The data for the MLOQD-POD ROM is generated with
∆t=2×10−2 ns.
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(a) Temperature relative error (b) Energy density relative error

Figure 3.10 Relative error in the L1-norm of MLOQD-POD ROM solutions computed with ∆t=
5×10−3 ns versus the reference TRT solution. The data for the MLOQD-POD ROM is generated with
∆t=2×10−2 ns.

(a) Temperature relative error (b) Energy density relative error

Figure 3.11 Relative error in the L1-norm of MLOQD-POD ROM solutions computed with ∆t=
2×10−3 ns versus the reference TRT solution. The data for the MLOQD-POD ROM is generated with
∆t=2×10−2 ns.
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(a) Temperature relative error (b) Energy density relative error

Figure 3.12 Relative error in the L1-norm of the MLOQD-POD ROM solutions computed with

Tin = 0.99 KeV using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.98 KeV.

(a) Temperature relative error (b) Energy density relative error

Figure 3.13 Relative error in the L1-norm of the MLOQD-POD ROM solutions computed with

Tin = 0.98 KeV using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.96 KeV.
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(a) Temperature relative error (b) Energy density relative error

Figure 3.14 Relative error in the L1-norm of the MLOQD-POD ROM solutions computed with

Tin = 0.96 KeV using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.92 KeV.

(a) Temperature relative error (b) Energy density relative error

Figure 3.15 Relative error in the L1-norm of the MLQD-POD solutions computed with

Tin = 0.99 KeV and ∆t = 1×10−2 ns using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.98 KeV

and ∆t=2×10−2.
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(a) Temperature relative error (b) Energy density relative error

Figure 3.16 Relative error in the L1-norm of the MLQD-POD solutions computed with

Tin = 0.98 KeV and ∆t = 1×10−2 ns using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.96 KeV

and ∆t=2×10−2.

(a) Temperature relative error (b) Energy density relative error

Figure 3.17 Relative error in the L1-norm of the MLQD-POD solutions computed with

Tin = 0.96 KeV and ∆t = 1×10−2 ns using base cases with T
(1)
in = 1 KeV and T

(2)
in = 0.92 KeV

and ∆t=2×10−2.
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CHAPTER

4

A ROM BASED ON THE GREY LOQD

EQUATIONS AND PROPER

ORTHOGONAL DECOMPOSITION OF

QD FACTORS AND ENERGY DENSITY

SPECTRUM

This chapter develops a ROM for solving TRT problems based on the effective grey problem

described in Sec. 1.3.1.2. The POD (Sec. 1.3.3) is used to approximate the group QD factors

and the solution of the multigroup LOQD system. Section 3.1 formulates the ROM, henceforth

referred to as the GLOQD-POD ROM. Sections 4.2 and 4.3 analyze the POD of the group

radiation energy densities and formulate a method of correcting those approximate radiation

energy densities. Section 4.4 describes the numerical results of this ROM.
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4.1 Formulation of the GLOQD-POD ROM

We apply the POD methodology on the discrete set of group energy densities Eg(x, t). The

discrete group energy densities are defined on grids of energy, space and time, and the POD is

applied to each energy group separately to obtain approximations over space and time [19]. The

same procedure as applied to the group QD factors (Ch. 3) is followed by forming Ng group-wise

matrices AE
g ∈ IRχ,τ where each matrix holds the set of group g energy densities. χ and τ are

the number of discrete spatial and temporal nodes respectively. Each column in AE
g contains the

spatial vector of the group energy densities at a separate instant of time, ordered chronologically.

The SVD is applied to each AE
g to cast in the form of Eq. (1.49), AE

g = UgΣgV
T
g where

Ug ∈ IRχ,k, Σg ∈ IRk,k, Vg ∈ IRτ,k, and k = min (χ, τ). The reduced rank approximation of each

group energy density matrix is given as AE∗
g = U∗gΣ∗g

(
V ∗g
)T

where U∗g ∈ IRχ,rg , Σ∗g ∈ IRrg ,rg ,

V ∗g ∈ IRτ,rg . rg is the reduced rank determined by εσ (Eq. 1.50), and the γn of the singular

values used is calculated as γrg (Eq. 1.51).

Given approximate QD factors f∗g and radiation energy densities E∗g calculated with a

low-rank POD, a set of corresponding group radiation fluxes at each instant of time F ∗g (x, t) can

be calculated with the multigroup MLOQD-POD system (1.22). This defines group radiation

fluxes according to the group first moment QD equation (Eq. 1.22b) and the reduced rank group

radiation energy densities. The quantities required for the effective grey problem are calculated

with the approximate multigroup solution and group QD factors. The approximate grey QD

factors are calculated as

f̄∗ (x, t) =

∑Ng
g=1 f

∗
g (x, t)E∗g (x, t)∑Ng
g=1E

∗
g (x, t)

, (4.1)

where f∗g and E∗g are the approximate group QD factors and radiation energy densities obtained

from the low-rank POD, namely, Af∗
g and AE∗

g . Similarly we define two approximate grey

opacities (1.38)

κ̄∗E (T ) =

∑Ng
g=1 κg (T )E∗g (x, t)∑Ng

g=1E
∗
g (x, t)

, (4.2)

κ̄∗R (T ) =

∑Ng
g=1 κg (T ) |F ∗g (x, t) |∑Ng

g=1 |F ∗g (x, t) |
, (4.3)
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and the compensation factor (1.39) is calculated as

η∗ (x, t) =

∑Ng
g=1

[
(κg (T )− κ̄∗R (T ))F ∗g (x, t)

]∑Ng
g=1E

∗
g (x, t)

. (4.4)

The GLOQD-POD ROM is characterized by the resulting GLOQD and MEB equations using

approximate quantities

∂E (x, t)

∂t
+∇ · F (x, t) + cκ̄∗E (T )E (x, t) = cκ̄∗B (T ) aRT

4 (4.5a)

1

c

∂F (x, t)

∂t
+ c∇ ·

(
f̄∗ (x, t)E (x, t)

)
+ κ̄∗R (T )F (x, t) + η∗ (x, t)E (x, t) = 0 (4.5b)

∂ε (T )

∂t
= cκ̄∗E (T )E (x, t)− cκ̄∗B (T ) aRT

4. (4.5c)

In discrete space this ROM is given by the GLOQD Eqs. (2.36) and MEB Eq. (2.53b) with

the POD quantities described in this section. The group cell average QD factors and radiation

energy densities at each instant of time (n) are defined as described for f∗g,i,n in Sec. 3.1. The

radiation flux F ∗
g,i+ 1

2
,n

is calculated with the MLOQD-POD system (3.1) given f∗g,i,n and E∗g,i,n.

Note that the derived ROM does not solve the RT or MLOQD equations except to update the

group radiation fluxes. Algorithm 4 shows the iterative scheme for the GLOQD-POD ROM for

TRT problems.

while tn < tend do
n = n+ 1
T (0) = Tn−1

f∗g ← Af∗
g , E∗g ← AE∗

g

while ‖T ` − T `−1‖ > ε̃1‖T `‖+ ε̃2, ‖E` − E`−1‖ > ε̃1‖E`‖+ ε̃2 do
` = `+ 1 Update opacities κg

(
T `
)

Update group radiation fluxes F ∗g with MLOQD-POD Eqs. (3.1)

Compute grey quantities κ̄∗,`E , κ̄`B, κ̄∗,`R , f̄∗,`, η̄∗,`

Solve coupled GLOQD-POD and MEB Eqs. (4.5) for E`, F `, T `

end

Tn ← T `

end
Algorithm 4: Nonlinear QD Iterative Scheme for the GLOQD-POD ROM using reduced
rank databases of group QD factors Af∗

g and group radiation energy densities AE∗
g
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4.2 Low-Rank Approximation of Group Energy Densities

Analysis of reduced rank forms of the group QD factors is given in Ch. 3. Fig. 4.1 displays the

normalized magnitudes and 1− γn of the singular values of AE
g for each energy group. Since

the test problem has 60 spatial cells the vector of cell-average group radiation energy densities

in space has 62 values including 2 boundary values. When εσ = 10−12, the full-rank SVD is

used. The low energy groups g = (1, 2, 3, 4) require the highest ranks for the shown values of εσ

and the middle groups require the lowest ranks. The singular values normalized to the largest

singular value for all energy groups are shown in Fig. 4.1a, where each energy group has a

horizontal plateau of values that starts at roughly r = 30. These plateaus decrease in magnitude

as g is increased. Note that there is a large gap between the observed plateaus of groups 1,2,3

and the latter energy groups. The same behavior is shown for the values of 1 − γn for each

energy group in Fig. 4.1b. The higher energy groups reach numerically zero (10−16) for 1− γn
at roughly the same point where the singular value plateau occurs. The large gap between low

energy groups and middle to high energy groups implies low energy groups to be the most

difficult to approximate with low rank forms. Table 4.1 displays the rank of approximation (rg)

involved per energy group at different values of εσ.

(a) Normalized singular values of AE
g (group radiation

energy density database matrices)
(b) 1 − γn for AE

g (group radiation energy density
database matrices)

Figure 4.1 Group radiation energy density normalized singular values and 1− γn

Next the reduced rank forms of the group radiation energy densities are investigated.

The same select energy groups g = (2, 3, 8) as considered for the group QD factors in Ch. 3
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Table 4.1 The rank of approximation (rg) of Eg in each energy group for decreasing values of εσ

εσ\ g 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

10−1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1

10−2 5 5 5 4 4 3 3 3 3 3 3 3 3 4 4 4 4

10−3 10 11 10 9 7 6 5 7 7 7 7 8 8 9 9 9 9

10−4 15 17 16 14 12 11 10 10 11 11 12 13 13 13 14 14 14

10−12 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62

are used. Once again, groups 2 and 3 are representative of the most inaccurate energy groups

when approximated with low rank and group 8 acts as a representative for the rest of the group

radiation energy densities. Figs. 4.2, 4.3 and 4.4 show the reduced rank group radiation energy

densities for groups 2, 3 and 8 respectively. Each of these figures displays the group radiation

energy densities reduced to 6 different ranks r = (1, 2, 5, 10, 15, 20). For all plots shown when

r = 20, the structure of the group radiation energy densities has converged to the reference

solution to the resolution of the plot. Groups 2 and 3 display very similar structures for all

shown instants of time, which differs from group 8.

The group radiation energy densities for groups 2 and 3 have converged to the resolution

of the plot by the r = 15. Group 8 shows convergence to the resolution of the plot once r = 10.

The reduced rank forms for all groups are the most inaccurate when approximating energy

densities of very small magnitudes. Groups 2 and 3 most easily depict this effect, with visibly

oscillatory behavior at early instants of time when the energy densities have a sharp gradient

near the end of the radiation wave. This is similar to the behavior of approximate group QD

factors in groups with sharp gradients or discontinuities as shown in Ch. 3. Some of the reduced

rank forms of the group radiation energy densities become nonphysically negative due to this

oscillatory structure. Most evident in Figs. 4.2c and 4.3c, the energy densities become largely

negative for part of the spatial domain to the right of the radiation wave. This effect persists

beyond the resolution of the plots and the magnitude of these negative values is simply decreased

as higher rank approximations are used.

The accuracy of the reduced rank form of the group energy densities is also constrained by

numeric limitations. During early times some of the low energy groups have energy densities near

the right boundary that are much less than 10−15 tera-erg (Terg) where Terg = 1012 erg are

computational units. The use of such computational units is a standard and common approach

in physics (and engineering) to deal with orders of magnitude of values. The rest of the energy

groups display energy densities on the order of 10−6 to 10−8 Terg near the right boundary. This

is expected as for early times the radiation incoming from the left boundary has not been able

to propagate far into the slab of material and thus only low energy background radiation is

50



present near the right boundary. Given that the left boundary energy density for all groups is on

the order of 10 Terg or greater, the POD inaccurately recreates values of less than 10−16 ergs∗

due to a loss of significance caused by finite-precision arithmetics. For the same reason, energy

densities with values greater than 10−15 Tergs may only have a few digits of accuracy if near

10−1 Terg. Thus the full rank POD is unable to recreate the exact matrix of radiation energy

densities that was decomposed.

4.3 Black-Body Correction for Low-Rank Approximation of

Group Energy Densities

At low rank, the reduced rank representation of group radiation energy densities was

shown to become oscillatory and negative for early times in Sec. 4.2. This effect of the POD must

be considered for the GLOQD-POD ROM, because negative group radiation energy densities

have the potential to impact the quality of the ROM solution. To improve the low-rank POD

of Eg, we introduce a correction which replaces the negative reduced rank radiation energy

densities with the black-body spectrum at the material temperature. This kind of spectrum

function does not take into account non-local radiation. In areas dominated by local radiation

emitted by the material however, the black-body radiation spectrum is a good approximation of

the actual radiation spectrum. As discussed in Sec. 4.2, the low rank group radiation energy

densities become oscillatory and negative in spatial regions where the radiation wave has not

reached yet. Since the radiation in these regions is prevalently local the black-body spectrum is

a good correction for the low rank radiation energy densities that have become negative.

The GLOQD-POD ROM makes use of this correction when gathering approximate group

radiation energy densities from the given databases. To rid the reduced rank radiation energy

densities of any artifacts of oscillatory structure, an assumption is made that the radiation wave

ends where the energy densities of any given group first becomes negative. The position where

the radiation wave ends for group g is xwave
g . Thus at each instant of time, all group radiation

energy densities in the interval x ∈
[
xwave
g , X

]
are replaced with the black-body spectrum at

the material temperature. To calculate the group radiation energy density from the black body

spectrum
(
EBg
)
, the group radiation intensity Ig is replaced with the group black-body radiation

spectrum Bg in the definition of the group radiation energy density (1.17) to yield

EBg =
4π

c
Bg (T ) . (4.6)

Algorithm 5 presents the GLOQD-POD ROM algorithm that corrects reduced rank group

radiation energy densities with the black-body spectrum.
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while tn < tend do
n = n+ 1
T (0) = Tn−1

f∗g ← Af∗
g , E∗g ← AE∗

g

Find xwave
g from E∗g while ‖T ` − T `−1‖ > ε̃1‖T `‖+ ε̃2, ‖E` − E`−1‖ > ε̃1‖E`‖+ ε̃2

do
` = `+ 1 Update opacities κg

(
T `
)

Update 4πcBg
(
T `
)
→ E∗g for x ∈

[
xwave
g , X

]
Update group radiation fluxes F ∗g with MLOQD-POD Eqs. (3.1)

Compute grey quantities κ̄∗,`E , κ̄`B, κ̄∗,`R , f̄∗,`, η̄∗,`

Solve coupled GLOQD-POD and MEB Eqs. (4.5) for E`, F `, T `

end

Tn ← T `

end
Algorithm 5: Nonlinear QD Iterative Scheme for the GLOQD-POD ROM using reduced
rank databases of group QD factors Af∗

g and group radiation energy densities AE∗
g corrected

with black-body spectrum

4.4 Numerical Results of the GLOQD-POD ROM

To quantify the accuracy of the GLOQD-POD ROM, the F-C test described in Ch. 3

is used. The problem is solved over 0 ≤ t ≤ 6 ns using the time step ∆t = 2 × 10−2 ns.

Approximate GLOQD-POD ROMs for this TRT problem are defined using different reduced

rank representations of the reference group QD factors and radiation energy densities. Singular

value relative cutoff criteria of εσ = 10−1, 10−2, . . . 10−12 are used. To isolate the effects of using

reduced rank forms of the group QD factors and radiation energy densities separately, the

reference transport values of certain quantities that have not been decomposed with the SVD

will be used in some instances.

Figure 4.5 presents the relative error of the solution of these ROMs compared to the

reference MLQD solution in the ∞-norm at every instant of time. Figs. 4.5a and 4.5b show

the error of the GLOQD-POD ROM when only using reduced rank forms of the reference QD

factors and the transport reference energy densities. Figs. 4.5c and 4.5d show the error of the

GLOQD-POD ROM when only using reduced rank forms of the reference energy densities and

the transport reference QD factors. Figs. 4.5e and 4.5f show the error of the GLOQD-POD ROM

when using reduced rank forms of both the reference energy densities and QD factors. When

only using the reduced rank form of the QD factors, the resulting errors are similar to those

seen for the MLOQD-POD ROM and when εσ = 10−12 the reference solution is fully recreated

since the error matches the convergence level of the problem
(
εT = εE = 10−12

)
. While using the

reduced rank form of the group radiation energy densities the error is larger and the reference
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solution is not reproduced when using the full rank representation. The error tends to be high

for early times of the problem, significantly being reduced during the interval 0 ≤ t ≤ 5 ns and

then slowly decreasing as the problem progresses. Note that for early times the errors for all

εσ cluster in two distinct groups, 10−1 ≤ εσ ≤ 10−7 and 10−8 ≤ εσ ≤ 10−12. This is attributed

to the large gap seen between the singular value plateaus of groups 3 and 4 in Fig. 4.1a. The

vertical axis of Fig. 4.1a is equivalent to εσ, and upon inspection, for εσ ≤ 10−7 the POD with

no more than half of its terms of expansion is used for all groups g > 3. When εσ = 10−8, groups

g > 3 become full rank and groups 4 ≤ g ≤ 6 nearly double in rank.

To study the source of the high error observed while using reduced rank group radiation

energy densities, the error over the spatial domain of the test problem is examined. Fig. 4.6

shows the error in the GLOQD-POD ROM solution relative to the reference solution using the

full rank representation of the radiation energy densities and the reference QD factors. The

error is only shown for select early times where the highest error resides. Comparing Fig. 4.6

with the reference solution in Fig. 3.2 the error can be related to a position relative to the

radiation wave. This demonstrates the elevated errors at early times to occur in front or before

the radiation wave front where only background radiation is present. These areas are comprised

entirely by non-local radiation and the radiation energy densities and temperatures present

there are extremely small. Thus even though the relative error shown for these regions is high,

the absolute error is very small. Fig. 4.6 shows that the actual radiation wave is found with

errors under 10−8 for all times.

The high errors demonstrated by the GLOQD-POD ROM for the early times of the

problem show that more analysis must be done to try and improve the ROM before extending

it further. Given the performance seen in Fig. 4.5, the ROM is expected to produce overly high

errors during the early times of the problem. Solving a problem with reduced time step length

or parameterizing the ROM will add increased errors from the interpolation performed on the

databases, thus any analysis on extended versions of the GLOQD-POD ROM will be limited

until work can be done to improve the original version. Even so, it is still useful to observe how

these extensions of the GLOQD-POD ROM behave.

The GLOQD-POD ROM is now extended to solve problems with a time step length

smaller than that used to calculate the POD database. This requires the GLOQD-POD ROM

to solve the F-C test for more instants of time than the database provides information for f∗g

and E∗g for times not included in the database are calculated with linear interpolation between

recorded database values. Fig. 4.7 shows the relative error in L1-norm of the GLOQD-POD

ROM solution computed with ∆t=1×10−2 ns using various values of εσ. Fig. 4.8 presents the

relative error in the solutions computed with ∆t=5×10−3 ns. The error for most cases saturated

at εσ = 10−5, 10−6 and so smaller εσ are not shown. All cases have the most error at the early

times of the problem which decreases by several orders of magnitude as the problem progresses.
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The cases which used reduced rank approximation of QD factors and exact energy densities had

very similar errors to the cases shown for the MLOQD-POD ROM. This is to be expected as

it should emulate the MLOQD-POD method since exact group energy densities are used. The

saturation level error does not change significantly between cases that use the exact reference

value and reduced rank forms of the group QD factors and energy densities. Note in Fig. 4.8,

the error does not monotonically decrease as εσ decreases. This effect is only present when using

the reduced rank form of the group energy densities.

The GLOQD-POD ROM is also extended to develop a parameterized ROM for a class of

TRT problems as done in Ch. 3 using QD factors and radiation energy densities estimated from

a set of base cases. We consider a ROM parameterized with respect to the temperature Tin

of incoming radiation at the left boundary. A database of the group QD factors and radiation

energy densities is formed for problems with two selected temperatures of incoming radiation

T
(1)
in and T

(2)
in . The GLOQD-POD ROM solutions of TRT problems with incoming radiation

at some given temperature are calculated using the group QD factors and radiation energy

densities obtained by linear interpolation between values in the database. Results are presented

for two parameterized ROMs. One model uses T
(1)
in = 1 KeV and T

(2)
in = 0.98 KeV. The second

one is formed with T
(1)
in = 1 KeV and T

(2)
in = 0.96 KeV. The data is generated for ∆t = 2× 10−2

ns. Fig. 4.9 shows the relative error in L1-norm in the solution for Tin = 0.99 KeV computed by

means of first parametrized GLOQD-POD ROM with various values of εσ. Fig. 4.10 presents

the relative error of the GLOQD-POD ROM solution for Tin = 0.98 KeV obtained from the

second model that is parametrized with a larger interval of [T
(1)
in , T

(2)
in ]. The reference MLQD

solution is computed for each value of Tin to obtain relative errors. The error for most cases

saturated at 10−5 ≤ εσ ≤ 10−9 and so smaller εσ are not shown. The cases which used reduced

rank QD factors and exact energy densities had very similar errors to the cases shown for

the MLOQD-POD ROM for the same parameterization in Tin. The saturated error for using

only reduced rank QD factors, only energy densities or both in reduced rank form is similar in

magnitude and shape. The saturated error for all cases increases as the interval of [T
(1)
in , T

(2)
in ] is

increased, seeing roughly a 5 times increase between Tin = 0.99 KeV and Tin = 0.98 KeV. The

effect causing large εσ to be more accurate than small εσ is not significantly present for either

of these ROMs.
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(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 4.2 Low-rank approximations of the group radiation energy density (E∗
g ) based on the POD

for g = 2 for select time steps
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(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 4.3 Low-rank approximations of the group radiation energy density (E∗
g ) based on the POD

for g = 3 for select time steps
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(a) r = 1 (b) r = 2

(c) r = 5 (d) r = 10

(e) r = 15 (f) r = 20

Figure 4.4 Low-rank approximations of the group radiation energy density (E∗
g ) based on the POD

for g = 8 for select time steps
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(a) reduced rank QD factor temperature error (b) reduced rank QD factor total energy density
error

(c) reduced rank energy density temperature error (d) reduced rank energy density total energy density
error

(e) reduced rank QD factor & energy density
temperature error

(f) reduced rank QD factor & energy density total
energy density error

Figure 4.5 Error of the GLOQD-POD ROM solution to the F-C test problem with relative to the
high order MLQD solution in ∞ norm for various εσ values
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(a) Temperature error (b) Total energy density error

Figure 4.6 Error of the MLQD-POD GLOQD solution to the F-C test problem relative to the high
order solution for various time steps over the spatial domain with εσ = 10−12
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(a) Temperature relative error using approximate
fg and reference Eg

(b) Energy density relative error using approximate
fg and reference Eg

(c) Temperature relative error using reference fg
and approximate Eg

(d) Energy density relative error using reference fg
and approximate Eg

(e) Temperature relative error using approximate
fg and approximate Eg

(f) Energy density relative error using approximate
fg and approximate Eg

Figure 4.7 Relative error in the L1-norm of GLOQD-POD solutions computed with ∆t=1×10−2 ns
versus the reference TRT solution. Data for the GLOQD-POD model is generated with ∆t=2×10−2 ns.
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(a) Temperature relative error using approximate
fg and reference Eg

(b) Energy density relative error using approximate
fg and reference Eg

(c) Temperature relative error using reference fg
and approximate Eg

(d) Energy density relative error using reference fg
and approximate Eg

(e) Temperature relative error using approximate
fg and approximate Eg

(f) Energy density relative error using approximate
fg and approximate Eg

Figure 4.8 Relative error in the L1-norm of GLOQD-POD solutions computed with ∆t=5×10−3 ns
versus the reference TRT solution. Data for the GLOQD-POD model is generated with ∆t=2×10−2 ns.
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(a) reduced rank QD factor temperature error (b) reduced rank QD factor total energy density
error

(c) reduced rank energy density temperature error (d) reduced rank energy density total energy density
error

(e) reduced rank QD factor & energy density
temperature error

(f) reduced rank QD factor & energy density total
energy density error

Figure 4.9 Relative error in the L1-norm of the MLQD-POD GLOQD solutions computed with

Tin = 0.99 KeV using base cases with T̃
(1)
in = 1 KeV and T̃

(2)
in = 0.98 KeV.
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(a) reduced rank QD factor temperature error (b) reduced rank QD factor total energy density
error

(c) reduced rank energy density temperature error (d) reduced rank energy density total energy density
error

(e) reduced rank QD factor & energy density
temperature error

(f) reduced rank QD factor & energy density total
energy density error

Figure 4.10 Relative error in the L1-norm of the MLQD-POD GLOQD solutions computed with

Tin = 0.98 KeV using base cases with T̃
(1)
in = 1 KeV and T̃

(2)
in = 0.96 KeV.
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CHAPTER

5

DISCUSSION

In this chapter the work presented in this paper is summarized and final conclusions are drawn.

There is a discussion on what work still needs to be done on the ROMs presented, and the

research that is planned for the future.

In this study two new reduced-order models were presented for solving 1D TRT problems.

Both are formed on the bases of the multilevel nonlinear iterative-projective method known

as the multilevel quasidiffusion method (Sec. 1.3.1) and the data-driven methodology known

as the proper orthogonal decomposition (Sec. 1.3.3). These ROMs avoid use of the high-order

radiative-transfer equation (1.8) by making approximations for the QD factors with the POD,

and the second grey ROM further avoids use of the multigroup low-order QD equations (1.22)

by approximating its solution with the POD.

The first ROM, presented in Chapter 3 and referred to as the MLOQD-POD ROM,

was able to successfully recreate the reference MLQD solution when using a full-rank POD

representation of the reference QD factors. Compared to other well-known (classical) ROMs

(Sec. 1.3.2) the MLOQD-POD ROM gave significant increase in accuracy while using crude

low-rank POD representations of the QD factors. The ROM was extended to solve problems

with a different time step relative to that used to calculate the reference database of QD factors,

which increased the errors found noticeably during the very early times of the problem. This was

attributed to the rapid rate of change of the solution during this period of the problem dynamics,

which are difficult to reproduce with linear interpolation. Near the equilibrium solution however,
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the accuracy of the ROM increased by several orders of magnitude. The error level was also

found to saturate while using a considerably low-rank POD representation of the QD factors.

The MLOQD-POD ROM was additionally parameterized with respect to the temperature of

radiation moving into the problem domain. The results for this parameterization demonstrated

performance that remained significantly ahead of those other classical ROMs, but whose error

levels reached a saturation point at a rather low-rank POD representation of the QD factors.

The accuracy of the ROM deteriorated as the solved problem’s incoming radiation temperature

diverged from the incoming radiation temperatures used to calculate the database.

The results shown for this first ROM are promising and demonstrate that it is able

to retain accuracy of its solution without solving the RT equation, and that it significantly

outperforms other ROMs such as P1 and diffusion. One of the main obstacles found while

developing the ROM was obtaining a sufficiently low-rank approximation of all group QD

factors. Some optically thick groups naturally demonstrated wave-like behavior at the early

times of the problem which the POD struggled to recreate with very low-rank. There exist other

methods of database decomposition that may alleviate this problem, such as the dynamic mode

decomposition (DMD) [22, 23] or shifted-POD [24, 25] The POD was performed separately

for each group QD factor database to enhance the accuracy of the ROM but there remains

other avenues of applying the POD such as forming one database that includes all group QD

factors and only performing the POD once. The accuracy seen for the parameterized ROMs

and those solving a problem with a reduced time step length compared to what was used to

calculate the database could have been limited by the linear interpolation scheme used to find

unknown QD factors from the given databases. Higher order interpolation schemes remain to

be investigated. Beyond this, the MLOQD-POD ROM is planned to be extended into 2D in

space and for more general radiative-hydrodynamics problems that have dependence on material

density and position. In 2D transport effects become more prolific, and the QD factors develops

increased complexity. This will act as the next step to determine how well this ROM is able to

handle more complicated transport and spatial effects. Radiative-hydrodynamic problems add

extra equations to the system which must be coupled to the LOQD system and this will aid in

demonstrating the advantage given by this ROM in multiphysical problems with more coupling

effects than the TRT problem.

The second ROM, presented in chapter 4 and referred to as the GLOQD-POD ROM, was

not able to recreate the reference MLQD solution when using a full-rank POD representation of

the reference QD factors and group energy densities. Using reference values for the group energy

densities was the only way to recreate the reference solution. The POD was demonstrated to

be unable to recreate the reference group energy densities due to numeric precision limitations,

and this affected the accuracy of the ROM. An extra correction was added to the POD (Sec.

4.3) to mitigate this problem but was unable to fully fix it. The conclusion was drawn that
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the accuracy of this ROM should first be improved before extending it to parameterization

as done for the first ROM, although results for these extensions were shown to demonstrate

their behavior. Further analysis must be done to determine if the ROM is able to recreate the

reference solution with a POD representation of the group energy densities, and if other methods

of approximation are more suitable as in the DMD. If further development of the ROM proves

it to be more accurate then further extensions are planned similar to those for the first ROM,

such as extending into 2D in space and to general radiative-hydrodynamics problems.
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