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ABSTRACT 

The work presented here has 3 goals: establish the need for novel neurostimulation waveform 

solutions through a literature review, develop a neurostimulation pulse generator, and verify the 

operation of the device for neurostimulation applications.  

The literature review discusses the importance of stimulation waveforms on the outcomes of 

neurostimulation, and proposes new directions for neurostimulation research that would help in 

improving the reproducibility and comparability between studies.  

The pulse generator circuit is then described that generates signals inspired by the shape of 

excitatory or inhibitory post-synaptic potentials (EPSP, IPSP). The circuit analytical equations are 

presented, and the effects of the circuit design components are discussed. The circuit is also 

analyzed with a capacitive load using a simplified Randles model to represent the electrode-

electrolyte interface, and the output is measured in phosphate-buffered saline (PBS) solution as 

the load with acupuncture needles as electrodes. The circuit is designed to be used in different 

types of neurostimulators depending on the needs of the application, and to study the effects of 

varying neurostimulation waveforms.  

The circuit is used to develop a remote-controlled wearable veterinary electro-acupuncture 

machine. The device has a small form-factor and 3D printed enclosure, and has a weight of 75 g 

with leads attached. The device is powered by a 500 mAh lithium polymer battery, and was tested 

to last 6 hours. The device is tested in an electro-acupuncture animal study on cats performed at 

the Louisiana State University School of Veterinary Medicine, where it showed expected electro-

acupuncture effects. Then, a 2-channel implementation of the device is presented, and tested to 

show independent output amplitude, frequency, and stimulation duration per channel.  



ix 

Finally, the software and hardware requirements for control of the wearable veterinary 

electro-acupuncture machine are detailed. The number of output channels is limited to the number 

of hardware PWM timers available for use. The Arduino software implements PWM control for 

the output amplitude and frequency. The stimulation duration control is provided using software 

timers. The communications protocol between the microcontroller board and Android App are 

described, and communications are performed via Bluetooth.  
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1. INTRODUCTION 

1.1. Motivation 

Neurostimulation is a growing field that applies knowledge from the historically distinct 

fields of engineering, medicine, and biology to enhance the lifestyle of individuals. 

Neurostimulation has applications in prosthetic limb control, rehabilitation and physical therapy, 

neural pacemaker and control, and recently in cognitive enhancements and treatment of 

neurological conditions such as Alzheimer’s, Parkinson’s, and epilepsy. Neurostimulation has 

been regarded to be in the future of medical treatments [1-3]. The myriad applications and variety 

of technology and fields involved in neurostimulation has sparked interest in the scientific 

community to study how to improve neurostimulation devices and methodologies, and to discover 

new applications. Neurostimulation devices range from implantable pacemakers and vagal nerve 

stimulators, to transcutaneous electrical nerve stimulation devices and wireless stimulators. 

Studies in methodologies seek to find the optimal stimulation parameter combinations for 

treatment of specific conditions, and how these specific stimulation parameters affect treatment 

outcomes. Stimulation parameters include signal waveform, amplitude, frequency of stimulation, 

and duration of stimulation. In this work we seek to make a contribution to this field by developing 

a device that implements a novel stimulation waveform, and we carry out a preliminary study into 

the applications for this novel waveform.  

Neurostimulation is a multidisciplinary field that focuses on delivering controlled signals to 

the nervous system for therapy or enhancement. Neurostimulation treatment has several 

advantages over conventional pharmacological treatment: specificity, reduced side-effects, and 

novel solutions to chronic conditions such as hypertension, epilepsy, and rheumatoid arthritis [1]. 

The methods for neurostimulation include mechanical, ultrasound [4], optogenetics [5], and 

electrical [3]. Electrical neurostimulation has been the subject of intense research in the 20th and 
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21st centuries. Electrosleep, a form of transcranial electrical stimulation, was proposed in 1902 to 

cause patients to fall asleep [6]. In 1938 the vagus nerve of cats was stimulated in an effort to 

visualize the coordinated activity of the brain [7]. As early as 1957, electrical stimulation was 

being used in patients to allow for external cardiac pacing, and later in 1958 the first wearable and 

implantable cardiac pacemakers were successfully tested [8]. Transcranial electrical stimulation 

on several areas of the brain was carried out in healthy subjects in a report from 1980 [9]. In recent 

years, electrical neurostimulation has been posited as the future of comprehensive medical 

treatment under the umbrella term “electroceuticals” [1-3, 10].  

Neurostimulation has demonstrated capabilities to alter the compound action potentials and 

long-term potentiation behavior of complex neural networks even at low stimulation intensities 

[11] via an effect termed neuromodulation. Neuromodulation has been observed at all levels, from 

individual nerve cells to brain regions, including the synapses [12]. Neuromodulation has shown 

promise in the fields of neuroprostheses, where it can be used to enhance the learning rate of the 

use of neuroprosthetic devices [13, 14], and cognitive enhancement, where a person can achieve 

improved learning rates of complex tasks [15, 16]. This effect is thought to arise from action 

potentials (APs) that are modulated as they propagate through individual nerve cells depending on 

the nerve cell’s properties at the level of the soma, [17], axon [18], and transmembrane proteins 

[19]. This modulation can be enhanced or inhibited with neurostimulation [16]. Modulation of AP 

firing rate and the AP waveform at the presynaptic cell such that the excitatory and inhibitory 

postsynaptic potentials (EPSPs and IPSPs) are changed allows for modulation of excitatory and 

inhibitory transmission at the postsynaptic cell [19, 20].  

The challenges of stimulation waveform design involve the diverse options and requirements 

for each anatomical stimulation target [21], the undetermined long-term effects of 
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neurostimulation, the diversity of tissue, organ, and patient-level reactions, the unknown neural 

mechanisms involved [22], and the unknown side effects of stimulation methodology [23]. 

Additionally, differences in stimulation waveforms [24], the polarity of current and direction [25], 

electric field shape and direction [26], and the temporal pattern of stimulation [27] have been 

shown to have effects on the outcome of stimulation. We do not address all these challenges in 

this work, and we limit our approach to specific problems related to neurostimulation device design 

that affect stimulation waveform. The parameters of electrical stimulation waveforms such as the 

waveform type, amplitude, width and frequency of stimulation have been shown to affect 

prosthetic sensory information in the vestibular nerve [28], the rate of excitation of individual 

nerves [29] and nerve bundles  [30], and the spatial selectivity within the bundles [31].  

Our review found a diversity of effects in transcranial electrical stimulation (TES) using 

direct current, alternating current, or random noise as stimulation signal [32-35]. This could 

indicate that the rate of change of the stimulation waveform is a factor in the outcomes of 

stimulation. This effect may not be apparent in single neuron measurements, as TES is used on 

intact brains, although [36] briefly discusses voltage rate of change as being a parameter in the 

degree of activation of sodium channels in subthreshold synaptic potentials. Furthermore, we 

found replicate studies by different groups which led to different outcomes in TES effects where 

the primary difference between experimental procedures was stimulation waveform shape [37-39]. 

Stimulation waveforms have been studied for their effects in neurostimulation. These include 

square or rectangular [31, 40], exponential, ramp [41], sinusoidal [26, 42, 43], triangle, and 

Gaussian [44, 45] waveforms. To the best of our knowledge, there have not been any devices 

specifically designed to output signals that have waveforms with shape inspired by nature. We 

think EPSPs may provide an advantage over other signal waveforms such as square and 
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rectangular due to their constant rate of change throughout the duration of the pulse. Additionally, 

there have been few in-vivo or in-vitro studies verifying the effects of waveforms with shapes 

inspired by nature. What we have found in previous literature is an in-vitro study showing evidence 

that stimulation with signals that look like EPSPs affects transmembrane proteins kinetics [36]. 

Furthermore, there is a lack of sufficient scientific evidence on the role that stimulation waveforms 

and patterns play on neuromodulation and plasticity [24, 25, 27], such that there is a need for novel 

stimulation waveforms to determine the effects and capabilities of electrical stimulation. Thus, we 

choose to design a pulse generator that produces signals with shape inspired by nature and are 

similar to the shape of EPSPs for investigation of the effect of different waveforms on 

neurostimulation.  

1.2. Objectives  

The objective of this work is to present a novel type of neurostimulator device, and test its 

application as a neurostimulation solution. This work has three main parts: establish the need for 

novel stimulation waveforms through a comprehensive literature review, development of a 

neurostimulation device, and verification of the operation of the device for neurostimulation 

applications. The specific work performed in each part is described in the following sections. 

1.2.1. Review of Waveform Parameters and Their Effects in Neurostimulation  

The selection of the stimulation waveform will determine the design of the neurostimulator 

device. First, the effects of different stimulation waveforms on the outcomes of stimulation must 

be determined. We narrow the field of review to epidermal stimulation methods, transcutaneous 

methods, and implantable or direct contact nerve stimulation methods.  

State-of-the-art reports and studies on transcranial electrical stimulation (TES), deep brain 

stimulation (DBS), vagal nerve stimulation (VNS), and electro-acupuncture (EA) are reviewed for 

evidence of waveform effects. The interest of the scientific community on the effects of stimulation 
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parameters on outcomes are assessed. The use of simulations and computer models are also 

important, since it is impossible to study each combination of stimulation parameter and 

physiological condition. The current state-of-the-art of computer models utilized for studying 

stimulation parameters is reviewed. Lastly, electro-acupuncture will be reviewed from the 

perspective of neurostimulation.  

1.2.2. Development of Pulse Generator Circuit  

The first step in developing a neurostimulator is to review the state-of-the-art to assess 

drawbacks of current technology to improve on them. We first assess the challenges of 

neurostimulator design, and determine we can provide a novel approach for scientists that are not 

experts in electronics by implementing a circuit with few design components while still 

maintaining versatility in stimulation signal design.  

The circuit analytical equations are derived to allow accurate design of output pulse signals 

for diverse applications. Equations are derived to find the output pulse amplitude, output pulse 

width or duration, and approximate the limit of stimulation frequency. The analytical expressions 

are compared with mathematical equations found in the literature that define voltage waveforms 

found in nature. The analytical expressions were also derived for a circuit output when the load is 

a simplified Randles model representative of electrode-electrolyte interface.  

The device is then characterized to verify the accuracy of the analytical expressions, and to 

verify the role of the design components in modifying the stimulation parameters: output pulse 

amplitude, output pulse width, and stimulation frequency. The circuit output was also measured in 

phosphate-buffered (PBS) saline solution with acupuncture needles as electrodes. 
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1.2.3. Neurostimulator for Remote-Controlled Wearable Veterinary Electro-

Acupuncture 

We considered electro-acupuncture a viable target for our pulse generator design. 

Commercial machines for electro-acupuncture (EA) are large, benchtop devices that can be 

improved with modern wireless technology and smartphone compatibility. These machines are 

acceptable for human electro-acupuncture, as human patients are compliant and can readily follow 

instructions. The case is different for veterinary applications where an animal may feel stressed in 

a different environment, and may react unexpectedly to EA procedures. In this case, it is better for 

the EA stimulator to be small and wearable by the animal, so that the animal can move around and 

be relaxed during EA treatment.  

We determine that the neurostimulator must be implemented in a small and light-weight 

format to allow for small animals such as cats to wear the device. The commercial device operation 

is measured and we used this to design the stimulation waveform parameters: maximum amplitude, 

frequency band, and waveform width. A boost converter with voltage output control via pulse-

width modulation (PWM) was used as the input source for the neurostimulator, and a high-side 

switch was utilized to allow for the gating the high-voltage input to the neurostimulator pulse 

generator. The neurostimulator signal parameter controls are coupled to a microcontroller which 

manages communication to a Bluetooth module for control via smartphone. The device was tested 

in an EA study conducted at the Louisiana State University School of Veterinary Medicine to 

verify operation as an EA stimulator. The device was constructed in a 2-channel implementation, 

and independent output amplitude, stimulation frequency, and stimulation duration control was 

verified using the current electronic design. 
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1.3. Dissertation Outline 

Chapter 2 contains the literature review performed to identify the need for research in 

stimulation waveforms. The evidence showing the diverse effects of various stimulation 

waveforms is discussed, and the interest in the field for stimulation parameter studies and tissue 

models. Chapter 3 presents the development of a pulse generator circuit for neurostimulator device 

applications. The analytical equations are presented for accurate waveform design for specific 

applications. Chapter 4 discusses the application of the neurostimulator for EA, and addition of 

features that allow for wireless control of the device for wearable applications. Chapter 5 discusses 

the software and hardware requirements of the neurostimulator device. The last chapter 

summarizes the main contributions of this work and proposes future directions for this work.  
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2. EFFECTS OF WAVEFORM PARAMETERS ON 

NEUROSTIMULATION OUTCOMES 

2.1. Introduction 

As previously discussed in chapter 1, neurostimulation technology has applications in 

treatment of medical conditions, rehabilitation, and cognitive enhancement. The challenges of 

neurostimulator design were briefly discussed, and it was mentioned that stimulation waveform 

and stimulation parameters play a significant role in neurostimulation outcomes. A review of 

neurostimulation research with a focus on stimulation waveform and stimulation parameters is 

presented in this section. In this manner we establish the stimulation waveform selection and 

design of neurostimulator device. Transcranial electrical stimulation (TES), deep brain stimulation 

(DBS), vagal nerve stimulation (VNS), and electro-acupuncture (EA) research is evaluated.  

2.2. Overview of Neurostimulation and Neuromodulation 

The primary purpose of neurostimulators for medical treatment (electroceuticals) is to fine-

tune organ and systemic function by tapping into the natural nerve pathway between the brain and 

the organs. Research in neural recording and better understanding of neural signaling allowed for 

electrical neurostimulation techniques to develop into broadly two categories according to 

electrode placement: invasive and non-invasive [46]. Non-invasive methods include transcranial 

direct current stimulation (tDCS) [47], transcranial magnetic stimulation (TMS) [48], and 

peripheral nerve stimulation [49], while invasive methods include deep brain stimulation (DBS) 

[50], some types of vagus nerve stimulation (VNS), and electro-acupuncture (EA) [51].  

Neurostimulation techniques employ different methodologies and technologies; however, 

they all pursue the same objective: use electrical stimuli to elicit action potentials from nerve tissue 

in a predictable manner to cause neuromodulation. Neuromodulation is the change in response of 

nerve tissue to biological or external stimuli. The effects of stimulation protocols such as 



9 

stimulation frequency, duration, and modality on action potential recruitment have been well 

documented [13, 14, 24, 50, 52, 53]; however, the effects of the stimulation waveform on the 

outcome of the treatment method have not been thoroughly established [40, 41, 45]. In this review 

we performed a literature search of tDCS, transcranial alternating current stimulation (tACS), 

transcranial random noise stimulation (tRNS), DBS, VNS, and EA papers that addressed problems 

in neurostimulation. We looked for papers that accurately described the stimulation waveform 

utilized throughout the study so we can compare their findings with other similar papers. In this 

way we categorize the literature that studies electrical stimulation in a new way that emphasizes 

the effects of stimulation waveform, and propose that electrical stimulation waveform plays a 

significant role in treatment outcome for transcranial electrical stimulation (TES).  

This review will explore TES, DBS, VNS, and EA with special emphasis in the literature 

that studies the effects of stimulation waveforms. We also look at current problems and trends in 

neurostimulation to identify new research directions. In this manner we will show the current state-

of-the-art of electrical neurostimulation. We propose 4 main topics for furthering neurostimulation 

research: 

 Comprehensive parametric studies that include standardized methodological reporting. To aid 

in this approach we suggest utilizing graphical figures to show the stimulation pulse parameters 

and settings.  

 Consideration of complete electrical models for pulse generation studies that include pulse 

generator circuits and tissue capacitance.  

 Study of effects of various stimulation pulse waveforms and their effects on stimulation 

outcomes.  

 Consideration of some electro-acupuncture treatments as peripheral nerve stimulation.  
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2.3. Transcranial Electrical Stimulation 

2.3.1. Overview  

Transcranial electrical stimulation (TES) is one of the primary neuromodulation methods in 

the current state of the art. TES treatments have already moved from the laboratory setting to the 

clinical and commercial settings [54]. TES encompasses several methodologies for which the main 

purpose is to cause neurostimulation to the brain using devices outside the skull. TES that is 

applied by placing electrodes on the skin – dermal TES – and driving different stimulation 

waveforms through them. The general types of stimulation are classified by waveforms used, and 

include transcranial direct current stimulation (tDCS), alternating current stimulation (tACS), and 

random noise stimulation (tRNS) [55, 56] (Figure 2.1).  

TES methods have been reliably shown to cause neuromodulation; however, the precise 

mechanisms through which TES causes neuromodulation remain a topic of debate and require 

further study [57-60]. Additionally, each type of dermal TES is thought to elicit different 

neuromodulatory effects. Mechanisms that have been proposed include: 

 promotion of long-term potentiation (LTP) or long-term depression (LTD) for tDCS [32, 33],  

 modulation of brain oscillations for tACS [34],  

 and repetitive opening of sodium channels for tRNS [35]. 

2.3.2. Transcranial Direct Current Stimulation  

The study of tDCS has boomed in recent years. This is mainly due to the ease with which 

stimulation can be applied, and the plethora of effects that have been achieved with tDCS. 

Procedures can be conducted without hospitalization or surgical intervention. tDCS can be 

combined with various imaging techniques to see the direct effects of stimulation on the intact 

brain [55].  These effects include cognitive enhancements [61] and physical rehabilitation [58, 62]. 
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The main neuromodulatory effect from tDCS appears to be the selective promotion of LTP or LTD 

[32]. However, we focus our review on the unknown effects of neurostimulation waveforms on 

the outcome of tDCS. Then, we examine review papers and outline the main recommendations for 

future tDCS research. We end this section by looking at the need for improved neurostimulation 

models.  

The direct evidence we found that relates the effect of stimulation waveform on the outcome 

of tDCS treatment is from the study by Marshall et al. [37], and the follow-up verification studies 

performed by Eggert et al. [39] and Sahlem et al. [38]. Marshall [37] showed a group of medical 

students improve declarative memory by applying slow-oscillating (0.75 Hz) voltages. However, 

Eggert in 2013 [39] repeated the study in elderly subjects and obtained contradicting results 

showing no improvement, and Sahlem in 2015 [38] rigorously repeated the study with medical 

students which also obtained results showing no improvement. Sahlem recognized the only 

Figure 2.1. Comparison between stimulation waveforms used in TES for tDCS, tACS, and tRNS. 

Adapted from Saiote [56]. Used under the Creative Commons Attribution 4.0 International 

License. 
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difference between their study and Marshall’s was the stimulation waveform. Eggert also 

mentioned the waveforms are different, but also proposed that the age difference in subjects may 

be a confounding factor. The premise lies in that all three studies performed virtually identical 

stimulation procedures except for the stimulation waveform, and in the case of the Eggert study a 

much older population. Figure 2.2 shows the stimulation waveforms utilized in each study. 

The waveforms shown in Figure 2.2 share some differences and similarities. The similarities 

is that they are all 0.75 Hz waveforms, and they apply a current density of 0.517 mA cm-2 except 

with the waveform from Eggert which applies 0.331 mA cm-2. However, the difference lies in the 

temporal characteristics of the waveforms, or their rate of change with respect to time. Figure 2.3 

shows the waveforms and the representative time rate of change. 

We believe the temporal dynamic characteristics play an important role in the outcomes of 

stimulation because of the capacitive component of tissue and nerve models [36, 63, 64]. It should 

also be noted that the waveform used by Eggert is very similar to low-frequency AC waveforms, 

and that despite the DC offset, the time rate of change component becomes negative. 

Several reviews have been presented that study stimulation waveforms. Paulus [59] 

presented a review of TES methodologies for tDCS, tACS, and tRNS. Paulus describes what 

stimulation parameters mean and how to properly define them, and stresses that stimulation 

parameters provide a large design space. Brunoni et al. [57] discuss the limitations of current tDCS 

scientific studies, and propose several improvements that will aid in translating scientific research 

into clinical research. Grill discusses computational models and their required use in developing 

novel stimulation waveforms in [65], where he concludes that further research is required that not 

only focuses on the energy efficiency of stimulation waveforms, but also considers the outcome 

of clinical treatments. Guleyupoglu et al. [6] discusses the history of TES and stimulation 
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parameters and waveforms should be carefully defined in future research. Guleyupoglu stresses 

that standardization of reporting methods is key for improving reproducibility of results. We found 

that the review papers in tDCS (and TES) emphasize the low reproducibility of results due to a 

lack of standardization in terminology and reporting techniques. We think this problem arises in 

part due to the lack of consensus in reporting methods for stimulation parameters, specifically 

stimulation waveforms.  

Modeling the brain is a valid approach to further understanding tDCS and TES, as it may be 

possible to apply different waveforms and parameters to models and simulations. Bikson [66] 

discussed the importance of computational models in 2012; arguing that tDCS models may help 

address the problem of properly dosing a patient without extensive trial and error. The models can 

be used to hypothesize dose and methodologies to improve clinical outcomes and validate tDCS 

neural mechanisms. Kunze [67] implemented in 2016 a large-scale brain network model in order 

to study the membrane dynamics of neural populations. Kunze suggests that non-invasive brain 

stimulation may affect brain dynamics by analyzing how functional subnetworks interact with each 

other. It is important that models be used to guide further research, since the design space of 

stimulation waveforms is large [27]. Adequate microscopic and macroscopic models will be 

needed to verify and guide future research in this field.    

Figure 2.2. Detail of stimulation waveforms used in various studies: (a) trapezoidal waveform used 

by Marshall [37], (b) square wave used by Sahlem [38], and sinusoidal waveform used by Eggert 

[39]. 
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2.3.3. Transcranial Alternating Current Stimulation  

The tACS field has grown along with tDCS, and for similar reasons. Application of tACS 

utilizes similar equipment as tDCS, and the electrodes are also placed on the skin. Many of the 

procedural advantages of tDCS are shared by tACS. In this section we discuss how the difference 

between applying AC waveforms instead of DC waveforms yields different results in TES. The 

main tDCS neuromodulatory effect of LTP and LDP promotion presented by Cohen Kadosh [33] 

and Kronberg [32], contrasts with the entrainment of brain oscillations reported to be the outcome 

of tACS [34, 68, 69]. However, there is conflicting research that proposed that spike-timing 

dependent plasticity (STDP) is the mechanism behind the observed effects of tACS. Lastly, some 

recent studies have used individual patient alpha frequencies for tACS instead of fixed frequency 

tACS, and it is important to watch the development of this new method to determine which is more 

effective. 

Figure 2.3. Detail of stimulation waveforms used in various studies and their approximate time 

derivatives (dashed): (a) trapezoidal waveform used by Marshall [37], (b) square wave used by 

Sahlem [38], and sinusoidal waveform used by Eggert [39]. Time derivative and waveforms not 

drawn to scale.  
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There is recent evidence that the neuromodulatory effect of tACS is entrainment of brain 

oscillations [34, 68-74]. Kanai [70] studied the effects of tACS with fixed frequencies and found 

that 20 Hz tACS modulates cortical excitability more strongly than other frequencies. Neuling [34] 

showed that neuromodulation after-effects from tACS is dependent on brain states. Helfrich [69] 

studies the application of simulated current flow predictions with EEG in behavioral testing, and 

shows that entrainment is frequency-specific. Helfrich observes that effects can last longer than 

stimulation (after-effects). Pahor and Jaušovec [73, 74] studied the effects of tACS on performance 

of various tasks. They show that tACS affected performance in specific difficulties, and changed 

resting brain oscillations in some brain areas. Pahor proposes that this is because tACS affects 

rhythmic activity of local brain networks. However, the study did not perform recordings of EEG 

data before stimulation, so it is difficult to determine if the results were direct effects of tACS. 

Vosskuhl [68] uses brain-oxygen level dependent (BOLD) fMRI imaging to study the effects of 

tACS on brain oscillations and their correlation with brain metabolism and activity. Vosskuhl also 

presents a summary of how brain oscillations are associated with brain function. In particular he 

summarizes: 

 theta frequency associated with memory, 

 alpha frequency associated with perception, 

 beta frequency associated with motor function, and 

 gamma frequencies are also associated with perception. 

Santarnecchi [71] applied tACS at gamma frequencies (40 Hz) and studied its effects on task 

performance. tACS stimulation was found to affect fluid intelligence, with participants showing 

increased performance only on tasks that involve logical reasoning. Subjects with lower base 

performance showed greater improvements than individuals with higher base performance. 
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Witkowski [72] demonstrated direct measurement of entrained brain oscillations by performing 

magnetoencephalography during tACS. A summary of studies showing brain oscillation 

entrainment observations is shown in Table 2.1.  

Table 2.1. tACS studies showing brain oscillation entrainment. 

Refs. tACS Stimulation  Experimental Target Observation 

[34] IAF for 20 min High/low endogenous alpha 

power 

Low endogenous alpha 

power can be modulated 

[68] IAF or 1 Hz for 18 min, 

varying intensity 

BOLD signals measured 

during task 

Alpha tACS lowers BOLD 

response during task 

[69] 10 Hz for 20 min EEG during tACS while 

performing task 

tACS modulates alpha band 

brain oscillations 

[70] 5, 10, 20, 40 Hz with TMS Phosphene induction via 

TMS 

tACS affects visual cortex 

excitability 

[71] 5 Hz, 40 Hz, and HF tRNS Fluid intelligence and 

working memory 

Improvement based on 

individual ability 

[72] Amplitude modulated tACS MEG during tACS Entrained brain oscillations 

measured during tACS 

[73] Theta tACS based on IAF for 

15 min 

EEG measurement while 

performing task 

Increased fluid intelligence 

after tACS 

[74] Theta tACS based on IAF for 

15 min 

EEG measurement while 

performing task 

Working memory improved 

after tACS 

IAF: individual alpha frequency, BOLD: blood-oxygen level dependent, HF: high frequency. 

On the other hand, Brignani [75] studied effects of tACS on Gabor patch detection and 

discrimination and found a reduction in performance, contradicting the notion of brain oscillation 

entrainment. Vossen [76] also found contradicting evidence. Vossen applied phase dependent 

tACS protocols (Figure 2.4) and studied α-aftereffects under phase-continuous and phase-

discontinuous conditions. They concluded that α-aftereffects could be explained by STDP. Lafon  

[77] recreates Marshall [37] and obtains contradicting results where slow-oscillation tACS does 

not lead to brain oscillation entrainment. They confirm that thalamocortical sleep spindle power is 

modulated with the endogenous slow-wave rhythm. It is difficult to explicitly confirm that tACS 

leads to long-lasting brain oscillation entrainment with contrasting evidence, however, Witkowski 
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[72] presents a strong argument for brain oscillation entrainment during tACS with direct 

measurement of the signals. A summary of studies contradicting brain oscillation entrainment is 

shown in Table 2.2. 

Table 2.2. tACS studies showing contradictory results to brain oscillation entrainment. 

Refs. tACS Stimulation  Experimental Target Observation 

[75] 6, 10, 25 Hz Task performance during 

tACS  

tACS does not entrain local 

stimulation sites 

[76] IAF for 11 – 15 min EEG measured during tACS 

and task 

tACS induces brain plasticity 

[77] 0.75 and 1 Hz during NREM 

sleep or awake 

iEEG measured during tACS  tACS did not entrain sleep 

spindles  

IAF: individual alpha frequency, iEEG: implantable electro-encephalograph. 

Another interesting point of contention is the adoption of patient individualized tACS 

frequencies over fixed frequency tACS. Several papers performed a procedure to determine the 

exact alpha frequency of a subject, and used this individual frequency to derive any other 

frequencies utilized in the study [68, 69, 74, 76].  

2.3.4. Transcranial Random Noise Stimulation (tRNS) 

Transcranial random noise stimulation is a relatively novel form of TES [78]. tRNS shares 

many of the advantages of tDCS and tACS, however, as a novel field the precise mechanisms and 

properties of tRNS have not been extensively studied yet. The neuromodulatory mechanism 

difference between tDCS and tRNS has been proposed to be neurochemical with tDCS being 

NMDA-receptor protein dependent, and tRNS being voltage-gated sodium channel dependent 

[79]. We will look at evidence of the different effects of tDCS compared to tRNS [80, 81], and the 

effects of tRNS on learning [82-84], memory [85, 86], and perception [87-89].  

The basic neurochemical mechanism of TES are not well understood. Chaieb [79] found 

evidence that tRNS effects are dependent on different neurochemical mechanisms than tDCS. 

Chaieb found evidence that tRNS motor-evoked potentials are not affected by NMDA-receptor 
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antagonists (dextromethorphan), but were inhibited by GABA agonists (lorazepam). They 

conclude that tRNS after-effects are mediated by voltage-gated sodium channels.  

tDCS and tRNS have different effects on neuromodulation, and direct comparisons are useful 

to better understand the differences between them. Ambrus [80] studied perception thresholds 

using tDCS and tRNS, and found that tDCS perception threshold was at 400 μA, compared with 

1200 μA with tRNS. Prichard [81] studied the differences of tDCS and tRNS on motor skills 

learning with stimulation of the M1 cortex. Both tDCS and tRNS showed improvements when 

compared to sham stimulation, but tDCS showed effects immediately after stimulation, and tRNS 

showed effects much later after stimulation. 

tRNS studies have shown neuromodulatory effects on learning. Snowball [82] applied tRNS 

to the dorsolateral prefrontal cortex to study its effects on mathematics performance. Snowball 

found evidence of both increase speed of calculation and memory-recall mathematics learning, 

and this effect was seen directly after stimulation and maintained after 6 months. Snowball 

Figure 2.4. Phase shifted tACS protocols utilized by Vossen [76]. Used under the Creative 

Commons Attribution 4.0 International License.  
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concludes that tRNS enhances neuroplasticity and allows for more efficient learning. Popescu [83] 

performed a study that focused on the learning process of mathematics and found that tRNS 

improved learning of difficult problems, but no improvement was shown for learning easy 

problems. Van Koningsbruggen [84] performed a study where tRNS was applied to the occipital 

and frontal cortex while participants were rewarded for recognizing a specific color. The second 

part of the study involved identifying other colors, but this time with no reward. The study found 

that tRNS stimulation caused the original color associated with the reward to become distracting, 

and in this way showed that tRNS improved learning of value-driven conditions.  

Memory and how it’s affected by tRNS has also been studied. Holmes [85] studied the effects 

of tRNS on working memory while subjects performed the Cogmed Working Memory Training, 

and found no evidence that tRNS improved working memory. However, Mammarella [86] studied 

tRNS and its effects on the process of memory creation in the brain. Mammarella found that tRNS 

improved the ability of participants to discriminate between fabricated and real memories (reality 

monitoring), and that this effect was more prominent in older adults. These results indicate that 

tRNS may have effects for specific types of memory processes, or that it may affect various brain 

substructures differently.  

Perception and how tRNS influences it is another topic of interest. Van Doren [87] looks at 

how tRNS affects auditory steady state responses, and found that participants showed increased 

excitability when stimulated with tRNS. Romanska [88] applied tRNS to the lateral 

occipitotemporal cortices and measured the effects on facial perception. Romanska was able to 

determine that tRNS produced task-specific and site-specific enhancements to facial perception. 

Van der Groen and Wenderoth [89] studied how stochastic resonance from tRNS improved 

detection of visual stimuli. They determined that noise appears to increase subthreshold nerve 
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potentials, and allowing them to become suprathreshold more easily. A summary of the observed 

effects of tRNS is shown in Table 2.3.  

Table 2.3. tRNS studies showing observed stimulation outcomes. 

Refs. tRNS Stimulation  Experimental Target Observation 

[79] 0-640 Hz for 10 min Cortical excitability effects 

from pharmaceuticals 

NMDA receptors do not 

affect tRNS effects 

[80] 0-640 Hz for 31 s, and tDCS 

with 200-2000 μA, 

Perception threshold for 

stimulation 

tRNS has higher threshold 

than tDCS 

[81] 100-640 Hz for 20 min Motor skill learning during 

and after tDCS or tRNS 

tRNS improved learning 

more gradually than tDCS 

[82] 100-600 Hz for 20 min Math learning and 

hemodynamic response 

during and after tRNS 

Increased  math learning and 

local hemodynamic response 

[83] 100-640 Hz for 20 min, ± 

500 μA amplitude 

Math learning during and 

after tRNS 

Increased difficult  math 

learning 

[84] 100-640 Hz for 20 min, 1 

mA amplitude 

Color visual attention capture 

during tRNS 

Increased reward associated 

capture 

[85] 101-640 Hz for 20 min, 1 

mA intensity 

Working memory training 

during tRNS 

tRNS did not improve 

working memory tasks 

[86] 100-600 Hz for 22 min, 1 

mA intensity 

Reality monitoring during 

tRNS 

Increased reality monitoring 

[87] 101-640 Hz for 20 min, 2 

mA amplitude 

EEG measurement of 

auditory steady state 

response 

Increased auditory cortex 

excitability 

[88] High frequency for 20 min, 

with 1 mA 

Facial identity and 

trustworthiness perception 

after tRNS 

Iincreased facial identity 

perception 

[89] 100-640 Hz, random 

intensity 0-1.5 mA 

Visual detection during tRNS Increased visual stimulus 

detection 

 

The study of tRNS as a TES method is less than a decade in the making. There are many 

applications of tRNS that have been found so far, and many more fields to explore. The effects of 

TES methodologies have been found to be different according to stimulation waveform; be that 

direct-current, alternating current, or random noise. The stimulation methods differentiated mainly 

by the waveform of stimulation show unique properties and mechanisms of neuromodulation. 
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2.4. Deep Brain Stimulation  

2.4.1. Overview  

Deep brain stimulation is a neurostimulation method where electrodes are placed directly on 

the brain tissue and stimulation is then applied. Given the requirement for surgical intervention, 

deep brain stimulation research is more difficult to perform. For this reason, more emphasis is 

placed on determining efficient stimulation parameters. We found that there is interest in looking 

at the effects of the following stimulation parameters: frequency [90], pulse pattern [27], number 

of pulses [91], and waveform [41, 44, 45, 63].  

2.4.2. Stimulation Parameters  

There is great interest in determining the precise effects of stimulation parameters on the 

outcome of DBS. Cooper [90] performed a study in order to determine the effects of stimulation 

parameters on patients with essential tremor. They looked at stimulation frequency, voltage, and 

pulsewidth. They found that DBS effects were highly dependent on frequency, with low frequency 

stimulation making tremors worse, and high frequency stimulation coupled with voltage control 

reduced tremors. The optimal parameters for each individual were different. Cassar [27] studied 

the effects of using unique temporal patterns of stimulation instead of fixed frequencies. Cassar 

used a model-based approach with genetic algorithm optimization. The model results were tested 

in a deep brain stimulation model neural networks, and showed results that suggest that the new 

temporal patterns could be more effective than current clinical methods. This study suggests that 

using fixed frequencies to achieve DBS physiological effects may not be the best approach. 

Wongsarnpigoon and Grill [91] studied the effects of frequency, burst number of pulses, polarity, 

and electrode location on motor cortex DBS to determine what combinations led to better 

stimulation outcomes. They found several relations between stimulation parameters and 
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stimulation outcomes, showing that stimulation parameters have to be carefully chosen in order to 

obtain correct results.  

2.4.3. Stimulation Waveforms  

Stimulation waveform is also a topic of interest in DBS studies. This field has been studied 

by the Grill [41, 45] and McIntyre [44, 63] groups. Wongsarnpigoon [41] studied the efficiency of 

waveforms for stimulation of nerves. They studied 4 waveforms: square, and rising or decaying 

exponentials. Wongsarnpigoon concluded that none of the studied waveforms were optimal for all 

metrics: energy, charge, and power. They also noted that efficiency had a dependency on pulse 

width. In a different paper, Wongsarnpigoon and Grill [45] utilized a genetic algorithm to find an 

energy-efficient waveform for neurostimulation. The algorithm produced waveforms that looked 

like Gaussian curves (Figure 2.5). The shape of the waveforms was dependent on the pulse width 

limit that was set in the algorithm. Foutz and McIntyre [44] used computer models to test 8 

different waveforms on their energy consumption. They concluded that the triangular pulse was 

the most efficient at stimulating populations of axons. Additionally, they studied the effects of 

tissue capacitance on the tissue waveform shape and simulated energy required for nerve bundle 

activation (Figure 2.6). As previously discussed, Lempka [63] studied the circuit models used for 

neurostimulation and concluded that ideal models did not present a complete picture when finding 

the expected voltage across tissue.  

2.5. Vagus Nerve Stimulation  

2.5.1. Overview 

Vagus nerve stimulation (VNS) is a growing field because it allows for both transcutaneous 

and implantable stimulation methods. The vagus nerve controls many physiological processes and 

it is thought that several metabolic conditions may be treated with VNS. We found that stimulation 
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parameters were a topic of interest in the field [92-97], and also that the effects of stimulation 

waveforms are difficult to study because of a lack of devices that can apply different stimulation 

waveforms. We found 5 papers that used a commercial VNS machine, 4 of which were identified 

[92, 95-97], and 1 where the machine was not identified [93].  

2.5.2. Stimulation Parameters  

Studies of VNS stimulation parameters try to find the given parameter settings that will allow 

for specific neuromodulatory effects. Labar [92] looked at how VNS output current affected 

patients’ tolerance when VNS devices were replaced due to batteries discharging. Labar found that  

21 out of 28 patients could not tolerate the same current level that they had utilized before device 

replacement. 17 out of 28 patients could not tolerate current settings one year after device 

replacement. Labar could not find a reasonable explanation for this phenomenon, but they 

proposed that long-term VNS alters the sensibility of the vagus nerve. Manta [96] studied the 

effects of several stimulation parameters on the firing activity of dorsal raphe neurons in the rat. 

They found that there was an optimal level for each parameter: frequency, current intensity, pulse 

Figure 2.5. Efficient neurostimulation waveforms produced by genetic algorithm in 

Wongsarnpigoon [45]. Journal of Neural Engineering by Institute of Physics (Great Britain) 

Reproduced with permission of IOP Publishing in the format Thesis/Dissertation via Copyright 

Clearance Center. 
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width, and time between stimulation. Interestingly, they also found that increasing intensity can 

lead to a decrease in firing activity. Manta also shows that optimal parameters can be found for 

specific cases and treatments using VNS. Shan-Shan [97] studied optimal parameters for VNS 

treatment of heart attacks in rat models. Shan-Shan concluded that optimal parameters for 

guaranteeing beneficial effects were difficult to determine. In this case, this study shows that VNS 

treatments may not have specific optimal stimulation parameters, and effects have to be considered 

on a case-by-case basis. Ghani [94] performed a review of VNS treatment for epilepsy specifically 

studying the effects of stimulation parameters on acute response. Ghani was able to identify 3 

major trends with respect to stimulation levels. They show that high stimulation levels are more 

Figure 2.6. Simulated effects of tissue capacitance on stimulation voltages and nerve activation 

thresholds: (a) applied voltage waveform after passing through a low-pass RC filter, (b) Voltage 

applied on a DBS electrode and nerve activation energy modeled. Adapted from Foutz [44]. 

Journal of Neural Engineering by Institute of Physics (Great Britain) Reproduced with permission 

of IOP Publishing in the format Thesis/Dissertation via Copyright Clearance Center. 
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effective in adults, while children were responsive to both high and low stimulation levels. 

However, adverse effects were more prevalent in groups with high stimulation. High and low 

stimulation levels refer to a combination of stimulation parameters. Borland [93] studied the 

effects of VNS intensity on plasticity of the sensory and motor cortices. Borland confirmed 

previous reports that VNS intensity and cortical plasticity show a non-monotonic relationship; 

which is that increasing VNS intensity does not cause increasing cortical plasticity all the time. 

Borland showed that current intensities of 0.4 mA and 0.8 mA were the most effective in increasing 

cortical plasticity. They discuss that the therapeutic effects of VNS are a likely combination of 

several cerebral subnetworks being stimulated. Hulsey [95] performed a parametric study of VNS 

stimulation parameters and its effects on the locus coeruleus. They found several relations between 

parametric ranges and specific locus coeruleus effects including phasic firing, increased firing rate, 

timing of phasic firing, and pulse-locked neural activity. The previous studies required direct 

stimulation on the vagus nerve in order for effects to be elicited, however, there is also a need for 

stimulation methods that do not require surgery. 

2.5.3. Computer Models  

Mourdoukoutas [98] developed a comprehensive 3D computational model of the anatomical 

structures surrounding the vagus nerve, and simulated current paths through the tissue if they were 

applied via electrodes on the skin (Figure 2.7). The simulation models anatomical structures and 

tissues, and takes into account their effects on the paths of stimulation current. Mourdoukoutas 

concludes that A- and B- fibers can be recruited via external electrodes, however C- fibers would 

not be recruited. The authors mention that the model can be applied to spinal cord nerves, deep 

brain stimulation, and cranial and peripheral nerve models. 
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2.6. Electro-Acupuncture  

2.6.1. Electro-Acupuncture as Neurostimulation 

Acupuncture is a methodology which consists of stimulation of specific anatomical points in 

order to treat various conditions [99]. Acupuncture stimulation can be performed in several 

manners, including electrical stimulation. Acupuncture through electrical stimulation is referred 

to as electro-acupuncture (EA). EA can be used to treat several medical conditions including pain 

management, musculoskeletal, neurological, obstetric, gastrointestinal, and surgical anesthesia 

[100, 101]. We propose that EA is a form of neurostimulation in some cases. This is because the 

proposed physiological mechanisms of acupuncture indicate that acupuncture points lie on nerve 

pathways [102], and are areas that contain excitable muscle, skin, and nerve complexes [103]. It 

has also been shown that acupuncture stimulation affects afferent nerve fibers [104]. Another study 

performed a comprehensive explanation of the neurobiological mechanisms that could be present 

in neurostimulation, and their physiological effects [105]. Recently, another study looked at the 

relationship between acupuncture points and the receptive fields of neurons [106]; indicating that 

Figure 2.7. Anatomical tissue computational model developed by Mourdoukoutas [98] to simulate 

current paths from VNS applied using surface electrodes: (a) model derived using MRI data with 

vagus nerve highlighted in green, (b) surface electrode placement and current paths around tissue, 

(c) magnification around vagus nerve showing current paths, (d) arrow plot showing current 

density. Copyright 2017 International Neuromodulation Society.  
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stimulation at acupuncture points is indeed neurostimulation. However, not all acupuncture points 

and acupuncture methods should be considered neurostimulatory. This is because there are 

hundreds of acupuncture points, and not all of them are associated with nerves.  

2.6.2. Electro-Acupuncture Research Issues 

Electro-acupuncture has similar advantages to TES in that stimulation does not require 

surgical intervention because the electrodes used are dry needles. A trained acupuncturist performs 

an evaluation on the patient, and then decides on the acupuncture treatment methodology. After 

transcutaneous insertion of the needles at the desired acupuncture points, the acupuncturist 

connects the needles to a pulse generator in order to cause stimulation [100]. Stimulation can be 

applied by variation of several parameters: frequency, temporal pattern, and intensity [107]. One 

of the issues with EA research is that there are no widely used reporting standards and comparison 

standards [108]. This causes research results to be difficult to reproduce, and later compare. 

Langevin [108] discusses that EA and manual acupuncture should be carefully compared, since in 

many cases direct comparisons are made without taking into account technical differences in 

stimulation. Langevin also points out that sometimes scientifically important factors are neglected 

such as physiological mechanisms and measurements. Langevin concludes that acupuncture 

studies should emphasize performing manual acupuncture and EA for the same duration, since this 

would allow a strong comparative basis between treatments. Zhao [52] discusses findings in EA, 

and proposed that differing results in EA research are probably due to the variety of stimulation 

parameters used in different studies.  
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2.7. Conclusions  

2.7.1. Effects of Differing Waveforms on Stimulation Outcomes in Transcranial 

Electrical Stimulation 

The variety of outcomes from one method (TES) used with different stimulation waveforms 

– direct current, alternating current, and random noise – demonstrates that stimulation waveform 

should be considered a key parameter in TES. Further complicating the matter, it also appears that 

specific waveform shape also plays a role in stimulation outcome. In tDCS this can be seen in the 

previous discussion about the studies by Marshall [37], Eggert [39], and Sahlem [38]. In tACS, 

the specific mechanisms of neuromodulation are still debated, as several papers show different 

conclusions. Specifically, the entrainment of brain oscillations has been proposed as a probable 

neuromodulatory mechanism [34, 68-73], and STDP has been proposed as a different mechanism 

that could explain the neuromodulatory effects [76]. tRNS is a young field where several 

applications have been found, and for which the specific effects on the brain are still being studied. 

Early studies, however, show that the neuromodulatory mechanisms of tRNS and tDCS are 

different [80, 81]. The study of TES methods still has yet to definitely establish the 

neuromodulatory mechanisms of stimulation, and it can be seen that stimulation waveform may 

play a role that has not been previously considered. 

Lempka [63] performed a study in order to adjust biological electrical models to better 

account for the effect of the stimulation device and neural interface, although this paper focuses 

on the perspective of DBS (Figure 2.8). Howell [64] studied the effect of stimulation frequency on 

membrane capacitance of stimulated cells. Based on these studies, we propose that the temporal 

dynamics of stimulation waveforms may have significant effects that have not been previously 

studied. These unknown effects could help explain the differences in neuromodulation outcomes 

for TES methods (tDCS, tACS, tRNS). 
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The topic of safety was not considered for this review. However, there are significant safety 

concerns that must be addressed during TES such as skin injuries and possible nerve damage [109]. 

Ethical concerns should also be addressed in the study design phase [110].  

The reviewed papers show a consensus that thorough standard reporting procedures for 

stimulation parameters is required in order to guarantee reproducibility of results. Further rigorous 

studies are required to better understand the role that stimulation waveforms shapes play in 

affecting and causing neuromodulation outcomes. 

2.7.2. Deep Brain Stimulation 

We found there is an interest in the DBS field for finding the optimal parameters for a given 

neurostimulation outcome. The effects of stimulation parameters in sections of the brain have been 

previously studied, and several studies looked at the question of what waveforms are best for 

energy-efficient neurostimulation. We can conclude that the next step should be taken in the 

direction of in vivo experimentation. The specific effects of different waveforms on the brain 

subnetworks has not been addressed, and the effect of using efficient stimulation waveforms has 

not been thoroughly studied.   

2.7.3. Vagus Nerve Stimulation 

We found that the field of stimulation parameter effects is topic of interest in VNS studies. 

We found that studies in this area focus on finding optimal parameters for specific VNS effects. 

While optimal parameters were found in some cases [93, 94, 96], another application showed no 

evidence of optimal parameters being available in all cases [97]. However, none of the studies 

mentioned above looked at stimulation waveform effects on VNS outcome. This may have been 

due to the lack of VNS devices available that had features to test different VNS waveforms. A 

novel device with multiple waveform capabilities is required for research on the effects of 

stimulation waveforms.  
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2.7.4. Electro-Acupuncture 

We propose that EA in some acupoints should be studied in a similar fashion to other 

neurostimulation fields due to the evidence showing some acupuncture points as areas of high 

nerve ending density [103] and lying on nerve pathways [102]. Acupuncture treatments show 

effects on afferent nerve fibers [104], and neurobiological mechanisms [105]. Studies are still 

being conducted to help elucidate the role of acupuncture and neural mechanisms [106]. We can 

conclude that EA is a form of electrical neurostimulation of peripheral nerve fibers, and the field 

would benefit from the rigorous parametric stimulation studies that have been performed in TES, 

DBS, and VNS. 

2.7.5. Need for Studies Investigating Stimulation Parameters and Waveforms 

The analysis performed on TES methodologies shows evidence that stimulation waveform 

is integral at determining neurostimulation effects in this type of stimulation. The precise 

Figure 2.8. Tissue voltage waveform comparison between ideal implantable pulse generator 

(Ideal), and an adjusted implantable pulse generator model (IPG). Adapted from Lempka [63]. 

Reprinted from Clinical Neurophysiology with permission from Elsevier. 
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mechanisms that explain these effects are still a subject of debate. The different neuromodulatory 

effects observed with different stimulation waveforms warrant more systematic studies with 

standardized reporting procedures for stimulation parameters to guarantee reproducibility of 

results.  

The literature showed interest in the study of optimal parameters for DBS, VNS, and EA. 

The effects of different waveforms in DBS have not been explained yet, specifically with relation 

to the effect on brain subnetworks. The question of optimal stimulation waveforms is also a topic 

that should be studied. The effects of different waveforms may help in explaining why optimal 

parameters are available in some applications of VNS [93, 94, 96], but not all applications [97]. 

This requires development of VNS devices that can apply various VNS waveforms. It was also 

found that the neurostimulation field would benefit from considering EA as a neurostimulation 

method. We found many correlations between conventional neurostimulation targets and EA 

stimulation targets. EA research would benefit from rigorous parametric studies similar to the ones 

performed in TES, DBS, and VNS. 
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3. PULSE GENERATION CIRCUIT FOR NOVEL STIMULATION 

WAVEFORMS 

3.1. Introduction 

Neuromodulation is the active tuning of neural plasticity via electrical stimulation, and has 

been demonstrated present at the cellular, tissue, and brain level. Electrical stimulation parameters 

such as waveform, amplitude, and stimulation frequency have been shown to affect 

neuromodulation properties, however, the effects of waveform shape on neuromodulation have 

not been studied. To enable research with novel waveforms a passive pulse generator circuit 

capable of producing output pulses inspired by nature is presented and characterized. A circuit 

analytical expression is derived from the circuit, and shown to be of the same type to mathematical 

functions for excitatory post-synaptic potential (EPSP) and inhibitory post-synaptic potentials 

(IPSP). The analytical expression allows for the design of pulse parameters such as maximum 

amplitude voltage, time for peak amplitude, and stimulation duration. The circuit is shown to 

operate at variable output stimulation frequencies, and an expression is derived in order to 

determine the limit of the output stimulation frequency. This circuit can be designed for specific 

applications that will be addressed in later chapters.  

As previously mentioned, square or rectangular [31, 40], exponential, ramp [41], sinusoidal 

[26, 42, 43], triangle, and Gaussian [44, 45] waveforms have been studied for their effects in 

neurostimulation. We have not found in the literature any devices specifically designed to output 

signals with shapes of naturally occurring waveforms such as EPSPs and IPSPs, and there have 

been few in-vivo or in-vitro studies verifying the effects of signals with novel shapes. Studies have 

shown a lack of sufficient evidence on the neuromodulation and neuroplasticity mechanisms 

affected by stimulation waveforms [24, 25, 27], such that there is a need for novel stimulation 

waveforms to determine the effects and capabilities of electrical stimulation. Thus, in this chapter 
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we present the design and implementation of a device that generates novel waveforms for 

neurostimulation purposes.  

3.2. Review of State-of-the-Art 

Neurostimulator design research has focused on complex systems and integrated circuit (IC) 

implementations with high flexibility in the system performance [111-119]. These devices are 

complex electronic circuits comprised by large amounts of components, and thus require 

significant expertise in electronic design to understand and use properly. We analyzed previously 

reported technology for its potential use for stimulation waveform research. A device was 

previously designed to fit in a micro-sized package, and is limited to only one signal type that 

varied directly with input power [111]. There was no mention in the paper of a methodology to 

alter the width and amplitude of the output signal, nor in the original theory paper describing the 

stimulation system [120]. Additionally, the control of the frequency of stimulation was built-in to 

the chip. We found that the system presented could be improved by introducing voltage regulation 

and allowing for a more flexible stimulation frequency control. The BION microstimulator family 

had a similar approach, and they had programmable output signal control [121]. However, these 

devices had a complicated fabrication process and their implementation led to dangerous patient 

outcomes during clinical trials with devices breaking after implantation. The complexity of the 

circuit was substantial, and design iterations from one stimulator to the next required significant 

time and revision. We learned from this approach and found that simpler circuit design allows for 

a more reliable design and implementation. The work performed in [115] showed the need for a 

more flexible design process that allows for the stimulator design to be tailored to the electrodes 

and load. This system was also limited in that there is only one type of output signal, and this signal 

has to be carefully controlled using a complex control circuit to allow the device to be viable.  
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Novel neurostimulator approaches are still required and are being developed. Seo have 

explored using ultrasonic power and communications in neurorecorders, with neurostimulators 

and complete neural interfaces being a logical next step [122]. Qian explored the possibility of 

using new types of waveforms by implementing carrier waves with stimulation signals [123].Van 

Dongen and Serdijin described a neural stimulator design that utilizes an inductor to deliver charge 

to a load, in contrast with the typical capacitor [117]. Khalifa recently presented work on 

distributed neurostimulators as a necessary approach for neurostimulator design [119]. Distributed 

neurostimulators can be used for peripheral nerve stimulation and electro-acupuncture [124].  

The pulse generator presented in this work has constant output pulses, a small component 

count, and is composed only of passive components. Khalifa used a similar methodology to design 

their system [119]. Our strategy departs from the norm by focusing on generating a pulse using 

only passive components and control, and each combination of components gives a unique output 

pulse (Figure 3.1).  

The role of the stimulation waveform on neuromodulation has not been extensively explored. 

In this work, we present a novel pulse generator and characterize its operation. The pulse width 

and amplitude can be designed by choosing the circuit components of the generator, and the pulse 

frequency is determined by the input source. The general goal of this work is to aid in neuroscience 

and neurostimulator research in the field of neuromodulation by providing a pulse generator circuit 

with a novel stimulation waveform inspired by nature.  

3.3. Circuit for Pulse Generation 

3.3.1. Pulse Generator Circuit Development 

We implement a circuit that has simple control relying only on the input power signal timing 

to determine when stimulation occurs. The design of this circuit is simple when compared to other 
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systems in terms of circuitry, operation, and waveform design adjustment. The resulting pulse 

generator can generate a unique waveform according to the passive design components used in the 

circuit (Figure 3.1). Output pulses are generated when the input is turned on and then off 

sequentially. Two output pins are set to a voltage, and then they are discharged at different rates 

via two capacitors C1 and C2. This disparity in discharge rates causes the voltage across the tissue 

between the two electrodes to vary, thus causing stimulation. The output is also connected in 

parallel to resistors R, which allow passive charge balancing via a direct path to ground. The device 

ground is isolated from the tissue in this implementation. Grounding with respect to the tissue is 

not required because the output signal is generated by the variation in voltages between the two 

output electrodes, and not by reference to the device ground. This method contrasts with the 

previously described literature where digital control circuits are employed to provide control of 

the output signal. We use a circuit with outputs that can be accurately designed in order to facilitate 

the pulse design according to specific requirements. Passive components are used because they 

Figure 3.1.  Overview of an envisioned circuit that allows different pulse outputs depending on 

circuit design. Outline of varying output pulses according to unique circuit parameters. The device 

is controlled by pulsing an input signal to the system. The input signal is processed by the pulse 

generator to generate the output pulse. The output pulse will be consistent as long as minimum 

power is supplied.  
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allow a simple design and benchtop implementation for verification of the pulse outputs. The 

output of the circuit is regulated such that the output is not dependent on variations on the input 

source, as long as the input supplies a minimum power to generate the output pulse. Finally, the 

component count is minimized to promote simplicity, and avoid redundancy in the circuit. 

The circuit implements regulation of the output voltage in two methods: the input voltage is 

regulated via a zener diode, and the output pulse amplitude can be modified via a resistor (Rp) 

placed before the RC branches. The Rp resistor effectively forms a voltage divider with the resistors 

(R) in the RC branches. Design of the maximum output pulse amplitude is achieved by varying the 

Rp resistor without affecting the transient response of the RC branches.  

3.3.2. Safety and Failure Modes 

As shown in Figure 3.1, the pulse generation circuit consists of two resistor-capacitor (RC) 

branches that generate output pulses, and this voltage is used as the stimulation across the load 

tissue. These RC branches are isolated from each other and the input through diodes, while still 

being connected through the load. The layout of the circuit is designed to be inherently safe. The 

diodes can fail to stay either shorted or open circuit. In the case that diodes fail into a short, then 

no signal would be seen by the load, as the terminals across the load would be connected to the 

same node. If the diodes fail into open circuit, then there would also be no output at the load since 

the output would be isolated from the input. It is unlikely that the diodes would fail in different 

modes, since the diode anodes are connected to the same node. A transistor connects the two RC 

branches in order to attenuate the charging phase voltage by providing a current path between the 

RC branches only during the charging phase.  The transistor operates in saturation mode when 

input voltage is applied, thus it is only turned on when power is supplied to the circuit. In case of 

transistor failure into a short circuit, then there would be no signal at the load since the terminals 

across the load would be shorted together. The output electrodes can be driven at high voltage 
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safely because the electrode voltage is in reference to the device ground. The device does not have 

to be grounded in the target tissue. This feature allows high voltage to be used if desired because 

the tissue will not be affected by the high voltage, and will only be affected by the difference in 

voltages generated by the RC branches. 

3.3.3. Signal Generator Operation 

The signal generator has four distinct phases of operation: the charging phase, the charged 

phase, the discharging phase, and the unpowered phase, which are outlined in Figure 3.2. Two 

phases are important to calculate the pulse: a charging phase when power is supplied to the input, 

and a discharging phase when power is disconnected. 

During the charging phase, the input voltage is isolated and applied separately across each 

capacitor by diodes. The capacitors are charged to a fixed voltage. This voltage is determined by 

the voltage regulator and the voltage divider between Rp and R resistors. There is a negligible 

output signal during the charging phase due to the attenuator. The effect of this output signal is 

reduced with the MOSFET connecting the RC branches, and via passive charge balancing through 

the resistors R. The charged phase begins once the capacitors are fully charged, and there is no 

output signal during this phase. Upon triggering the discharging phase by disconnecting the input 

power, the capacitors are discharged at different rates, making it possible to utilize the discharging 

potential difference across the capacitors to produce a pulse signal. The last unpowered phase 

consists of no input signal and no output signal from the circuit. It is important to note that the 

output pulse is timed by the input signal, which allows external control of the signal generator. 
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3.3.4. Pulse Design Considerations 

Pulse signal parameters that have to be chosen for a given application are waveform, 

amplitude, width or duration, and output stimulation frequency [28, 125]. In our circuit, 

components in the RC branches (R, C1, and C2) determined the rate-of-rise and decay, the 

amplitude, and the shape of the output waveform. Different C1 and C2 values were chosen in order 

to accentuate the potential difference between the RC branches. Thus, by varying the capacitances 

and resistances, it is possible to generate unique output pulse waveforms with different amplitude, 

(a) 

(b) 

(c) 

(d) 

Figure 3.2.  Overview of pulse generator circuitry and pulse generation phases: (a) circuit of 

proposed pulse generator for neurostimulation; (b) charging phase where two RC circuits store the 

energy that will be delivered as the output signal; (c) charged phase where the input signal is still 

on, and the two RC branch circuits yield 0 output signal, and (d) discharging phase where the input 

signal is turned off, thus causing the two RC branch circuits to discharge and generate the output 

signal. The last phase is when the signal generator is unpowered, with no signals across the 

circuitry (not shown). The pulse generator circuitry in (a) consists of an input power source (I), an 

input voltage regulation circuit (II), RC branches to generate output signal (III), and a load 

connected to the output (IV).  
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duration, and shape. The input resistor Rp affects only the amplitude of the signal by the voltage 

divider formed with the R resistor.  

Other considerations can be taken with respect to the stimulation signal waveform. Signal 

waveforms can be mono- or biphasic. Biphasic signals can be symmetric or asymmetric, and 

charge-balanced or imbalanced. Waveform phase refers to the stimulation signal polarity, or if the 

waveform becomes positive, negative, or both during one stimulation cycle. Waveform phase is 

symmetry means that the positive and negative phases are identical. Charge balancing is known to 

reduce probable injury caused to the target tissue due to charge accumulation [126], however, 

charge imbalanced or monophasic signals have shown safe and effective results in clinical studies 

with transcranial pulsed current stimulation applications [127, 128], and transcranial magnetic 

stimulation [25, 129, 130]. Asymmetric signals have shown selective activation of nerves with a 

long, small amplitude negative signal followed by faster, large amplitude positive signal [40, 131]. 

Our signal design was directed constitutes monophasic and asymmetric signals. The stimulator 

circuit and pulse design has inherent safety advantages however; these features make the device a 

charge-delivery based device. The charge delivered can be calculated if the load tissue 

characteristics are known. The variability in signal design allows for different charge densities 

according to each individual design, and this is dependent on electrode selection and interface. 

Charge density requirements have to be met for each application with the use of this stimulator. 

Depending on the waveform, the signal is considered effective only when it is above a certain 

amplitude [44]. This effect is taken into consideration in the circuit analysis when finding the 

signal stimulation width or duration.  
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3.4. Circuit Analysis 

3.4.1. Overview of Circuit Analysis 

We developed an analytical expression to find useful parameters from the output pulse. These 

parameters are peak amplitude (vmax), peak time (tpeak), and stimulation duration (δstim), as 

illustrated in Figure 3.3. When the circuit is powered and cycled through all four phases, it 

generates one pulse during the discharging phase. The discharging phase begins when the input 

signal is disconnected, such that control of the output is achieved by turning on and then off the 

input. Ideally, there is no signal during the charging, charged, and unpowered phases of operation. 

We focus our analysis on the charged and discharging phases of the circuit.  

Analysis of the circuit gives us the output function of the circuit, and this in turn allows us 

to approximate the design parameters previously mentioned. The analysis of the signal generator 

consists of two parts: finding the charged phase capacitor voltage, and then the discharging phase 

output pulse waveform. 

3.4.2. Charged Phase Capacitor Voltage 

The capacitor voltage is rising during the charging phase. Then, in the charged phase, the 

capacitors are fully charged and act like open circuits. The charged phase circuit model is shown 

in Figure 3.4(a).   

The input voltage is supplied by the source. The voltage regulator is providing a voltage Vreg, 

and the diodes are in forward bias with a voltage Vf. There is a voltage divider between Rp and R. 

The value of interest is the voltage across the resistors R, which is the voltage to which the 

capacitors are charged Vcap. We found Vcap by solving the voltage divider between Rp and R such 

that 

 Vcap=(V𝑟𝑒𝑔-Vf)
0.5R

0.5R+𝑅p
. (1) 
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The value of Vcap is only determined by the resistor values (Rp and R) and is the initial 

condition for the discharging phase discussed in the following section. 

3.4.3. Discharging Output Waveform 

At the start of the discharging phase, the diodes are in reverse bias, effectively acting as an 

open circuit. The RC branches of the circuit are connected only through the load during the 

discharging phase. The load is modeled using a modified Randles model that is a resistor and 

capacitor in series [115, 117, 132] (Figure 3.4(b)). The capacitor represents the electrode-

electrolyte double layer capacitance, and bulk capacitance of the tissue.  

Phase 1:  

Charging 
Phase 2:  

Charged 
Phase 3:  

Discharging 
Phase 4:  

Unpowered 

Figure 3.3.  An example input and output signal. The discharging phase has peak amplitude (vmax), 

peak time (tpeak), and stimulation duration (δstim).  

Figure 3.4.  Circuit models for analysis: (a) charged phase circuit with capacitors C1 and C2 charged 

to Vcap, (b) discharging phase circuit, Vcap is the initial voltage of C1 and C2.  

(a) (b) 
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During the discharging phase, the voltage is supplied only by the capacitors that are each 

charged to voltage Vcap. The discharging phase output pulse (𝑣𝑅𝐿) is a function of R, C1, C2, RL, 

CL, and Vcap. We can apply a simplification where we can relate the separate RC time constants of 

the RC branches. We obtain this ratio by defining κ = RC1/RC2 =  C1/C2. Thus, we obtain an 

expression for the output voltage waveform across the load tissue (RL): 

 

vRL(t)=
Vcap(𝜅 − 1)

𝐶𝐿
2𝐶2𝑅𝐿

2𝑅𝜅
(

er1t(𝐶𝐿𝑅𝐿r1 + 1)2

(r1 − r2)(r1 − r3)(r1 − r4)
−

er2t(𝐶𝐿𝑅𝐿r2 + 1)2

(r1 − r2)(r2 − r3)(r2 − r4)

+
er3t(𝐶𝐿𝑅𝐿r3 + 1)2

(r1 − r3)(r2 − r3)(r3 − r4)
−

er4t(𝐶𝐿𝑅𝐿r4 + 1)2

(r1 − r4)(r2 − r4)(r3 − r4)
) , 

(2) 

where Vcap is the voltage to which C1 and C2 are initially charged. We also have r constants that 

are the roots of a polynomial defined by the values of the design parameters. We can compare the 

output function (2) from our circuit with previously reported model functions for EPSPs and IPSPs 

[133]: 

 hi(t)=B(e
-b1t-e-b2t) (3) 

 

and 

 

 he(t)=A(e
-a1t-e-a2t), (4) 

 

where (3) is the IPSP waveform, and (4) is the EPSP waveform, and a2 > a1 and b2 > b1. The A 

and B are constants derived from the EPSP and IPSP recordings from biological data. They are 

used in the mathematical model presented by Lopes da Silva et al.. [133]. These A and B constants 

are comparable to our circuit component constants in (2), and in both cases the constants modify 

the amplitude of the signal. The exponential terms in (2) also have the same form as the exponential 

terms of (3) and (4). It can also be observed that the exponential terms r are actually negative. 

Thus, we can say that our circuit output pulse shown in (2) is of the same shape as naturally 

occurring EPSP and IPSP signals. 
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Knowing (2) we can define the operational parameters of the circuit: pulse peak time, tpeak, 

the pulse peak amplitude, vmax, and the discharging pulse duration, δstim. The pulse peak for the 

discharging signal can be found by taking the output signal expression (2) and taking its derivative, 

which is set equal to 0. The pulse peak amplitude can be evaluated using the value of tpeak and 

evaluating (2) at that value such that 

 vmax=vRL(tpeak). (5) 

 

Using (5) it is possible to design circuit components according to pulse amplitude 

requirements. However, it is hard to determine the effects of r in (3) explicitly, due to the 

complexity of the terms. Since the r constants appear in the exponential terms of (2), it is thought 

that these constants are a form of time constant for the circuit, playing a significant role in 

determining δstim. It can be seen that they directly determine tpeak in (2). The pulse duration can be 

defined as the amount of time it takes for the pulse to rise from 0 (𝑣𝑅𝐿(0) = 0) up to a pulse peak 

(vmax), and then decay until it reaches 0 (𝑣𝑅𝐿(∞) = 0). However, we choose to take the pulse 

duration to be the time the pulse is above a fraction of the amplitude [44]. This is represented with 

the factor α, and can be modified as necessary. We use the value of (5) to find the time tstim when 

the output signal is a fraction of vmax denoted by 

 𝑣𝑅𝐿(𝑡𝑠𝑡𝑖𝑚) = 𝛼𝑣𝑚𝑎𝑥 . (6) 

 

There are two solutions to (6). We take the difference between these two solutions to 

determine δstim in the following manner 

 δ
stim
=tdecay-trise, (7) 

 

where trise is the value of (6) as the pulse increases in magnitude, and tdecay is the value of (6) as the 

pulse decreases in magnitude. 
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3.5. Power Analysis 

3.5.1. Overview of Power Analysis 

Power analysis is important to understand in what ways the circuit can be optimized for 

applications that rely on low power consumption such as implantable, wearable, or portable 

devices. In this section we discuss the ideal power consumption of the device, and which elements 

in the circuit affect the power consumption of the pulse generator. We organize our analysis 

according to the operating phases of the circuit: charging, charged, and discharging. We show that 

the most power efficient strategy is to shorten the length of the charged phase, and lower the 

effective series resistance (ESR) of the current path to the RC branches. Our analysis is validated 

with digital simulation in software TINA-TI version 9.3.100.244 (DesignSoft, Budapest, 

Hungary). 

3.5.2. Ideal Charging Case 

The charging phase consists of raising the input and regulator voltages to their nominal 

operating level, and charging the capacitors in the RC branches to then discharge them to generate 

the output waveform. To estimate the power, we must know how long the capacitors will be 

charging for. We can observe that the resistance along current path to the capacitors is ESR of the 

source, regulator, and the Rp resistor in series with the ESR of the diodes. We call this resistance 

Rinput. We assume the ESR of the attenuation MOSFET to be 0 for the ideal case. The R resistors 

form a parallel network with each other, Rpar, with Rinput, and are parallel to the capacitors. The 

equivalent circuit is shown in Figure 3.5. The time constant of the capacitors during the charging 

phase can be approximated by 

 𝜏 =
(𝑅𝑖𝑛𝑝𝑢𝑡𝑅𝑝𝑎𝑙)

𝑅𝑖𝑛𝑝𝑢𝑡+𝑅𝑝𝑎𝑙
(𝐶1 + 𝐶2),  (8) 
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and the time required to charge the capacitors can be approximated to 3τ.  

 

The total power is equivalent to the power consumed by the Rp resistor, diodes, R resistors, 

and the power required to charge capacitors C1 and C2. The Rdiode voltage is known, and the 

capacitor Vcap(t) follows the capacitor charging equation with Vcap from (1) as the charging voltage. 

The maximum current drawn by the circuit is Vcap/Rpar and follow the capacitor current equation  

 𝐼𝑖𝑛(𝑡) =
𝑉𝑐𝑎𝑝

𝑅𝑝𝑎𝑟
𝑒−

𝑡

𝜏, (9) 

 

and we can determine all the currents and voltages to calculate the time-varying power 

consumption of the circuit. 

The total power required to charge the capacitors depends on the C1, C2, and Vcap values. Part 

of the power dissipated will always be consumed in the resistors in the pulse generator circuit. 

Power consumption can be reduced by targeting ideal conditions where the ESR of the diodes and 

attenuation MOSFET are minimized. Power consumption during the charging phase is not affected 

by the load conditions if the attenuation MOSFET ESR is very small. Reductions in the power 

consumption include increasing the values of the R resistors, although this also affects the output 

function as shown in (2), so optimization can be performed with the signal requirements as 

constraints. Lowering the value of C1 plus C2 also reduces power consumed during the charging 

phase and lowers the rate constant, reducing the duration of the charging phase. However, the 

capacitors similarly affect the output signal and should be optimized with that consideration. 

Figure 3.5.  Charging phase equivalent circuit for power analysis. Rinput is equal to the series 

resistance comprised of Rin, Rp, and Rdiode.   
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Increasing Rp reduces power consumption overall, however, it has the detrimental effect of 

reducing Vcap thus directly changing the output signal amplitude. Overall, the power consumption 

of the charging phase falls as the capacitors are charged and reduces to a minimum constant power 

when the capacitors are fully charged. The trends were simulated and can be observed in Figure 

3.6. The circuit components for the simulations were R = 1000 Ω, Rp = 100 Ω, C1 = 27 nF, and C2 

= 250 nF, with a 5V monopolar square wave input at 1 kHz with 50Ω ESR. Root-mean-square 

(RMS) value of the power consumption during all four phases of operation was 29.88 mW. RMS 

power consumption during the charging phase only (3τ, 95 μs) was 69.77 mW.  

3.5.3. Charged and Discharging Phase Analysis 

Power consumption during the charged phase is the power consumed by the Rp resistor, 

diodes, and R resistors. However, as soon as the capacitors are charged, the discharging phase can 

be initiated. The charged phase can be set to any arbitrary length of time in order to reduce power 

consumption. A simulation was performed with a monopolar square wave input with the pulse 

limited to 3τ or 96 μs, and the RMS power consumption was found to be 20.39 mW showing a 

reduction of 31.7%. For this reason, it is recommended that the charged phase duration be reduced 

to approximately 3τ via smart control methods that would prevent any excess power be consumed 

during this phase. 

The discharging phase does not involve input power consumption, so it does not consume 

input power. The amount of power delivered to the load is the same function as (2), and can be 

optimized in the same manner. Increasing the amplitude of (2) will directly increase the power.  

3.6. Characterization Procedures of the Pulse Generator 

The circuit was constructed to verify the correct operation, and circuit analytical results were 

compared with measured outputs. Output pulses (𝑣𝑅𝐿), and voltages were captured using a 

Keysight EDUX1002A oscilloscope (Keysight Technologies, Santa Rosa, California, USA). The 
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pulse was obtained by measuring the voltage of each capacitor separately, and then subtracting 

one signal from the other. The deviation was calculated as the percent difference between the 

measured experimental values and circuit analytical expression results, divided by the measured 

experimental values. 

First, the circuit operation was verified by capturing the input pulse, the regulated voltage, 

the capacitor voltage, and the output pulse was found by calculating the difference between the 

capacitor signals. Subsequently, characterization was performed to verify the accuracy of the 

analytical expressions and parameter functions by characterization with various components. The 

values of the circuit components tested are listed in Table 3.1. 

Human internal resistance values have been measured at 0.43-0.56 kΩ, and the electrode 

resistance values have been reported to vary between 0.5 kΩ and 1.5 kΩ [134, 135]. The effect of 

RL and CL was characterized to understand the effect of load impedance on output. Load resistance 

values tested from 500 Ω to 2.7 kΩ [117], and load capacitance values tested are 27 to 150 nF 

[115]. R was characterized in order to better understand the effect of varying R on δstim and the 

vmax. The Rp characterization was performed to verify that modifying Rp only changes vmax. It is 

not necessary to increase C1 with respect to C2 as the pulse generator RC branch circuits are 

symmetric, and doing so would generate pulses with the same shape but opposite polarity. The 

Figure 3.6.  Simulations of component effects on input power consumption: (a) varying R, (b) 

varying Rp, and (c) varying C1 + C2. 

(a) (b) (c) 



48 

output pulse frequency was characterized by driving the output pulses at increasing frequencies 

until the pulse peak vmax breaks down. The output of the circuit was measured in 1X phosphate-

buffered saline solution (PBS). Two 100 µm thick steel acupuncture needles were dipped 5 mm 

into the solution, and separated by 5 mm distance and used as the output electrodes of the circuit, 

and the C2 and R characterization procedures were repeated. The largest output of the circuit was 

used to estimate the values of CL and RL of the PBS solution using Matlab software (Mathworks, 

Natick, MA). The circuit is designed to not be limited by choice of electrode, and the needles were 

chosen for ease of use.  

The input pulses were generated with an arbitrary function generator (GW Instek AFG 2225, 

Good Will Instrument Co., Ltd., New Taipei City 236, Taiwan). These input pulses were obtained 

by programming the pulse setting of the function generator with 50 Hz frequency and 6 V 

amplitude. The frequency was varied from 20 Hz – 2.5 kHz for the signal generation frequency 

limit characterization only. The zener diode used as regulator had a 5.1 V of zener breakdown 

voltage. These characterization results were used to verify the accuracy of tpeak, vmax, and Vcap, by 

comparing with the results of the circuit analysis in the previous section.  

3.7. Measured Results 

3.7.1. Analytical Expression Characterization and Validation 

The circuit was verified to operate according to the design (Figure 3.7). The four phases of 

Table 3.1. Circuit characterization components. 

Component Value 

RL [kΩ] 0.5, 1, 2, 2.7 

CL [nf] 27, 50, 100, 150 

R [kΩ] 0.5, 1, 2, 2.7 

Rp [kΩ] 0, 0.5, 1 

C1 [nF] 27 

C2 [nF] 27, 250, 560, 1120 

Input voltage [V] 6 

RL, CL, R, Rp and C2 were varied for the characterization results. 
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the circuit operation can be observed, and the state of each section of the circuit (1 - 4 in Figures 

3.3 and 3.7) was measured to compare with the expected outcome. 

The characterization results when C2 was increased are shown in Figure 3.8. The component 

values are C1 = 27 nF, R = 1 kΩ, Rp = 0.5 kΩ, load capacitance 100 nF, and load resistance 1 kΩ. 

The deviation between measured and calculated values for tpeak is 3.2% to 18.6%, for vmax is less 

than 1.04%, for δstim is 6.67% to 27% and for Vcap is 0.17% to 0.35%.  Figure 3.9 shows results 

where R is increased. The component values are C1 = 27 nF, C2 = 250 nF, Rp = 0.5 kΩ, load 

capacitance 100 nF, and load resistance 1 kΩ. The deviation between measured and calculated 

values for tpeak is 0.5% to 48%, for vmax is 0.27% to 3.78%, for δstim is 3.89% to 20.5%, and for Vcap 

is 1.89% to 6.86%. Figure 3.10 shows results where Rp was increased. The component values are 

C1 = 27 nF, C2 = 250 nF, R = 1 kΩ, load capacitance 100 nF, and load resistance 1 kΩ. The 

deviation between measured and calculated values for tpeak is 1.72% to 33.7%, for vmax is 5.28% to 

11%, for δstim is 2.74% to 20.47%, and for Vcap is 3.97% to 10.95%. A significant component of 

the error can be attributed to measurement instability of the oscilloscope, which can be observed 

in the measured output. 

The measured output signal is shown to match the analytical expression output in Figures 

3.8, 3.9 and 3.10. Deviation in the maximum output voltage vmax was calculated to range from 

0.27% to 11% across all characterization tests. The measured and analytical expression values for 

tpeak had deviations of 1.72% to 48%, and for δstim was 2.74% to 20.5%. The deviation in the 

measurements stems partially from the oscilloscope signal stability, which contained significant 
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high-frequency noise. The tpeak and vmax, and δstim are difficult to acquire exactly, as a sample may 

be collected with a slight increase or decrease in amplitude from the actual values for tpeak, δstim, 

and vmax. The practical effect of the large measured tpeak deviation is minimal, as it can be observed 

in Figures. 3.6, 3.7, and 3.8 that the mathematical model waveform closely follows the measured 

experimental waveform. The Vcap calculation also matched the measured results, with a deviation 

of 0.17% to 10.95%. The mathematical model of the circuit can thus be said to be accurate and 

reliable when designing to meet a given output pulse requirement.  

The output pulse was shown to increase in amplitude (vmax), duration (δstim), and peak time 

(tpeak) as C2 is increased, or as κ is decreased (Figure 3.8). This follows from the mathematical 

relationship previously established in (2). Investigation of (2) shows that as κ decreased in 

magnitude, the numerator increases which yields a larger amplitude vmax and an overall larger 

Phase 1:  

Charging 
Phase 2:  

Charged 

Phase 4:  

Unpowered 

Phase 3:  

Discharging 

Figure 3.7.  Circuit output showing circuit voltages and four operational phases.  



51 

signal. The special case where C1 is equal to C2 (κ equals 1) can also be seen in the κ – 1 term 

where the output signal (𝑣𝑅𝐿) becomes 0 for all time. The value κ is a representation of the different 

time constants of each RC branch. In the special case that κ equals 1, it can also be shown 

conceptually that both RC branches share the same time constant and thus the pulse becomes 0 

across the load. The κ constant is useful to relate the time constant of both RC branches. The 

expression (2) also holds when C1 is exchanged with C2, and it can be shown by evaluation that 

the constant parts of the expression are identical but opposite in sign when this change is 

performed. This means that when the capacitors are exchanged, the same output signal is generated 

except it has opposite polarity.   

A similar trend as the one previously mentioned for κ can be seen when R is increased (Figure 

Figure 3.8.  Characterization results for increasing C2 or as κ is decreased. Normalized magnitude 

of vmax against κ (inset).  The design component values are C1 = 27 nF, R = 1 kΩ, Rp = 0.5 kΩ, 

load capacitance 100 nF, and load resistance 1 kΩ. The deviation between measured and calculated 

values for tpeak is 3.2% to 18.6%, for vmax is less than 1.04%, for δstim is 6.67% to 27% and for Vcap 

is 0.17% to 0.35%. Arrow indicates signal start. 
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3.9). This trend also follows the mathematical relationship previously established in (2), whereas 

R is increased, the denominator decreases much faster than the numerator, which yields a larger 

signal. This is similar to how C2 affects the output signal. This effect can be seen in the measured 

outputs where the signals become narrower with R values less than Rp, and wider with R values 

greater than Rp.   

Rp varies the maximum amplitude of the output signal without changing the rate-of-rise or 

rate-of-decay (Figure 3.10). In summary, the design components R, Rp, C1, and C2 allow for tuning 

of the output signal amplitude, duration, and location of the peak. 

3.7.2. Output Frequency Characterization 

The circuit is also able to operate at different output stimulation frequency levels. The output 

pulse is shown up to 1 kHz (Figure 3.11). The output stimulation frequency (fstim) was 

Figure 3.9.  Circuit output signal with increasing R. The design component values are C1 = 27 nF, 

C2 = 250 nF, Rp = 0.5 kΩ, load capacitance 100 nF, and load resistance 1 kΩ. The deviation 

between measured and calculated values for tpeak is 0.5% to 48%, for vmax is 0.27% to 3.78%, for 

δstim is 3.89% to 20.5%, and for Vcap is 1.89% to 6.86%. Arrow indicates signal start. 
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approximated from the experimental data. According to the four phases of operation, the capacitors 

must first be charged completely during the charging phase before a signal can be generated during 

the discharging phase. The duration of the charged and unpowered phases can be reduced by 

control of the input signal such that they do not appear in the output signal. From the measurement 

of a low frequency pulse, an expression was derived to approximate the output stimulation 

frequency limit. First, the charging time of the capacitors, tcharge, is approximated by measuring the 

duration of the charging phase, which in this case was approximately 500 μs. The experimentally 

derived fstim becomes 

 f
stim
=

1

2tcharge
. (10) 

 

Figure 3.10.  Characterization results of circuit output pulse with increasing Rp.  Normalized 

magnitude of vmax against R:Rp ratio (inset). The design component values are C1 = 27 nF, C2 = 

250 nF, R = 1 kΩ, load capacitance 100 nF, and load resistance 1 kΩ. The deviation between 

measured and calculated values for tpeak is 1.72% to 33.7%, for vmax is 5.28% to 11%, for δstim is 

2.74% to 20.47%, and for Vcap is 3.97% to 10.95%. Arrow indicates signal start. 
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This expression allows us to approximate the fstim that a circuit can operate at with given 

circuit components. The circuit components were RL = 1 kΩ, Rp = 0.5 kΩ, R = 1 kΩ, C1 = 27 nF, 

and C2 = 250 nF. The circuit is shown to have a reliable output stimulation frequency variability 

that is dependent on the width of the charging phase. An exact expression for fstim was not derived 

in this work. The circuit was tested at frequencies of up to 2.5 kHz, and the circuit operated 

normally up to 1.6 kHz, where a drop of 1% is seen in vmax. The signal was considered to break 

down when the vmax amplitude of the output signal lowered by more than 1% at a given fstim. The 

circuit was tested at frequencies of up to 2.5 kHz.  

3.7.3. Load Characterization 

The effects of a model load were characterized by varying the load resistance and capacitance 

(Figures 3.12 and 3.13). From (2) we can see that the output pulse decreases with increasing load 

capacitance, and increases in increasing load resistance. 

The characterization when the load capacitance is varied is shown in Figure 3.12.  The design 

(a) 

(b) 

(c) 

(d) 

Figure 3.11.  Measured results for the circuit with a variable output pulse frequency: (a) 20 Hz, (b) 

100 Hz, (c) 500 Hz, and (d) 1000 Hz. 
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component values are C1 = 27 nF, C2 = 250 nF, R = 1 kΩ, Rp = 0.5 kΩ, and load resistance 1 kΩ. 

The deviation between measured and calculated values for tpeak is 5.56% to 10.91%, for vmax is 

0.94% to 3.86%, for δstim is 3.92% to 13.98% and for Vcap is 4.48% to 4.95%. The characterization 

results when the load resistance is varied are shown in Figure 3.13. The design component values 

are C1 = 27 nF, C2 = 250 nF, R = 1 kΩ, Rp = 0.5 kΩ, and load capacitance 100 nF. The deviation 

between measured and calculated values for tpeak is 6% to 32.94%, for vmax is 0.20% to 5.01%, for 

δstim is 8.86% to 20.2% and for Vcap is 4.95% to 5.81%. The load conditions affect both the tpeak 

and vmax, however the signal width δstim affected in a different manner. Since δstim depends on vmax 

in our definition, the output width is affected according to our analytical expression. Observation 

of the measured results suggests that variations in load resistance do not significantly affect the 

signal after the time point tpeak, and the effects of the resistive load on the tail end of the signal are 

Figure 3.12.  Characterization results for increasing load capacitance. The design component 

values are C1 = 27 nF, C2 = 250 nF, R = 1 kΩ, Rp = 0.5 kΩ, and load resistance 1 kΩ. The deviation 

between measured and calculated values for tpeak is 5.56% to 10.91%, for vmax is 0.94% to 3.86%, 

for δstim is 3.92% to 13.98% and for Vcap is 4.48% to 4.95%. Arrow indicates signal start. 
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minimal. 

3.7.4. Phosphate-Buffered Saline Solution Measurements 

The design of the circuit has to take into account the target application load conditions. The 

circuit output was measured when PBS solution was used as the load instead of the circuit model 

load. The largest signal of each data set (1120 nF for C2 characterization, and 2.7 kΩ for R 

characterization) was used to estimate the component values of the circuit model load, and these 

values were then used to calculate the output of the circuit for the other component values used for 

characterization. The load component values were estimated to be CL = 410 nF and R = 600 Ω for 

the C2 characterization (Figure 3.14), and CL = 310 nF and R = 580 Ω for the R characterization 

(Figure 3.15). The characterizations performed in PBS solution load showed the same trends as 

the electrical model load characterization.  

Figure 3.13.  Characterization results for increasing load resistance. The design component values 

are C1 = 27 nF, C2 = 250 nF, R = 1 kΩ, Rp = 0.5 kΩ, and load capacitance 100 nF. The deviation 

between measured and calculated values for tpeak is 6% to 32.94%, for vmax is 0.20% to 5.01%, for 

δstim is 8.86% to 20.2% and for Vcap is 4.95% to 5.81%. Arrow indicates signal start. 
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The characterization for C2 in PBS solution load had design component values C1 = 27 nF, 

R = 1 kΩ, and Rp = 0.5 kΩ. The deviation between measured and calculated values for tpeak is 8.9% 

to 75%, for vmax is 3.5% to 11.8%, and for δstim is 25.7% to 61%. The output signal in PBS solution 

can be estimated using the output expressions of the circuit and one measurement. The 

characterization for R in PBS solution load had the design component values C1 = 27 nF, C2 = 250 

nF, and Rp = 0.5 kΩ. The deviation between measured and calculated values for tpeak is 9.67% to 

69%, for vmax is 1% to 15.3%, and for δstim is 15.5% to 48.7%. The measured output was observed 

to be similar to the analytical expression output however; there were time domain discrepancies 

that led to a high deviation of tpeak values. This indicates that the load model based on the simplified 

Randles equivalent circuit is incomplete, and can be improved with a better model of the electrode-

Figure 3.14.  Characterization results for increasing C2 in PBS solution. The design component 

values are C1 = 27 nF, R = 1 kΩ, and Rp = 0.5 kΩ. The deviation between measured and calculated 

values for tpeak is 8.9% to 75%, for vmax is 3.5% to 11.8%, and for δstim is 25.7% to 61%.  Arrow 

indicates signal start. 
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electrolyte interface. The measured results and analytical expression output show good agreement 

overall, and the expected stimulation pulse in future applications can be estimated if the expected 

CL and RL are found.  

The charge delivered to the load can be approximated with the output expression 

 𝑄𝑠𝑡𝑖𝑚 = ∫ 𝐼𝑙𝑜𝑎𝑑(𝑡)𝑑𝑡
𝑡𝑑𝑒𝑐𝑎𝑦

𝑡𝑟𝑖𝑠𝑒

, (11) 

 

where the current across the load is defined by the voltage across the load and the electrode 

parameters.  

Power consumption analysis of the circuit is not the focus of this work, however, the target 

application should be considered when designing the circuit. Laboratory studies that focus on 

analyzing in-vitro tissue responses to diverse waveforms will have different power requirements 

Figure 3.15.  Characterization results for increasing R in PBS solution. The design component 

values are C1 = 27 nF, C2 = 250 nF, and Rp = 0.5 kΩ. The deviation between measured and 

calculated values for tpeak is 9.67% to 69%, for vmax is 1% to 15.3%, and for δstim is 15.5% to 48.7%. 

Arrow indicates signal start. 



59 

than in-vivo studies with wearable devices such as transcranial electrical stimulation (TES) and 

functional electrical stimulation (FES). Studies related to effects of waveforms in-vitro have less 

strict power requirements when compared to portable devices in-vivo. 

3.8. Conclusions and Improvements for Circuit 

A novel passive pulse generator circuit with EPSP-shape waveforms has been presented and 

characterized. A circuit analysis was presented, and the results were compared to previous 

literature [133] showing output shape inspired by EPSP and IPSP waveform functions. The signal 

generator operation and circuit analytical expressions were verified by characterizing an assembled 

circuit. The analytical expression results and the experimental measured results showed good 

agreement in both benchtop and PBS solution measurements that confirms that the circuit 

expressions are accurate for the pulse generator. In terms of signal design, vmax, tpeak, and δstim 

increased as κ was decreased; and tpeak and δstim increased and vmax decreased as R was increased. 

Furthermore, the pulse generator outputs a unique shape for each design component combination, 

allowing for the design of the pulse when given a required amplitude and duration. The circuit was 

shown to operate with a variable output stimulation frequency.  

An expression for the limit of the output stimulation frequency was derived from the 

measured results of the signal generator waveform. The device is independent of tissue interface 

methodology, and was designed as a pulse generator that can be coupled with different power 

sources and neural interface mechanisms for application-specific purposes Power consumption of 

the circuit should be considered when designing a circuit for a specific application. Studies related 

to effects of waveforms in-vitro will have less strict power requirements when compared to 

portable devices in-vivo. Knowing the electrode type and target tissue (muscle, nerve, brain slices) 

an application-specific circuit could be designed using the analytical circuit expressions. It is 

envisioned that this system can have modular applications as a research tool for generation of 
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EPSP- and IPSP-shaped signals in studies of stimulation waveforms such as transcranial electrical 

stimulation (TES), deep brain stimulation (DBS), and studies on complex response of brain 

subnetworks or brain slices. 

There are other variations of the circuit which must be considered in future work. For 

example, the circuit can be designed to provide a square-wave signal by choosing resistors R of 

different values, and omitting the balance transistor, but this characterization and analysis are out 

of the scope of the present work. Additionally, if the transistor is removed then the output pulse 

becomes biphasic, as the charging and discharging phase output signals are opposite in sign. It is 

envisioned that this device would allow for comprehensive neurostimulation systems where 

several distinct stimulation signals are required to stimulate different nervous locations or different 

tissues such as muscle and nerves. Moreover, it provides a simple solution for scientists looking 

to study the effects of novel waveforms on neuromodulation and plasticity. The simplicity of the 

circuit allows for easy inclusion of the pulse generator in larger systems as a modular unit for 

neurostimulation purposes or other applications.  

Current work for improvement of the signal generator involves utilizing two circuits in 

tandem to generate a biphasic signal. Additional improvements include implementation of a 

closed-loop feedback circuit to regulate the output pulse according to changing load conditions, 

and this may be necessary for long-term applications. Smart control to minimize power 

consumption, and choosing design components to optimize power are also tasks that should be 

explored. Collaborative projects with in-vitro and in-vivo stimulation studies could be 

implemented in order to demonstrate the applicability of this circuit in neurostimulation. The 

effectiveness of our passive charge balancing method via continuous grounding should be verified 

with further studies on tissue damage. Applications being considered include transcutaneous 
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electrical nerve stimulation (TENS), transcutaneous pulsed current stimulation (tPCS), and control 

of biological function through vagal nerve stimulation. Future research lies with in-vivo 

stimulation studies to identify the effects of EPSP and IPSP shaped stimulation pulses. An 

implantable device would have to take into consideration the size of the passive devices on the 

circuit, as these may be large depending on the implant location. For some applications such as 

VNS this may not be an issue, but for other applications such as DBS size must be carefully 

considered. Improvements to the model to find the charge density provided by the signal generator 

with a given neural interface are also possible. 

The following chapter presents a design project that provides a neurostimulator solution for 

EA applications, and verifies operation of the circuit in an EA animal study.   
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4. WEARABLE SMARTPHONE-COMPATIBLE ELECTRO-

ACUPUNCTURE NEUROSTIMULATOR FOR ENHANCED 

CLINICAL AND SCIENTIFIC OUTCOMES 

4.1. Introduction 

Acupuncture is a growing field in western medicine that can be used to treat a plurality of 

conditions because it taps into nerve pathways and motor control areas. Electro-acupuncture (EA) 

is a method for applying acupuncture stimulation using electrical stimulation machines. Significant 

challenges are present in the clinical and research fields of electro-acupuncture because results 

typically depend on the experience of the acupuncturist, and electro-acupuncture stimulators are 

large, cumbersome, and have analog settings; making it difficult to report and later reproduce 

results across research and clinical applications. An electro-acupuncture stimulator was developed 

that is wearable and programmable via smartphone in order address these issues. The system was 

programmed via smartphone app, and shown to control output voltage and output frequency. The 

system was verified to operate as an electro-acupuncture stimulator by incorporating it into an 

electro-acupuncture study. In this chapter we cover the design process involved to develop a 

wearable stimulator enhanced with smartphone control and Bluetooth connectivity. 

4.2. Acupuncture Background and Design Problem 

Acupuncture is a method for treating conditions through stimulation of specific points in the 

body that lie on nerve pathways, lymphatic pathways, or motor control areas [99, 102, 103, 105, 

106, 136, 137]. Stimulation can be performed through various methodologies, and electro-

acupuncture has increased in interest due to the ease of use of electrical stimulation machines.  EA 

is a growing field with diverse medical applications [100]. Medical conditions treated include pain 

management, cancer symptoms, musculoskeletal, neurological, obstetric, gastrointestinal, 

cardiovascular, and surgical anesthesia [51, 101, 138-140]. While many studies have been 
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conducted, significant challenges remain in the scientific study of medical applications of EA 

[141-143].  

One of the problems with scientific studies of EA is that acupuncture techniques and 

stimulation parameters can differ depending on clinician experience, personal preference, and 

individual pain tolerance [108]. Additionally, commercial EA stimulation machines are large and 

heavy which requires the patient – human or animal – to remain relatively motionless during 

treatment [124]. This can cause undesired stress responses in animals, or require sedation of the 

animal. Both of these options fundamentally change the physiological condition of the patient and 

can affect the outcome of the experimental procedure. From the clinician and scientist point of 

view, EA machines are not designed for modern experimental conditions that take advantage of 

computational power of smartphones or computers. A solution is desired that tackles these 

problems, and provides a better approach for clinicians and scientists alike [144, 145].  

The features of the system discussed in this chapter are outlined in Figure 4.1. The EA 

stimulator is designed to be worn by the patient during treatment, and is controlled via a 

smartphone with Bluetooth connection. The small size and wearable feature of the device allow 

the patient to move around and resume normal activities during treatment. This feature is especially 

important in veterinary applications to reduce stress on the animal. The smartphone control of the 

device allows for precise adjustment of stimulation pulse voltage and frequency. This can be 

combined with smartphone data processing capabilities to allow easy logging of patient and 

treatment data.  

In this chapter we discuss the circuit and smartphone app design of the system. We also use 

the device in an EA animal study to verify the correct operation as an EA stimulation machine.  
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4.3. Design of Electro-Acupuncture Circuit 

4.3.1. Overview of Circuit Design 

The circuit organization is shown in Figure 4.2. Power input is a 3.7 V lithium polymer 

battery connected to a battery charger module. Power is then delivered to the Bluetooth module, 

boost converter circuit, and microprocessor unit. The microprocessor relays device information to 

the user smartphone via the Bluetooth module, which is used for bidirectional communication. The 

microprocessor then controls the output voltage level of the device via the boost controller, and 

sets the frequency of stimulation with the high-voltage (HV) switch. The stimulator is based on 

the pulse generator circuit presented in Chapter 3, and is improved by adding a boost converter for 

input power, and the output is controlled by an HV switch. A bipolar wire clip connects the output 

of the stimulator to acupuncture needles which are inserted in acupoints for treatment. Stimulation 

Figure 4.1. Comparison between features of proposed system, and problems with current 

commercial stimulators: (a) main features of proposed system, and (b) problems with commercial 

stimulators tackled by our system concept.  
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output design was performed with consultation with a veterinary acupuncturist from the Louisiana 

State University School of Veterinary Medicine (LSU-SVM). 

4.3.2. Output Pulse Generator Circuit 

A commercial electro-acupuncture device output was analyzed, and the maximum power 

level output used by the acupuncturist was found to be 3 V across a 1 kΩ load with an approximate 

duration of 400 μs. Thus, we chose our design to have a maximum output voltage of at least 4 V, 

and duration of at least 500 μs with a 1 kΩ load. Stimulation pulse design is detailed in Chapter 3 

for resistive and capacitive loads. The improved circuit is shown in Figure 4.3. The boost converter 

was designed to supply up to 18 V to the HV switch. The boost converter output level is controlled 

via a (PWM) signal from the microprocessor. The HV switch is timed by the microprocessor. The 

microprocessor is also used to control LEDs for visual indication. The machine we tested had 8 

independent channel outputs, here we focus on the development of a single channel first to ensure 

correct operation.  

Figure 4.2.  Electro-acupuncture circuit design.  
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4.3.3. Printed Circuit Board and Case 

The veterinary acupuncturist was also consulted for the case design of the EA stimulator. 

Device size must be optimized for the device to be wearable. The circuits were implemented in a 

PCB that is attached vertically to a microprocessor pin-out board and Bluetooth module (Figure 

4.4(a)). The dimensions of the device with case were 56 mm x 35 mm x 41 mm, with a weight of 

75 grams. A 500 mAh 3.7 V lithium polymer battery was used for this system.  

We also investigated the clinical setting and discussed with clinicians about usage of the 

device in order to determine typical requirements for battery life, pulse characteristics, interface 

type, and case design. Minimum battery life is 30 minutes for a typical EA treatment session, 

however, a charge should last at least one day of treatment sessions. Each device is used for 

approximately one 30 minute treatment session per hour, which results in 4.5 hours of usage. 

Output voltage should go up to a minimum of 3 V across a 1 kΩ load, and duration should be 500 

μs. Stimulation frequency should be variable, and the most commonly used frequencies lie 

between 2 Hz and 100 Hz [100, 107]. The interface type preferred was 2 mm banana plug jack 

bipolar alligator clips that clamp on the acupuncture needles (Figure 4.4(b)).  

Figure 4.3.  Stimulation pulse output circuits showing boost converter and HV switch layout, and 

microprocessor I/O. 
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The wearable case design required that the settings would not accidentally be altered during 

treatment, and that the device would not tangle and break the electrodes, device, or harm the 

patient. The case was designed to have 3 LEDs for visual status indication to the user (charging, 

done charging, and device status), and one recessed main power switch with a charging port on 

the side (Figure 4.4(c)). The settings can only be changed in the app used by the clinician. The 

(a) 

(b) 

(c) 

(d) 

Figure 4.4. Design of PCB and case: (a) picture of system PCB, (b) 2 mm banana plug for electrode 

interface with acupuncture needles as electrodes, (c) LEDs for visual status indication, recessed 

ON/OFF switch, and USB charging port, and (d) magnetic attachment to belt clip.  
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case attaches to a belt clip via neodymium magnets such that if tangling of wires or impact to the 

case occurs the case detaches safely from the belt clip. (Figure 4.4(d)). 

4.3.4. Smartphone App Design 

A smartphone application was developed to control the EA stimulator. We used Bluetooth 

Low Energy (BLE) protocol because of its reduced energy consumption. The main screen shows 

all the control buttons and the current values of the voltage output, stimulation frequency and 

duration of stimulation (Figure 4.5). The user simply changes the values of the parameters and 

presses the “Start” button to commence stimulation. The BLE device was configured as server, so 

that the smartphone makes requests to the device for updating the stimulation parameters. Once 

treatment is started, the EA stimulator will operate independently of the smartphone in case 

Bluetooth connection is lost, and will carry out stimulation for the duration set during the 

programming. Chapter 5 discusses software and hardware requirements in detail.  

4.4. Measurement Results and Discussion 

4.4.1. Smartphone Control of the Output Voltage 

The device was connected to acupuncture needle clips, and voltage was measured across a 1 

kΩ load (Figure 4.6(a)). The output voltage was controlled via the smartphone, and continuously 

measured to verify operation of the voltage control (Figure 4.6(b)). The present output level is also 

shown in the app to allow for repeatability and consistency across patients or treatments. Precise 

controllability of output levels allows for repeatable experimental procedures, and for repeatable 

and reliable treatment conditions. This type of recording and repeatability, in addition to the 

stimulation pulse characteristics developed previously by our group are necessary for proper 

reporting of electro-acupuncture results [142].  
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4.4.2. Smartphone Control of Stimulation Frequency 

Stimulation frequency was also measured with outputs across a 1 kΩ load (Figure 4.7). The 

stimulation frequency was controlled via the smartphone, and the current setting is reflected in the 

app. Controllability of stimulation frequency is integral for research and clinical applications of 

EA devices [108, 142].  

In the veterinary setting, animals must be physically restrained or sedated to allow for EA 

treatment, the placement of needles, and to maintain proximity to benchtop devices [124, 145]. 

Figure 4.5. Smartphone app images.  

Figure 4.6. Output voltage measurements using smartphone control via Bluetooth: (a) range of 

voltage levels, (b) continuous measurement of variable output voltage. 

(a) (b) 
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Our wearable approach provides a solution for these issues. Veterinary patients have the additional 

problem that sedation and holding may cause unwanted hormone release, and this may affect the 

outcome of treatment. Wearable operation solves these issues by allowing patients to move freely 

while receiving treatment, and also to move to a different location during treatment. Additionally, 

wearable devices allow for new treatment methodologies such as take-home EA prescription 

treatment. In this case the device would be programmed at the clinic, and then the patient can take 

it home for treatment over several days. The use of a smartphone also allows for novel features 

not available in other commercial EA devices such as: secure user login, patient logging, treatment 

logging, multiple device connectivity, and take-home device programming. Our approach is 

Figure 4.7. Stimulation measurements using smartphone control via Bluetooth over a range of 

stimulation frequencies: 1 Hz, 10 Hz, 100 Hz, and 200 Hz.   

1 Hz 10 Hz 

100 Hz 200 Hz 
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comparable with the system presented in [145], where we take advantage of the ubiquity of mobile 

devices to provide enhanced features for the clinician. 

4.4.3. Measurements in Phosphate-Buffered Saline Solution 

The circuit output was measured using 1X phosphate-buffered saline (PBS) solution with 

steel acupuncture needles as electrodes (Figure 4.8). The needles were immersed 5 mm into the 

solution, and separated 5 mm. The output leads were directly clipped onto the acupuncture needles, 

and the output voltage was varied using the smartphone app set to 25% – 100%. Other types of 

neural interface electrodes can be utilized, and the system is not limited to one type or another. 

The output waveform characteristics in an electrochemical load such as PBS can be approximated 

using the analytical expressions detailed in Chapter 3. The overall shape of the signal was 

maintained with the PBS load, and the output control followed a similar linear trend when 

increasing the output voltage using the smartphone app. 

4.4.4. Battery Life 

The device was powered by a 500 mAh 3.7 V lithium polymer battery. The system was set 

to output stimulation at maximum output level and 150 Hz stimulation frequency across a 1 kΩ 

load with no stop in stimulation. Battery was charged to 4.2 V. The battery voltage was periodically 

measured, and found to last 300 minutes (6 hours) before it was discharged and device turns off. 

This duration is sufficient for the expected use of one day of treatment in a clinical setting 

(approximately 4.5 hours of stimulation). The battery life can be extended via microprocessor and 

Bluetooth low-power settings, which were not implemented in this test.  

4.4.5. Animal Experiment Validation 

The system was utilized in an EA study at the LSU-SVM. The animal study protocol was 

approved by the Institutional Animal Care and Use Committee (IACUC) of LSU-SVM. The 
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randomized animal study was performed to determine if EA applied to GV26 and GV1-b (Wei-

jian) could be used to lower the dosage amount of atipamezole hydrochloride required for post-

surgery anesthesia recovery. 35 cats were anesthetized using ketamine, dexmedetomidine, and 

butorphanol tartrate in 1.25:1:1.25 ml ratio mixed with 1.5 ml saline. Dosage of the anesthesia was 

20 μg/kg. The manufacturer recommended full dose of atipamezole hydrochloride is equal to the 

dosage of anesthesia, or 20 μg/kg in our case [146]. 3 groups of cats were treated using one quarter 

dose atipamezole hydrochloride and EA (12 cats), one quarter dose atipamezole hydrochloride and 

dry needling (10 cats), or one half dose atipamezole hydrochloride and no acupuncture (13 cats).  

The time to recover from anesthesia was recorded.  

The recovery time for dexmedetomidine reversal with atipamezole hydrochloride in cats has 

previously been reported [147]. Sedation and analgesic effects were clinically and statistically 

reduced in 5 minutes, and full recovery was observed at 15 minutes. Dosage in the study was 40 

μg/kg dexmedetomidine, and 200 μg/kg atipamezole hydrochloride, or a 5-fold increase in 

atipamezole hydrochloride compared to our method. 

Figure 4.8. Output voltage measurement with acupuncture needles as electrodes and PBS 1X as 

load. 
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The animal experiments were used to verify correct operation of the device in EA 

applications. The 1/4 dose atipamezole hydrochloride treatments alone should not be effective in 

recovering the cats from anesthesia however, when coupled with dry needling (DN) and EA it can 

be seen they have similar effectiveness to using a 1/2 dose (Figure 4.9). These results are 

comparable with the manufacturer effectiveness results and previous studies [146, 147]. 

Additionally, these results also support conclusions found by Shmalberg [107], who performed an 

experiment where they stimulate GV26 to increase anesthesia recovery. The comparable 

performance between treatments was expected, however, it can be seen that EA treatment had less 

error and matched the ½ dose results better than the DN treatment. This is because application of 

DN treatment has a dependency on clinician skill and consistency. Due to the short amount of time 

required for treatments to be effective, it was difficult to see if the DN needle placement was 

initially correct, or if modification was required. EA shows more consistent results as it is less 

dependent on user skill, and this is desirable for consistency in research and clinical purposes [108, 

142, 144]. The probability of the variances between the two 1/4 dose groups to be statistically 

significant was calculated to be 0.0534 via F-test, so we cannot conclusively say that the variances 

are different. However, we cannot draw conclusions beyond the fact that the EA device has 

comparable results to DN treatment because of limitations to the design of the study. A future 

study would need to have an additional control group with 1/4 dose and no treatment, so that results 

can be directly compared between treatment groups with and without EA. The additional control 

group will allow for direct comparison of the efficacy of acupuncture methods with atipamezole 

hydrochloride. This group would be needed to properly determine if acupuncture treatment has a 

significant effect over simply using a smaller dose, as the results stand it is not possible to make 

this conclusion from the data.  



74 

4.5. 2-Channel Implementation 

4.5.1. 2-Channel Implementation Requirements 

EA is typically performed on several acupoints simultaneously. Therefore, it is desirable to 

have a device that outputs independently controlled signals on multiple channels. The machine 

that we analyzed had 8 output channels, here we will show a 2-channel implementation, and the 

hardware requirements to enable more channels. The block diagram with multiple channels is 

shown in Figure 4.10. 

Each channel requires independent voltage amplitude control, frequency output, and 

stimulation duration. Voltage amplitude is controlled at the boost converter via the duty cycle of 

1 PWM signal from the microprocessor. This PWM signal must have frequency greater than 10 

kHz and less than 100 kHz because of the chip that we have chosen. The output frequency is 

controlled via the frequency of 1 PWM signal with fixed 50% duty cycle. This frequency is 1-200 

Hz for EA applications. Thus, each channel requires two independent PWM signals, one with 

variable duty cycle, and one with variable frequency. Each channel also requires a pulse generator 

circuit which determines the output signal waveform. This waveform can be kept the same for 

each channel, or modified such that different channels have different waveforms.  

Figure 4.9. Animal experimental results of using reduced doses of atipamezole hydrochloride and 

acupuncture for anesthesia recovery. 
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We chose a Teensy 3.2 microprocessor interface board with a MK20DX256VLH7 Cortex 

M4 processor (Arm, Cambridge, United Kingdom) because of the shield-type interfacing for fast 

prototype iteration, and because hardware can be programmed in C++ through the Arduino 

environment. Additionally, this processor is inexpensive and well-known in the industry, and can 

be configured for diverse applications. The manufacturer also has different models of the same 

architecture which would be compatible with the same high-level programming, thus allowing for 

different devices to be configured based on one processor family.  

The Teensy 3.2 board implements PWM on 12 digital pins, and all pins can have individual 

duty cycle which allows all of them to be used for output amplitude control. The board utilizes 3 

independent timers which can be programmed to individual frequencies. These timers are tied to 

specific pins, with one timer tied to 8 pins, and the other two timers tied to 2 pins each. The timers 

are required to generate the variable frequency PWM signal. With this board and processor it is 

possible to implement a design with a maximum of 2 channels using hardware timers alone. The 

Arduino environment allows for one more channel to be implemented using a software timer that 

can output a third variable frequency PWM signal. The microprocessor also comes in a model 

Figure 4.10.  Multi-channel device block diagram. 
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variant with 6 PWM timers, and this device would allow for a 6 channel device to be possible. In 

general, the number of channels is limited to the number of hardware timers available, and also 

limited to the number of pins controlled by these timers. Dedicated PWM drivers can also be used, 

such as the PIC12F1571 (Microchip, Chandler, Arizona), which would provide 3 more timers per 

chip. 

4.5.2. Printed Circuit Board and Case for 2-channel 

A PCB with 2-channels was designed in a shield configuration for vertical interfacing with 

the microcontroller board and the Bluetooth module (Figure 4.11(a)). The case for this device was 

55 mm x 48 mm x 30 mm. Testing was performed using a 2000 mAh 3.7 V lithium polymer 

battery. The case, leads, and collar clip are shown in Figure 4.11(b).  

4.5.3. 2-channel Operation Verification 

The device was tested to operate in single-channel, and simultaneous 2-channel mode with 

independent voltage and frequency control. Output with either channel 1, channel 2, or 

simultaneous output is shown in Figures 4.12(a). The calculated output of the oscilloscope probes 

that represents the channel 1 and channel 2 is shown in Figure 4.12(b). Channel 1 was set to 4V 

output amplitude and 100 Hz frequency, and channel 2 was set to 2.5 V output with 50 Hz 

frequency. The independent stimulation duration timer was also tested and found to be working 

properly. However, an issue with the previously used 500 mAh 3.7V battery and power supply 

was found. A drop in maximum amplitude voltage was seen when both channels were set to output 

simultaneously. This is because the battery supplies power simultaneously to both circuits. A 30 

uF capacitor bank was used as a decoupling capacitor, but this issue was still present. Using the 

2000 mAh battery showed no problem. Further revision to the power supply, such as a larger 

decoupling capacitor or bigger battery, would allow for this issue to be resolved.  
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4.6. Conclusions 

The field of EA treatment and research has been slowed down due to a lack of modern 

treatment devices that allow for precise controllability and reproducibility. Stimulation machines 

are large and cumbersome which in turn leads to difficult clinical conditions and research 

problems. For clinicians this means that treatment protocols are hard to reproduce within the same 

patient, and animals have to be restrained or sedated in the case of veterinary patients. Stress that 

Figure 4.11. 2-channel device design: (a) PCB design showing circuit blocks, and (b) device with 

leads and collar clip. 

(a) 

(b) 
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arises from restraining has an impact on the outcome of EA treatment. These problems can be 

tackled by designing EA stimulation machines with the clinician and patient in mind.  

An EA stimulator system was designed in order to address these problems. The system is 

shown to operate via Bluetooth connection with a smartphone, and its output voltage control, 

stimulation frequency control, and battery life are characterized. The output of the device was 

measured in PBS solution using acupuncture needles as electrodes. The device is used in an EA 

animal study to verify its capability for EA stimulation, and it is shown to have less user error than 

dry needle acupuncture. A significant advantage of the device lies in its connectivity to a 

smartphone. The smartphone is used to monitor device status and output settings. This feature 

allows for treatment protocols to be easily reproduced by other scientists and clinicians. A 2-

channel implementation of the device was shown and the independent 2-channel operation was 

demonstrated. The requirements per channel are also outlined for further implementations with 

Figure 4.12. Oscilloscope voltage measurements and calculated 2-channel system output: (a) 

channel 1 only on left, channel 2 only on middle, and both channels on right; and (b) calculated 

output. 
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more channels. This approach could also benefit from dedicated PWM driver ICs such that each 

driver can allow for more output channels. 

The device may be utilized in further clinical research to enhance patient outcomes in electro-

acupuncture treatment, help implement reporting standards of electro-acupuncture research, and 

provide novel smartphone features for the clinician such as patient logging, data logging, take-

home programmable prescriptions, and clinical access security. 

The smartphone can also be used to implement secure access for doctors, and allow them to 

store their patient data and treatment data in the device. Novel applications include programming 

of at-home EA treatment. Further work in this area consists of implementing these smartphone 

features for the device, implementing additional output channels, and investigating possibilities 

for the device to be used in further EA research and clinical treatment.   
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5. ARDUINO SOFTWARE AND HARDWARE AND ANDROID 

STUDIO SOFTWARE 

5.1. Introduction 

The pulse generator presented in chapter 3 was used in the design of a stimulator device in 

chapter 4. The main components of the device are the power source, microcontroller, Bluetooth 

module, boost converter, high-side switch, and the pulse generator. The microcontroller receives 

commands from the user via the Bluetooth module, and then controls the output according to the 

user settings. The Teensy 3.2 microcontroller interface board was chosen due to the 3 PWM 

hardware timers of the microprocessor, adequate digital pin-out, and ease of programming in the 

Arduino environment. This board is also easily interfaced via serial connection to the Bluetooth 

low-energy module, which handles communication with the smartphone. The smartphone app is 

programmed in Android via Android Studio because mobile device communications to the system 

can be performed via Bluetooth in this environment. The software architecture is shown in Figure 

5.1. In this chapter we will discuss the primary requirements and outcomes of the software 

developed for the correct operation of the stimulator presented in chapter 4.  

5.2. Arduino Programming 

The Teensy 3.2 microcontroller board can be programmed in the Arduino environment. The 

primary functions that the microcontroller must perform are: amplitude control, frequency control, 

start/stop stimulation on a timer, and receive and execute commands from the user. Other functions 

include monitoring the battery voltage, the output amplitude, and relay device status information 

by blinking a LED.  

5.2.1. Amplitude Control 

The amplitude control is performed by adjusting the output of a boost converter by varying 

the duty cycle of a PWM signal. The boost converter output voltage follows the PWM duty cycle 
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in a linear relationship. When the duty cycle is 0, the boost converter performs no regulation and 

the output voltage follows the battery voltage level minus the forward voltage of the boost 

converter diode. This gives the boost converter an operating range of 3 V – 18 V, because the boost 

converter is programmed with resistors to output a maximum of 18 V. This value is chosen because 

the high-side switch has a maximum input voltage rating of 18 V. 

In order to properly control the boost converter, the PWM signal must have a frequency 

greater than 10 kHz. A frequency of 35156.25 Hz is chosen because it is the ideal PWM frequency 

that maintains correct operation with a duty cycle resolution of 10 bits for this microprocessor. In 

this way, the PWM duty cycle can be expressed in 1024 steps. This gives about 15 mV resolution 

at the boost converter, an around 4 mV resolution at the stimulation output. In practical application, 

the output voltage has a resolution of 100 steps corresponding to one hundred percent, and the 

1024 steps are mapped to 100 steps when the user inputs a value between 0 – 100. The PWM 

output pins are initialized with these settings in the Arduino code when the device is turned on.  

The Teensy 3.2 microcontroller has 3 hardware timers that control PWM outputs. This is 

useful in the case of 2-channel or multi-channel implementations, because one timer can be 

Figure 5.1. Software and hardware block diagrams showing serial communications between the 

microprocessor and Bluetooth module, and wireless communications between the smartphone and 

Bluetooth module.  
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dedicated to the amplitude control, and we use the timer that controls 8 PWM pins such that the 

amplitude of up to 8 channels can be controlled using this board. There are limitations, however, 

when considering frequency control of output channels.  

5.2.2. Frequency Control 

The stimulation frequency is set via a PWM signal with varying frequency. This PWM signal 

is fixed at 50% duty cycle, but requires different frequencies for each output channel. For this 

reason, a multi-channel implementation requires several hardware PWM timers. One timer is 

needed for the amplitude control of all the channels, and then one more timer is needed for every 

channel utilized. The PWM signal is used to control the on/off switching of the high-side switch 

that controls the power delivery to the pulse generator circuitry.  

The frequency control is implemented by initializing one digital pin and then changing the 

frequency output. EA applications do not require stimulation frequency beyond 150 Hz, making 

this application suitable for software implemented PWM. This method was not pursued because it 

is very susceptible to bugs and glitches when the microprocessor is busy. A software implemented 

PWM requires that the microprocessor follow a strict timing to switch a digital pin high and low 

when necessary. If the microprocessor is busy parsing incoming user settings or commands, 

sending messages, or reading device voltages then it could miss the timing window to update the 

PWM pins, leading to unreliable outputs. The alternative would be to have the microprocessor to 

stop watching interrupts and incoming messages, which would greatly reduce the number of 

features that the device can implement. The Teensy microcontroller has hardware timing circuitry 

that takes commands from the control logic and then produces the PWM output without requiring 

any more processing cycles from the device.  

There is one software implementation of PWM that we can use without sacrificing 

microprocessor capability, which is the tone() function. This function uses the microprocessor 
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control logic timer to calculate the output PWM frequency, which allows 1 more frequency control 

signal to be easily implemented in any digital pin. This function was used in the 2-channel 

implementation of the device.  

5.2.3. Stimulation Timer 

The stimulation timer is implemented using a timer library called Metro. This library allows 

for any number of timers to be started, and the microprocessor periodically polls them to see if 

they have expired. This implementation is ideal for features that do not require fast timing 

reliability (in the microseconds range), such as the starting and stopping of stimulation, and 

blinking of the on-board LED.  

5.2.4. Bluetooth Communications 

The Bluetooth (BT) communications are performed via serial protocol with the BT module. 

The BT module chip has an option to be directly controlled with commands from the 

microprocessor, but it is not necessary in this case as the communications are handled simply as a 

serial device with no programming required. The BT programming feature would allow the device 

to go into low power mode more efficiently, which would save battery power.  

The microprocessor receives a message from the BT module, which is then parsed to obtain 

the user command that was sent from the smartphone. The message is encoded in a simple manner. 

The first character denotes the user setting to update, or the command to execute, and the next 

three characters represent the data. For example, the message “a55” tells the microprocessor to set 

the output amplitude for channel 1 to 55%. The messages contain codes for which channel to 

update, and then which setting to update in that channel. A different code is used for starting and 

stopping stimulation of a chosen channel. The settings are stored in a temporary memory that is 

reset after each message is processed to prevent settings from colliding.  
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5.2.5. Arduino Advantages 

One of the advantages of using the Arduino environment and supporting microprocessor 

interfacing boards is that software can be easily modified to be used with processors of different 

capabilities by performing intelligent software design. Each software file is started with the 

placeholder names of the required pins for correct operation of each channel and readout of the 

battery and output voltages. This small section is the main part required to be modified to have the 

rest of the software to be compatible with a board. Other sections would be modified if features 

are added or removed accordingly.  

 Another advantage of the Arduino environment is that the microprocessor interfacing 

boards are open-source. Knowing the board architecture and design allows for smaller dedicated 

boards to be developed according to each specific application if mass manufacturing is a desired 

option. These smaller boards would have the circuits required for the correct operation of a specific 

application or device.  

5.3. Android Programming 

5.3.1. Introduction 

The Android programming mainly focuses around designing app layouts and then writing 

code in Java to functionalize them. App layouts are the different interactive graphical user 

interfaces (GUI) that are displayed by the app, and which are used as the means for exchange of 

information with the user. The layouts are the app foreground tasks, while the background tasks 

consist of preparing and sending commands, parsing incoming messages, and creating the 

Bluetooth connection.  

5.3.2. Layouts 

The main usage for the layouts is to give the user an easy to use interface with which to 

control the settings of the EA stimulator and send commands to it. The layout for the 2-channel 
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implementation can be seen in Figure 5.2. The layout allows for the user to input the pulse 

amplitude, stimulation frequency, and the stimulation duration for both channels. The user can 

then start and stop stimulation for each channel. The layout also displays the current stimulation 

settings of the device, the Bluetooth connectivity, and a timer that shows how much time has 

elapsed since the stimulation was started. The Stop button stops stimulation and the stimulation 

timer. The user stimulation settings are sent to the device as soon as the user updates them in the 

layout. 

5.3.3. Preparing and Sending Commands 

Once the user has updated a stimulation setting on the layout, the app reads the values in the 

background and prepares a message to send to the device via Bluetooth. The app first creates a 

string data with the command prefix and the data values that were input by the user, and then sends 

the string via Bluetooth using generic attribute profile (GATT) characteristics. Characteristics 

comprise many different types of data that can be exchanged quickly between the app and 

Bluetooth device. In this case, the characteristic used is called string. For example, when the user 

types in that they want a pulse amplitude of 75% on channel 1, the app creates the string “a75” 

and sends it to the microprocessor. The microprocessor interprets the character “a” as the command 

to update channel 1 output amplitude, and sets the value to 75%. After performing the command 

the microprocessor sends the current device settings to the app via Bluetooth.  

5.3.4. Parsing Incoming Messages 

The system updates the device settings to the app every time it receives a command. The 

message sent includes the pulse amplitude, stimulation frequency, and stimulation duration of the 

channels. The app parses this message, and stores the settings in memory. Then the layout is 

updated to show the current settings of the device to the user. The message is received by the app 

as a string containing all the device data separated by end line symbols (\n). The app separates the 
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data and then reads each data one by one extracting the value of the settings. This communication 

is performed using Bluetooth GATT characteristics.  

5.3.5. Bluetooth Connection 

The Bluetooth connection is handled by libraries available for use in Android Studio. The 

code handles establishing communications with a peripheral device, and then sending and 

receiving messages to the peripheral device. Bluetooth communication is handled with GATT 

characteristics protocols. The communications software is provided by Google (Google, Inc., 

Mountain View, CA, USA) and can be used as-is to transmit messages between Bluetooth devices. 

The communication software is open source and can be found online on GitHub.com under the 

name “BluetoothLeService.java”.  

5.4. Conclusions 

In this chapter we describe the software development performed to control the EA stimulator 

system. The architecture of the software involves using Arduino to control the pulse generator 

Figure 5.2. Android layout for 2-channel device. The user can set stimulation parameters, read 

current stimulation parameter settings, and start and stop stimulation. 
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using the microcontroller, and then the microcontroller communicates with the smartphone using 

a Bluetooth module. The smartphone app is written in the Android environment.  

The Arduino software and hardware requirements for multi-channel implementations were 

presented and discussed. The amount of channels in a device using the current design is limited by 

the number of hardware timers for PWM outputs in the microcontroller. One hardware timer with 

multiple PWM outputs is needed for amplitude control of all channels. One hardware timer is then 

needed for frequency control in each channel. The number of hardware timers can be increased 

using dedicated PWM driver ICs which would then be controlled by the microcontroller.   

The communications protocol between the microcontroller and smartphone via the Bluetooth 

module was presented. The microcontroller receives commands from the smartphone in a specific 

format, and this message is interpreted to extract the command and data values. The 

microcontroller then sends the device status to the smartphone.  

The smartphone app is written in the Android platform. The app provides the user interface 

to allow the user to view and change stimulation settings, and also prepares messages to send to 

the microcontroller via Bluetooth. The app also establishes and maintains Bluetooth connectivity 

with the Bluetooth module. Finally, the app receives device status messages from the 

microcontroller, interprets them, and updates the device status for the user to view.  
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6. SUMMARY AND CONCLUSIONS 

The main objective of this work was to develop a neurostimulation device that implements 

technology that allows novel research in the field. Neurostimulation is a growing field that shows 

promise to provide novel treatment methodologies in medical intervention. Conditions that have 

shown response to neurostimulation treatment include Alzheimer’s, Parkinson’s, epilepsy, and 

various conditions related to vagus nerve stimulation. The optimal stimulation methodologies are 

required in order for neurostimulation treatments to be effective. It was found that the stimulation 

waveform plays a significant role in the outcomes of neurostimulation, and that there was little 

scientific research that discussed or focused on this aspect. Additionally, we found a consensus in 

the literature that reporting standards of the neurostimulation parameters and waveforms are key 

for scientific reproducibility and verification of results. In this work we focus on making a small 

contribution to the field by proposing and testing a neurostimulation device that allows 

neurostimulation with waveforms with similar shape to EPSPs. Specifically, the contributions can 

be listed as: 

 Identification of the need for scientific research focusing on stimulation waveform and 

parameters.  

 Development of a neurostimulator that implements novel waveforms for various design 

application targets. 

 Implementation of the neurostimulator for electro-acupuncture targets.  

The chapters are summarized in the following sections.  

6.1. Review of Neurostimulation Literature Focusing on Waveforms and Parameters 

Chapter 2 focuses on reviewing the literature in the neurostimulation field with a focus on 

identifying correlations between outcomes and waveform shapes. Studies that discuss stimulation 
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parameters are also reviewed. The fields reviewed are: transcranial electrical stimulation (TES), 

deep brain stimulation (DBS), vagal nerve stimulation (VNS), and electro-acupuncture (EA).  

There are three main methodologies in TES according to stimulation waveform: transcranial 

direct current stimulation (tDCS), transcranial alternating current stimulation (tACS), and 

transcranial random noise stimulation (tRNS). We found different neuromodulatory mechanisms 

have been proposed to be responsible for the effects seen in each method: 

 promotion of long-term potentiation (LTP), or long-term depression (LTD) for tDCS [32, 33], 

 modulation of brain oscillations for tACS [34], 

 and repetitive opening of sodium channels in tRNS [35]. 

There are several scientific studies that could benefit from scrutinizing the stimulation 

waveform effects. There is significant interest in finding the optimal stimulation parameters for 

eliciting various effects on the nerve and subnetwork level. The analysis of literature on DBS and 

VNS also led to the conclusion that the study of optimal stimulation parameters including 

stimulation waveform is important. The literature for EA studies showed that it is still a young 

field with many questions left to be studied. We could conclude that EA stimulation is a form of 

neurostimulation depending on which acupoints are stimulated, and their proximity to nerves and 

nerve endings. The body of knowledge would benefit from studies that look at EA from a 

neurostimulation perspective. Our review leads us to conclude that the following topics of study 

will benefit neurostimulation research: 

 Comprehensive parametric studies that include standardized methodological reporting. To aid 

in this approach we suggest utilizing graphical figures to show the stimulation pulse parameters 

and settings.  
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 Consideration of complete electrical models for neurostimulation studies that include pulse 

generator circuits and tissue capacitance.  

 Study of effects of various stimulation pulse waveforms and their effects on stimulation 

outcomes, specifically related to waveforms with different time rate of change.  

 Consideration of certain types of electro-acupuncture treatments as peripheral nerve 

stimulation protocols.  

6.2. A Pulse Generation Circuit for Novel Stimulation Waveforms 

In chapter 3 we show the development and design of a circuit that generates signals inspired 

by EPSP waveform shapes. The analytical equations are derived and plotted against measured 

results, showing excellent agreement. The analytical expressions allows for the design of pulse 

parameters according to different application requirements. 

The circuit design components are characterized to see their effects on the output pulse 

waveform. Rp allows for direct amplitude output control, varying C2 with respect to C1 allows for 

the pulse width to be controlled, varying R also allows for control of the signal width. C2 and R 

also affect output pulse width, but to a lesser extent than Rp. The output signal can be driven at any 

frequency that complies with equation (10). This circuit allows for application-specific design. 

Chapter 4 discusses a special application of the pulse generation circuit designed for electro-

acupuncture.  

6.3. Wearable Smartphone-Compatible Electro-Acupuncture Neurostimulator for 

Enhanced Clinical and Scientific Outcomes 

In chapter 4, a special application of the pulse generator for electro-acupuncture (EA) is 

presented. A review of state-of-the-art showed EA neurostimulation could benefit from a wearable 

device that can be controlled remotely, as through a smartphone. These improvements are more 

pronounced in veterinary applications, where animal stress could be reduced during treatment.  
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A boost converter is used as the input source for the neurostimulation circuit, and the input 

to the neurostimulation circuit is controlled by a high-side switch. A microprocessor controls the 

boost converter via PWM, and the timing of the high-side switch. The microprocessor interfaces 

with a Bluetooth module that allows for the system to communicate with a smartphone via an app. 

The system is powered via a 3.7 V 500 mAh battery that is connected to the system through a 

charger module that allows recharging.  The system was implemented in a printed-circuit-board 

(PCB) and a 3D-printed case was designed for the device.  

The device is verified to show smartphone control of the output amplitude, stimulation 

frequency, and duration of stimulation. The device was included in an EA animal study to verify 

its correct operation. This device may be utilized for veterinary clinical applications, and for novel 

uses such as take-home prescription treatments. The device is also implemented in a 2-channel 

configuration, and each channel is shown with independent output amplitude, frequency, and 

stimulation duration.  

6.4. Arduino and Android Studio Software 

In chapter 5, the software requirements are presented and their relationship to the hardware 

requirement. The Arduino environment is easy to use for prototyping applications, and the open-

source nature of the Teensy microcontroller interface board allows the project to be taken further 

using optimized boards for specific applications.  

The hardware requirements for multiple channels are discussed, with their implications on 

software design with PWM control. The requirements for the output amplitude, stimulation 

frequency, and stimulation duration control are described. In general, the first output channel 

requires two hardware PWM timers, and each subsequent channel requires an additional hardware 

timer. The Bluetooth communications protocol is based on strings being exchanged between the 
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microcontroller and smartphone. These strings carry command and data from the smartphone to 

the microcontroller, and the device status from the microcontroller to the smartphone.  

The Android app development is outlined. First a description of the layouts used for GUI, 

then the methodology for sending messages from the app to the microcontroller is described. The 

methodology for parsing the incoming status messages is then described. The Bluetooth 

connectivity software from Google Inc. is given.  
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7. SUGGESTIONS FOR FUTURE WORK 

A number of improvements have been considered for the work presented. The following 

sections describe directions where this work could be taken.  

7.1. Biphasic Signal Generation 

Charge-balancing is an important aspect of neurostimulation devices in order to prevent 

accumulation of charge at the tissue level. Other technologies implement active charge-balancing 

which typically consist of measuring the charge imbalance, and providing a balancing electrical 

signal after the stimulation signal has been delivered. There are also passive charge-balancing 

methodologies such as connecting the outputs to ground via a switch, or having a path to ground 

from the output. Another common way to provide charge-balancing is to have symmetrical 

positive and negative waveforms (biphasic signal) delivered during stimulation. There is a 

possibility to enable this feature in our neurostimulator via digital output control, where the 

stimulation signal is delivered to the output electrodes in one polarity, and then the output 

electrodes are isolated and the electrode polarity is reversed. One way to possibly accomplish this 

would be through a multiplexer circuit used to manage the output. Another possible way to 

implement this would be to use to identical circuits to drive one output in tandem, with each circuit 

providing the positive and negative polarity signal.  

7.2. Improvements to Electro-Acupuncture Stimulator System 

The system proposed in this work has several improvements that will help the clinical 

adoption, and research experience with the device.  

7.2.1. App Design Improvements 

There are several features that should be added to the app in order to provide incremental 

improvements to the device. These features would help the experience of the user when using the 

device. Improvements for the app include: 
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 Secure clinical login. 

 Take-home prescription programming. 

 Patient, treatment, and data logging. 

 Device identification for use with multiple devices.  

The secure clinical login is required for use in the clinic to prevent unwanted use of the 

device. Additionally, this feature should prevent other Bluetooth devices from accessing the 

stimulation device and control it.  

The take-home prescription programming should be implemented as a novel application. 

This feature would allow a clinician to program the device to deliver EA treatment whenever the 

device is turned on, and automatically shut off when treatment is finished. This option would have 

to be coupled with specialized mid-term EA electrodes, such that the user could easily apply the 

stimulation.  

Logging features are welcome for the device to be used for research purposes as they allow 

for data to be stored and retrieved easily during treatments. Smartphone or tablet devices should 

allow for other features such as pictures and notes for patients, and treatment logs that allow 

clinicians or researchers to see previous applied treatments per patient. 

Device identification should also be included so one smartphone can control several 

stimulator devices simultaneously. This allows for not only performing stimulation with multiple 

devices, but also for devices with multiple specifications (different outputs, longer battery, 

different stimulation waveforms).  

7.2.2. Stimulator Multi-Channel and Low-Power Operation 

The stimulator is presented with two stimulation outputs. EA applications typically require 

several stimulation outputs for applying electrical stimulation to 6 or 7 acupoints. The first channel 
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requires two hardware PWM timers from the microprocessor, and each subsequent channel 

requires one more hardware timer for the frequency control. The PWM timer can be used for 

several PWM controls, as long as duty cycle can be individually controlled. The HV switch 

requires individually controlled frequencies. The first output requires two timers, and each output 

above that requires one or two more timers. This limitation requires specific microprocessor 

capabilities, which should be considered in future iterations of the stimulator circuit. A possible 

implementation could retain the same microprocessor, and utilize dedicated PWM driver ICs to 

provide hardware timers for the channel outputs.  

The microprocessor has several low-power operation modes that can be applied to lower 

power consumption and increase battery life, and these should be considered when designing the 

software package for the device.   

7.2.3. Objective Metrics for Comparing Stimulation Waveforms 

Stimulation parameters are a field with active research in many applications. DBS, VNS, 

TES, FES, and implantable devices are some of the applications with significant developments in 

recent years. In some cases such as the research presented by Marshall [37], Eggert [39], and 

Sahlem [38] the signal waveforms are different but current density is kept constant across the 

studies. The disparaging results of the studies given that the current density is kept constant but 

the waveforms are different, this indicates that the waveforms probably have an effect on the 

outcomes. However, the scientific literature has not developed yet a widely recognized metric or 

conclusively decided which parameters are most important to compare stimulation waveforms. 

A starting point for studying these parameters could be to keep current density constant 

across signal waveforms. A second parameter could be to have a constant integral of the temporal 

pattern of stimulation. Within these bounds the stimulation waveforms may be better compared, 

but the applicability of fixing these two parameters should be further studied. 
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7.2.4. Animal Studies with Electro-Acupuncture 

Further animal studies should be pursued. Additional potential projects include: horse 

anesthesia recovery post-surgery, outcome of EA treatment for animals that can roam and move 

around during treatment, comparison of EA outcomes with varying EPSP waveforms, and 

outcomes of patients that have take-home prescription treatments. Other possibilities should be 

considered for novel applications that take advantage of the wireless programming and initiation 

of stimulation.  
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APPENDIX A: CAT STUDY PROTOCOL IACUC APPROVAL 
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APPENDIX B: FIGURE PERMISSIONS 

Figures 2.1 and 2.4 

Figures 2.1 and 2.4 are used under the CC BY 4.0 Attribution 4.0 International license with 

permission to copy and redistribute the material in any medium or format. The material may also 

be remixed, transformed, and built upon for any purpose, even commercial. Attribution was given 

in the in-text figure captions.  

The license requires a link be provided to read the terms of the license, which can be found below: 

https://creativecommons.org/licenses/by/4.0/ 

 

  

https://creativecommons.org/licenses/by/4.0/
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Figure 2.5  
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Figure 2.6  
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Figure 2.7 
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Figure 2.8  
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