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ABSTRACT

Linear identification technique is to linearly embed a piece of unique information into digital

media data for the purpose of satisfying specific demands such as identification, annotation,

and copyright, etc. We need to consider the quantity and the quality of identification data

to be embedded as well as the corresponding interference to the original subject signal.

However, there exist no generalized computationally-efficient optimization techniques for

linear identification up to now. Therefore, in this dissertation work, we try to theoretically

investigate the advanced linear identification techniques and combat the tradeoff problems

between the quality of the embedded identification data and the quality of the subject signal.

Two particular signal processing and telecommunication applications, namely transmitter

identification and digital watermarking, will be exploited in this work. We propose a novel

optimization paradigm for both digital terrestrial television (DTV) systems and multiple

digital watermarking systems to maximize the overall signal-to-interference-plus-noise ratio

(SINR) over both identification and subject signals. The new theories and practice related

to pseudo random sequences, extended arithmetic-geometric mean inequality, and constrained

overall system performance are also presented in this dissertation.
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1. MOTIVATION, APPLICATIONS, AND CURRENT STATE OF
KNOWLEDGE

This chapter will motivate the entire dissertation work. The motivation and potential ap-

plications will be stated. Then the state-of-the-art of the focused research problems will be

introduced.

1.1 Motivation

Signal and transmitter identification technique represents a class of processes used to embed

identity data into various forms of subject signals and detect them for particular demands.

Two common purposes of signal and transmitter identification in digital media are to identify

the received signal and provide the proof of the copyright. The identification data should stay

hidden in a subject signal, even if that signal is subjected to manipulations such as filtering,

resampling, cropping, or lossy data compression. Meanwhile, the features of the embedded

data should be clearly detected after appropriate signal processing. The embedded data in

a subject signal should satisfy the following requirements:

• The subject signal should be moderately degraded in the worst scenario and the em-

bedded data should be at least perceptible.

• The embedded data should be directly encoded into the media, rather than into a file

header or wrapper.

1



• The perceptibility of the embedded data should be immune to channel or process-

ing distortions, such as channel noise, filtering, resampling, cropping, encoding, lossy

compressing, printing, and scanning, digital-to-analog (D/A) conversion, and analog-

to-digital (A/D) conversion, etc.

Therefore, tradeoffs often exist between the perceptibility of the embedded data and the

quality of the subject signal in signal and transmitter identification techniques. By con-

straining the interference from the identification data to the subject signal, one can address

a high identification information rate or a high subject signal quality even degraded by the

embedded data, but not both. These two objectives always have to be in tradeoff. Mean-

while, the requirements for the identification information rate and the subject signal quality

vary among different applications. Since linear identification techniques have been widely

employed in wireless communications and digital signal processing area, we would like to ex-

ploit this important technique in this dissertation work. To the best of our knowledge, there

hardly exists any theoretical framework to govern the relationship between the two afore-

mentioned objectives, so does any efficient systematic algorithm to maneuver their tradeoff.

We would like to dedicate this new research work to establish a remarkable milestone in the

linear identification problem. To evaluate the effectiveness of our proposed approach, we

present two applications, namely digital watermarking and transmitter identification, in this

dissertation. The former application is quite popular in signal processing while the latter

application is very useful in wireless communications. The further discussion on these two

applications can be found in the subsequent section.
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1.2 Potential Applications

Transmitter identification in digital terrestrial television (DTV) systems and digital water-

marking problems will be investigated in this dissertation as two underlying applications.

Digital communication is employed to transfer the digitalized data (a bit stream) from a

geographical location to another over various physical transmission media. The examples

of such media include copper wires, optical fibers, and wireless air interfaces [1, 2]. Besides

the point-to-point transmission, multiple-access channels are also employed in digital com-

munications, where there are potentially multiple transmitters and receivers often sharing a

commonly-used medium. Therefore, the need for transmitter identification in multi-access

systems becomes crucial nowadays. Transmitter identification (TxID, or transmitter fin-

gerprinting) technique is used to detect, diagnose, and classify the operating status of any

radio transmitter of interest [3]. In the DTV broadcasting, the transmitter ID (identifica-

tion) information is added into the DTV transport data stream and it can be retrieved by

demodulating the DTV signal. However, successful reception is not always guaranteed due

to many reasons in the real scenario. The transmitter ID acquired this way only provides

the identification of the transmitter associated with the strongest signal path. Therefore,

the identification of a weak source signal is impossible [1, 4]. A new transmitter identi-

fication technique with the capability of identifying multiple transmitters in the ambient

interference and noise is highly desired. Thus, a transmitter identification scheme has been

proposed using the embedded pseudo random sequences recently [3]. A family of pseudo

random sequences, Kasami sequences, have been used as the TxID signals in practice [4].

Moreover, the growth of digital imaging technology has drawn an urgent demand for the
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techniques that can be employed for protecting the copyrights of images and videos [5–

7]. Many approaches are available for copyrighting digital media. Conventional methods

include encryption, authentication, and time stamping. Nowadays, the digital watermarking

techniques are employed prevalently to prevent or deter unauthorized copying of digital

media. Digital watermarking is the process of embedding identification information into a

subject signal. The recipient can dewatermark the signal to verify its authenticity or its

owner’s identity. In digital watermarking, a subject signal may be audio, picture, or video

and the subject signal may need to carry several watermarks at the same time.

1.3 Current State of Knowledge

1.3.1 Transmitter Identification

The modern digital terrestrial television and digital video broadcasting systems becomes cru-

cial nowadays, since they have been deployed world-wide recently [8, 9]. In recent decades,

various techniques have been proposed for transmitter identification in the DTV broad-

casting field. For example, identification techniques such as video watermarking have been

investigated [10]. The Advanced Television Systems Committee (ATSC) standards have been

developed for digital television transmission over terrestrial, cable, and satellite networks in

North America [11,12]. The initial ATSC standard was generated in the early 1990s by the

Grand Alliance [13].

On the other hand, Japanese information theorist Tadao Kasami built a new family of

binary sequences called Kasami sequences in 1966 [14]. Kasami sequences are excellent

candidates for the TxID sequences as they facilitate a large family of nearly-orthogonal

4



codes [14, 15]. Kasami sequences have period N = 2n − 1, where n is a positive even

integer. There are two classes of Kasami sequences: the small set and the large set. The

large set contains all the sequences belonging to the small set. Although the small set

of Kasami sequences can provide the better identification performance than the Kasami

sequences from the large set due to their correlational properties, the total number of the

pseudo-random sequences from the small Kasami set is limited. A transmitter identification

system for a distributed DTV transmission network using embedded Kasami sequences has

been investigated recently [3, 16]. The simulation results for evaluating the TxID system

performance in a single-frequency network can be found in [4].

In [3], two essential properties of pseudo random sequences for transmitter identification

are stated: (i) they are nearly orthogonal to each other; (ii) the pseudo random sequence

is embedded into the DTV signal in a low power level so that the reception of the DTV

signal will not be negatively affected. Thus, transmitter identification is processed sim-

ply by calculating the cross-correlation function between the received DTV signal and the

originally embedded pseudo random sequence. In addition, the size of the pseudo random

sequence set also needs to be considered since each sequence can be used only once to iden-

tify a particular TV channel in the world-wide area [3]. Therefore, a sufficient number of

pseudo random sequences must be available in practice. Gold sequences (see [2, 17]) and

Kasami sequences (see [14, 18]) are two excellent candidate sets for the TxID sequences as

they are two large families of nearly-orthogonal codes. However, among all the existing

pseudo-random sequences constructed from m-sequences (maximum-length shift-register se-

quences), only the small Kasami set is optimal in the sense of matching Welch’s lower bound

for the correlation functions [19]. Although the small set of Kasami sequences can provide
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the better identification performance than the Kasami sequences from the large set due to

their correlational properties, the total number of the pseudo random sequences from the

small Kasami set is rather limited (similar restriction can be found for the Gold sequences).

Therefore, Kasami sequences from the large set are employed as the most desirable pseudo

random sequences for the transmitter identification of DTV signals. Since the transmitter

identification technique is quite new in the digital video broadcasting research area, there

still remain some interesting and important questions to be answered. In this dissertation,

we would like to dedicate the fundamental theoretical exploration on the pseudo random

sequence based TxID problems. We will try to answer the geometric capacity studies for

TxID. The appropriate (minimum) pseudo random sequence length subject to a mandated

received signal-to-interference ratio given a transmitter deployment topology will be studied

in this thesis. In duality, the expected received signal-to-interference ratio given a trans-

mitter deployment topology and the fixed TxID sequence length will be investigated here

as well. Furthermore, the buried ratio or injection level of the embedded pseudo random

sequences in DTV-TxID systems would affect the identification correctness and the DTV

reception quality. Since both the correctness of transmitter identification and the reception

quality of subject DTV signals need to be well addressed in practice, how to choose the

proper buried ratio (injection level) must be in serious concern. Therefore, we thoroughly

investigate this injection-level optimization problem for transmitter identification. Besides,

some crucial questions emerge relevant to this topic. In this dissertation, we will establish

the relationship between the signal-to-interference-plus-noise ratio for the TxID signal de-

tection and the signal-to-interference-plus-noise ratio for the subject TV signal reception.

We also attempt to figure out the appropriate TxID-sequence buried-ratio (injection-level)

6



to attain the optimal broadcasting performance given a transmitter deployment topology. In

duality, the expected system performance given a transmitter deployment topology and the

fixed TxID-sequence buried-ratio (injection-level) will be studied as well. Finally, we will

propose the appropriate overall system performance measure to address both subject DTV

signal reception and TxID signal detection and investigate the optimal solution to maximize

this overall system performance measure.

1.3.2 Digital Watermarking

The prosperity of digital imaging technology leads to the broad demand for protecting the

owners’ copyrights [5–7]. A popular way to ensure the copyright authentication is to employ

the “data concealing” techniques. Data concealing is the technology to embed a piece of

information into the subject media data for some particular purposes. In this emerging field,

digital watermarking and steganograhpy are the two prevalent techniques nowadays [20–22].

The digital watermark was firstly introduced in 1994 [23]. It is a signal that is embedded

into a digital image or a video session to identify the ownership or provide any additional

information regarding the content [24–26]. Many digital watermarking schemes for copyright

protection have emerged in the recent decades [27–29]. There exist two common modalities

for image watermarking, namely spatial-domain watermarking and spatial-frequency-domain

watermarking. Since the former technique would lead to fair-quality watermarked signals, we

adopt the latter approach as it is the mainstream watermarking technique in digital imag-

ing applications. To facilitate a possible optimal spatial-frequency-domain watermarking

technique, we focus on the linear watermarking methodology here because it is computation-

ally efficient and very practical for the modern real-time signal processing applications [30].
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Henceforth, we will provide the fundamental theoretical exploration on linear watermark-

ing and make the first-ever attempt to deal with the corresponding optimization problem

with respect to the crucial watermarking parameter, namely scale-factor [27, 31]. We will

also attempt to design a new overall system performance measure for multiple-watermarking

schemes. Furthermore, as a significant coefficient, the scale-factor in watermark injection

has not been rigorously studied until now. The linear watermarking techniques and a novel

optimal watermarking scheme will be presented in this dissertation. A new analysis for the

signal-to-interference-plus-noise-ratios (SINRs) with respect to the subject signal and the

watermark signal(s) will be carried out when multiple embedded watermarks are considered.

We will also propose the objective quality measure for the digital watermarking applications,

which essentially consists of both signal-to-interference-plus-noise-ratio for the subject signal

and similarity coefficients for the watermarks. Furthermore, in order to optimize the afore-

mentioned objective measure, we design a novel efficient optimization scheme, which can

lead to the maximum overall SINR for both subject image signal and injected watermarks.

1.4 Dissertation Outline

The rest of this dissertation is organized as follows. The basic mathematical model of

linear identification will be introduced in Chapter 2. The new linear identification studies

for transmitter identification and digital watermarking are presented in Chapters 3 and 4,

respectively. Finally, concluding remarks will be drawn in Chapter 5.
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2. INTRODUCTION OF LINEAR IDENTIFICATION INJECTION

In a modern linear identification system, the specific identification information can be em-

bedded into the subject signal in both the time- and frequency-domain. We denote H by

the subject signal and I by the embedded identification information. Since the injection

operation is linear, the digital signal with the embedded identification information can be

expressed as

D = H+ I. (2.1)

Meanwhile, we consider the injection level L as the weighting coefficient in the linear injection

process since both the identification correctness and the subject signal quality should be

addressed. We can rewrite Eq. (2.1) as

D = H+ L · I. (2.2)

Moreover, multiple identification signals may often be embedded into the subject signal.

Consequently, one can attain

D = H+
N∑
i=1

Li · Ii. (2.3)

Note that Li indicates the weighting coefficient for the ith embedded information Ii and there

are N identification signals in this linear injection. Therefore, we can investigate different

applications based on the same linear injection model stated in this chapter. The weighting
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coefficients Li, i = 1, 2, . . . , N are treated as the buried ratios (or injection levels) and the

scale-factors for DTV TxID and digital watermarking applications, respectively.
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3. TRANSMITTER IDENTIFICATION

The transmitter identification of the DTV systems is quite important nowadays. The pseudo

random sequences are designed and embedded into the DTV signals prior to transmission [3].

Thus, their important mathematical properties can help us to study transmitter identifica-

tion. As previously mentioned, Kasami sequences from the large set are the most desirable

candidate family for the TxID of DTV signals.

This chapter is organized as follows. The optimization problem for transmitter identifica-

tion will be formulated in Section 3.1. The mathematical properties of Kasami sequences

and geometric studies for multi-transmitter identification using Kasami sequences will be

introduced in Section 3.2. The new injection-level optimization studies for digital television

transmitter identification systems and our proposed algorithms will be manifested in Sec-

tion 3.3. The simulation results will be presented in Section 3.4. Conclusion will be drawn

in Section 3.5

3.1 Problem Statement

Due to the rapid DTV development and the increasing number of DTV channels, the need

for the television channel identification becomes an urgent issue. In the DTV applications,

the transmitter identification refers to as the (static or mobile) station identification. The

TxID information is added into the DTV transport data stream and it can be obtained by
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demodulating the DTV signal. However, the successful reception of this TxID information

is not always guaranteed due to many reasons in the real scenario. Hence, pseudo-random

sequences were proposed to be embedded into the DTV signals prior to transmission. Al-

ternatively, the transmitter identification can be realized by invoking the cross-correlation

functions between the received signal and the possible candidates of the pseudo-random

sequences [32]. The transmitter identification system is specified in the ATSC A/110 stan-

dard to allow the identification of the individual DTV transmitters and has been recognized

as an essential feature in the ATSC Synchronization Standard for Distributed Transmis-

sion [3,12]. The details for the data frame of the transmitted DTV signals and the injected

pseudo-random sequences are presented in [3].

3.2 Geometric Capacity Studies for DTV Transmitter Identifica-
tion Using Kasami Sequences

Digital terrestrial television broadcasters operate transmitters and receivers according to

the geographic locations of their coverage areas. The distribution topologies of transmitters

and receivers will affect the TxID sequences performance inevitably. We will propose new

studies on the geometric capacity for DTV transmitter identification in different topological

scenarios.

3.2.1 Introduction of Current Digital Terrestrial Television Systems

Transmitter identification plays an important role in the ATSC Synchronization Standard

for Distributed Transmission. Figure 3.1 shows how every data frame is constructed for the

DTV signal transmission [11]. According to Figure 3.1 and [11], a DTV data frame consists

of two data fields, each containing 313 data segments. The first segment of each data field
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is a unique synchronizing signal (Data Field Sync) and includes the training sequence to be

used by the equalizer at the receiver. Each of the remaining 312 data segments carries the

data from one 188-byte transport packet plus its associated FEC overhead. The actual data

contained in each data segment comes from several transport packets because of data inter-

leaving. Each data segment consists of 832 symbols. The first four symbols are transmitted

in binary form to facilitate the segment synchronization data. This Data Segment Sync

signal (the four symbols) also represents the sync byte of the 188-byte MPEG-compatible

transport packet. The remaining 828 symbols of each data segment carry the remaining 187

bytes of a transport packet and its associated FEC overhead.

Figure 3.1: Data frame for the DTV signal transmission (FEC: forward error correction,
sync: fields to be used for synchronization).
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The illustration of the DTV signal with injected pseudo random sequences is shown in

Figure 3.2.

Figure 3.2: One field of the transmitted ATSC signal embedded with pseudo random se-
quences.

3.2.2 Mathematical Properties of Kasami Sequences

Kasami sequences are adopted as the TxID sequences in the modern DTV systems. Hence, we

would like to introduce how to generate Kasami sequences and their essential mathematical

properties for TxID in the following sections.

Algebraic Methods for Binary Sequence Construction

Binary sequences are important for spread-spectrum systems, code-division multiple-access

(CDMA) systems and broadband satellite communications [33, 34]. Among all binary se-

quence families, those who have low non-zero-lag autocorrelation values, low cross-correlation

values, large family size [35] and large linear span [36] are preferred in practice. These cor-

relation properties are exploited to minimize the interference among the emitted signals so

as to facilitate the signal detection even at the low signal-to-noise ratios [37–40].
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Many binary sequences are built upon the elementary family, namely the maximal-length

binary sequences (m-sequences). The m-sequences can be simply represented based on the

trace function trnm(x) =
∑n−1

i=0 x2mi
, where x ∈ GF (2n) and GF (2n) denotes the finite field

with (2n) elements . Since the m-sequences have ideal autocorrelation properties, it is natural

to study the cross-correlation function between an m-sequence and its decimations. Many

families of low-correlation sequences have been constructed using m-sequences and their

decimations [41,42]. For example, the Gold sequence family [43,44] was constructed from a

pair of m-sequences given by

{trn1 (x)} and
{
trn1 (x

2k+1)
}
. (3.1)

For an odd n and an arbitrary integer k with gcd(n, k)=1. The small set of Kasami sequences

can be constructed from

{trn1 (x)} and
{
trn1 (x

2n/2+1)
}
for even n. (3.2)

The large set of Kasami sequences can be further extended here [34]. We assume that n is

even and take k to satisfy gcd(k, n)=2 for odd n/2 or gcd(k, n)=1 for even n/2 where gcd

denotes to greatest common divisor. The three m-sequences

{trn1 (x)} ,
{
trn1 (x

2k+1)
}
and

{
tr

n/2
1 (x2n/2+1)

}
. (3.3)

can be used to obtain the large set of Kasami sequences [34]. The Gold sequence and Kasami

sequences both can be constructed by the maximum-length sequences [45]. Often, maximal

linear feedback shift registers are used for generating the maximum-length sequences. The

resulting sequences are periodic and can be reproduced by the shift registers (i.e., a length-

m register produces an m-sequence of length 2m − 1). The autocorrelation function of
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a maximum-length sequence is very similar to a train of Kronecker delta functions. An

example of maximum-length sequence generated by a shift register of length 4 is shown in

Figure 3.3.

Figure 3.3: A maximum-length sequence generator of length 4.

The sequence generation illustrated by Figure 3.3 can be expressed as follows:

Ak[n+ 1] =


A3[n] + A1[n], k = 2

Ak+1[n], otherwise

(3.4)

where n is the time index, k is the register position, and + represents a modulo-2 addition.

Correlation Properties of m-sequences, Gold Sequences and Kasami Sequences

The arbitrary pair of m-sequences si and sj lead to a three-valued cross-correlation over a

code period N = 2n − 1, which is given by

ρij(τ) =


−1,

−t(n),

t(n)− 2,

(3.5)

where t(n) = 2(n+2)/2 + 1 will serve as the backbone for the correlation properties of Gold

sequences and Kasami sequences since the latter families are built upon the m-sequences.

A Gold sequence is produced by the binary addition of two maximum-length sequences

which have the same sequence length N = 2n − 1. Gold sequences take advantage of the
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fact that, the favorable correlation property of the resulted sequences is guaranteed because

only the τ1− and τ2− step time-shifting operations and the modulo-2 addition are involved

with two distinct m-sequences. Consider every unique combination of (τ1, τ2), which can

engender a unique Gold sequence. Thus, a large number of distinct Gold sequences can be

generated for the communications applications. However, the Gold sequences possess worse

autocorrelation properties than the maximal-length sequences but better cross-correlation

properties on the other hand. Similar to Eq. (3.5), an arbitrary pair of Gold sequences si

and sj lead to a three-valued cross-correlation over a code period N = 2n − 1 [46]:

ρij(τ) =


−1,

−t(n),

t(n)− 2,

(3.6)

. where

t(n) =


2(n+1)/2 + 1, ifn is odd.

2(n+2)/2 + 1, ifn is even.

Besides, Kasami sequences have the similar correlation properties to the Gold sequences

since they also arise from the maximum-length sequences. However, the Kasami sequences

have an even better cross-correlation property than the Gold sequences. As mentioned in

Section 3.2.1, there are two different sets of Kasami sequences, namely the large set and the

small set. For an arbitrary pair of sequences si and sj drawn from the small set of Kasami

sequences, the autocorrelation and the cross-correlation over a code period N = 2n−1, both
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can be characterized as the following three-valued function:

ρij(τ) =


−1,

−s(n),

s(n)− 2,

(3.7)

. where s(n) = 2n/2 + 1. Since |s(n)| < |t(n)| according to Eqs. (3.6) and (3.7), Kasami se-

quences have better autocorrelation and cross-correlation properties than Gold sequences. In

fact, Kasami sequences have excellent cross-correlation properties because they approach the

Welch lower bound [1]. Hence, Kasami sequences are significantly effective for the transmis-

sion identification. Here, the Welch lower bound in [47] addresses that the cross-correlation

value between any pair of binary sequences in a set consisting of M distinct sequences with

the period N is bounded as

ϕmax ≥ N

√
M − 1

MN − 1
, (3.8)

where ϕmax specifies the maximum magnitude of any cross-correlation value among this set.

The large set of Kasami sequences have a much larger population than that of the small

set of Kasami sequences and hence the former can serve for a large capacity of users. The

autocorrelation and the cross-correlation for the large set of Kasami sequences over a code

period N = 2n − 1 can be characterized as the following five-valued function:

ρij(τ) =



−t(n),

−s(n),

−1,

s(n)− 2,

t(n)− 2,

(3.9)
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. where

t(n) = 1 + 2(n+2)/2

and

s(n) =
t(n) + 1

2

For example, a 16-bit Kasami sequence drawn from the large set can have the cross-correlation

values as -513, -257, -1, 255, and 511 according to Eq. (3.9). For the auto-correlation values

of an n-bit Kasami sequence, we can still employ to obtain the non-zero-lag values except

that we have a constant value of 2n−1 for the zero-lag autocorrelation. Note that the actual

length for an ”n-bit Kasami sequence” should be 2n − 1 due to the name convention by

most literature. The family populations differ from the way of generating Kasami sequences.

To generate the small set of Kasami sequences, we begin with a maximal-length sequence s

of length N = 2n − 1 where n is an even integer. A new shorter sequence s’ (with length

2n/2 + 1) can be formed by sampling every 2n/2 + 1 elements of the original sequence s. The

resulted sequence s’ is periodic with a period of 2n/2 − 1 thereby. Then we can generate the

small set of Kasami sequences by taking the modulo-2 sum of s with all (2n/2 − 1) cyclic

shifts of s’ including itself. The collection of all cyclic shifts of s’ will form a new sequence

of length 2n − 1.To obtain the Kasami sequences of the large set, we also take a maximal-

length sequence s of length N = 2n − 1 where n is an even integer. Similarly, two new

shorter sequences s’ and s” can be formed by sampling every 2n/2 + 1 and every 2(n+2)/2 + 1

elements, respectively. By taking the modulo-2 sum of s with all cyclic shifts of s’ and s”,

we can generate the large set of Kasami sequences. The family size of the large-set Kasami
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sequences is 23n/2 if n is a multiple of 4 and 23n/2 + 2n/2 if (n mod 4)=2.

Statistical Studies of the TxID Using Kasami Sequences

Following the discussion in Section 3.2.2, we would like to study and illustrate the correlation

properties for the transmitter identification when the Kasami sequences are adopted for DTV

systems. In this disseratation, we focus on the large set of Kasami sequences since it will be

used in practice. All Kasami sequences are periodic. Hence, we need to study the periodic

correlation functions. In general, the periodic correlation function Ri,j(τ) of the two binary

sequences si(t) and sj(t) of period 2n − 1 is defined as

Rij(τ) =
2n−1∑
t=0

(−1)si(t)−sj(t+τ). (3.10)

Kasami sequences from the large set as addressed in Section 3.2.2 are employed for the DTV

transmitter identification. It can be verified that the cross-correlation values Ri,j(τ), ∀τ, i, j,

can only be either -513, -257, -1, 255 or 511 when n = 16.

3.2.3 Geometric Studies for Multi-Transmitter Identification Using Kasami Se-
quences

In the previous sections, we introduce the emerging need of the DTV transmitter identi-

fication and the adoption of the Kasami sequences mandated by the modern ATSC DTV

standards. The correlational and statistical properties are also discussed therein. However,

there hardly exists any geometric study on the capacity of the multiple transmitter identi-

fication using the Kasami sequences to the best of our knowledge. Hence we would like to

address this important issue in this dissertation. Note that for simplification, here we only

consider the handshaking stage when the continuous and periodic TxID sequences are sent
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from the transmitters to the receiver.

Introduction of the Geometric Model for DTV TxID

Based on the mathematical properties and the relevant discussion stated in Section 3.2.2, new

geometric studies of the multiple-transmitter-identification using Kasami sequences will be

carried out in this section. Assume that several DTV signals are sent to one user (or station)

simultaneously. The interference and noise need to be considered for the multi-transmitter

identification thereby. For example, a television station dispatches several broadcasting ve-

hicles for live news reports. Different DTV signals returned from different vehicles should be

identified by the television station. In this dissertation, we assume that the omnidirectional

antenna is used at the television station to sense the broadcasting vehicles for the worst

scenario. Thus, the geometric model for this scenario is illustrated in Figure 3.4. The total

Figure 3.4: An example of geometric model for multiple-transmitter.
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number of the transmitters is assumed to be L. Consider the subject transmitter (indexed

by k1) delivers its transmitter ID sequence sk1(t) to the station. It will be interfered by

the signal skl(t) sent by another transmitter (indexed by kl and l ̸= 1). For simplicity, we

further assume that all transmissions occur in the open area such that no multiple paths

exist. And consider the near-far problem, we employ dkl to indicate the distance from the

transmitter to the station, where l is from 1 to L. Thus, for each broadcasting truck, the

signal-to-interference ratio (SIR) can be defined as

SIR =

1
d2k1

1
d2k1

Rk1k1(0)∑L
l=2

1
d2k1

1
d2kl

Rk1kl(τ1,l)
(3.11)

where both Rk1k1(0) and Rk1kl(τ1,l) are defined by Eq. (3.10) and τl,l′ specifies the arrival

time difference at the receiver between the lth and the l′th transmitted ID signals. The

numerator in Eq. (3.11) refers to the autocorrelation of the subject broadcasting truck while

the denominator refers to the summed cross correlation between the subject TxID sequence

and the others.

Bounding Analysis of the Signal-to-Interference Ratio for Multiple-Transmitter
ID Sequences

According to Eq. (3.11), we have the following bound for the SIR when the multiple TxID

sequences are simultaneously sent, such that

SIR =

1
d2k1

1
d2k1

Rk1k1(0)∑L
l=2

1
d2k1

1
d2kl

Rk1kl(τ1,l)

≥
1

d2k1

1
d2k1

Rk1k1(0)

1
d2k1

1
d2k2

| Rk1k2(τ1,2) | + 1
d2k1

1
d2k3

| Rk1k3(τ1,3) | . . . . . .+ 1
d2k1

1
d2kL

| Rk1kL(τ1,L) |
(3.12)

For the worst scenario (lowest SIR bound given by Eq. (3.12)), we set |Rk1kl(τl)| as its

maximum value | −t(n) |= 1+2(n+2)/2, ∀l, according the Eq. (3.9) and set Rk1k1(0) = 2n−1.
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Thus,the inequality in Eq. (3.12) can be simplified as

SIR ≥
1

d2k1

1
d2k1

(2n − 1)∑L
l=2

1
d2k1

1
d2kl

(1 + 2
n+2
2 )

(3.13)

Note that Eq (3.13) can be utilized to measure the geometric capacity for sending multiple

TxID sequences simultaneously in the same region.

An Example for 10 Transmitters within a Circular Area

In this subsection, we would like to present a simple example to illustrate the geometric

studies of the TxID capacity. Assume that there are 10 broadcasting trucks (L=10) sent

by the same TV station in the same circular area and the distance between each broadcast-

ing truck and the TV station is equal to r (the radius of this circle), this simple model is

shown in Figure 3.5. Small circles denote the transmitters’ locations. According the geomet-

Figure 3.5: An example of 10 transmitters gathering within a circular area of radius r. Small
circles denote the transmitters’ locations.
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ric layout of the multiple transmitters as depicted in Figure 3.5, Figure 3.6 illustrates the

corresponding relationship between the SIR and the Kasami sequence length according to

Eq. (3.13). Figure 3.7 demonstrates the same figure as Figure 3.6 while the SIR is measured

in dB instead. Note that the SIR measures are considered at the receiver for the primary

TxID purpose.

A minimum allowable SIR threshold is usually predetermined to guarantee the fidelity of
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Figure 3.6: The relationship between the SIR and the Kasami sequence length for the mul-
tiple TX layout in Figure 3.5.

the received TxID sequences at the receiver. For instance, we take 10 dB as such an SIR

threshold in practice. Therefore, for a satisfactory reception of DTV TxID signal, the SIR

has to be larger than or equal to 10 dB for the reception of any transmitter ID sequence.

Consequently, according to Figure 3.7, the Kasami sequence length has to be larger than 10

bits. The received SIR is 33.47dB when the Kasami sequence length is 16 bits, which greatly

exceeds the minimum required SIR.
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Figure 3.7: The relationship between the SIR (in dB) and the Kasami sequence length for
the multiple TX layout in Figure 3.5.

Signal-to-Interference Ratio Analysis for Multiple TxID Transmission with Mo-
bility

Assume that one of the transmitter, say kl, in Figure 3.5 moves a distance D away from

or toward the origin, where a negative D means that kl moves into the circle of radius r

and a positive D means that kl moves out of this circle. Based on this mobility, we would

like to study the impact on the received SIR of the multiple TxID transmission. Figure 3.8

illustrates this scenario.

Consider that the radius r is significantly larger than the height difference between any

transmitter and the receiver; one ray model is therefore appropriate for our discussion. In

the one ray model, we assume that is no obstruction between the receiver and any transmitter

so that each ID signal propagates along a straight line to reach the station. Then the channel

model is called line-of-sight (LOS), and the corresponding received signal is called the LOS

signal or ray. In this type of LOS channels, the relationship between the transmitted signal
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Figure 3.8: An example of the circularly employed transmitters with some mobility.

power Pt and the received signal power Pr with respect to the distance C between them is

characterized as

Pr

Pt

=

[√
Glλ

4πC

]2
(3.14)

where
√
Gl is the product of the transmitting- and receiving-antenna field-radiation patterns

along the LOS direction and λ is the signal wavelength [46]. From Eq. (3.14), we can derive

the new expression of SIR when the mobility of a transmitter is addressed. Without loss

of generality, we consider that the transmitter k1 moves and tries to evaluate the SIR for

the lth received ID signal associated with the transmitter kl, which is denoted by SIRl ,
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l = 1, 2, . . . , L. For the transmitter k1, we have

SIR1 ≥
1

(r+D)2(r+D)2
Rk1k1(0)∑L

l=2
1

(r+D)2r2
Rk1k1(τ1,l)

=

1
(r+D)2

Rk1k1(0)∑L
l=2

1
r2
Rk1k1(τ1,l)

=
r2

(r +D)2
Rk1k1(0)∑L

l=2Rk1k1(τ1,l)
(3.15)

For any other transmitter kl(l ̸= 1), we have

SIRl ≥
1

r2r2
Rklkl(0)

1
(r+D)2r2

Rklk1(τl,1) +
∑L

l′=2,l′ ̸=l
1

r2r2
Rklkl′ (τl,l′)

=
1
r2
Rklkl(0)

1
(r+D)2

Rklk1(τl,1) +
∑L

l′=2,l′ ̸=l
1
r2
Rklkl′

(τl,l′)

=
(r + d)2Rklkl(0)

r2Rklk1(τl,1) +
∑L

l′=2,l′ ̸=l(r + d)2Rklkl′ (τl,l′)
(3.16)

where Rklkl′ (τl′) refers to the cross-correlation between the transmitter kl and a transmitter

other than k1. Consider the worst SIR scenario and choose the Kasami ID sequence of n

bits according to Eqs. (3.12) and (3.13). SIRl , l = 1, 2, . . . , L, can be expressed as

SIRl ≥


r2

(r+D)2(L−1)
2n−1

1+2
n+2
2
, l = 1

(r+D)2

[r2+(L−2)(r+D)2]
2n−1

1+2
n+2
2
, l ̸= 1

(3.17)

where L is the total number of the transmitters and n is the bit-length of the Kasami ID

sequences. Let’s take an example here to illustrate Eq. (3.17). If SIRl ≥ 10dB, ∀l are

required, when L = 10 and n = 16, the range of D is given by

−0.5432r ≤ D ≤ 0.1914r. (3.18)

Therefore, the allowable moving area for the transmitter k1 to achieve SIRl ≥ 10dB, ∀l is

shown in Figure 3.9.
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Figure 3.9: The allowable moving area for transmitter to achieve the required SIR.

Signal-to-Interference Ratio Analysis for Multiple TxID Transmission Subject
to Different Topologies

In order to investigate the sensitivity of the transmitter identification in different topologies,

we present the analysis here for four different geometric TX layouts, namely (i) circular distri-

bution, (ii) doubly concentric and circular distribution, (iii) square array and (iv) hexagonal

tessellation. They are discussed in the following subsections.

Transmission by Circularly Distributed Transmitters

Similar to Section 3.2.2, the circularly distributed transmitters (L = 16) transmitters as

depicted in Figure 3.10 and 16-bit Kasami sequences from the large set are considered in

28



this example (Scenario I). In this section, d is always defined as the distance from the

station to the nearest transmitter. Hence, d is the radius in Figure 3.10. From Figure 3.10,

Figure 3.10: The transmitters are circularly distributed (Scenario I).

we can find that the received SIRs for all transmitters are the same. In Scenario I, for any

transmitter, we have

SIR ≥
1

d2k1

1
d2kl

Rk1kl(0)

15 · 1
d2k1

1
d2kl

Rk1kl(τ1,l)

=
Rk1k1(0)

15 ·Rk1kl(τ1,l)
(3.19)

where all dk1=dkl=d andRk1kl(τ1,l) indicates the cross-correlation values between the different

Kasami ID sequences which arrive at the receiver. For the worst situation, we set Rk1kl(τ1,l)

as its maximum absolute value | − t(n)| = 1 + 2(n+2)/2 and Rk1k1(0) equals to 2n − 1 for
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n = 16. Thus, we have the lower bound of any received SIR as

SIR ≥ 8.5167. (3.20)

Transmission by Doubly and Concentrically Circularly Distributed Transmitters

A more complex topology can be shown in Figure 3.11 (Scenario II).

Figure 3.11: The transmitters are doubly- and concentrically-circularly distributed (Scenario
II).

From Figure 3.11, we only need to consider two different sets of transmitters. Within each

individual set, the received SIRs for all transmitters perform the isotropic property. Two

arbitrary transmitters (k1, k2), each from an individual set, can be considered for the SIR

analysis and they are illustrated in Figure 3.11. Note that dk1=dkl=d and dk2=dkl′=2d.
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Consequently, for the any transmitter k1 along the inner circle as depicted in Figure 3.11,

we get

SIR1 ≥
1

d2k1

1
d2k1

Rk1k1(0)

7 · 1
d2k1

1
d2kl

Rk1kl(τ1,l) + 8 · 1
d2k1

1
d2kl′

Rk1kl′ (τ1,l′)

≥ Rk1k1(0)

9 ·Rmax
k1kl

. (3.21)

where

Rmax
k1kl

= max
l,l′,τl

{
| Rk1kl(τ1,l) |, | Rk1kl′

(τ1,l′) |
}
∀l, l′.

For the any transmitter k2 along the outer circle as depicted in Figure 3.11, we get

SIR2 ≥
1

d2k2

1
d2k2

Rk2k2(0)

8 · 1
d2k2

1
d2kl

Rk2kl(τ2,l) + 7 · 1
d2k2

1
d2kl′

Rk2kl′ (τ2,l′)

≥
1
16
Rk2k2(0)

(2 + 7
16
)Rmax

k2kl

. (3.22)

where

Rmax
k2kl

= max
l,l′,τl

{
| Rk2kl(τ2,l) |, | Rk2kl′ (τ2,l′) |

}
∀l, l′. (3.23)

For the worst situation, we set Rmax
k1kl

= Rmax
k2kl

=| −t(n) |= 1 + 2(n+2)/2, and Rk1k1(0) =

Rk2k2(0) = 2n − 1 for n = 16. The SIR values for the transmitters k1 and k2 on the inner

and outer circles, which are denoted by SIR1 and SIR2 respectively, are bounded as

SIR1 ≥ 14.1945, (3.24)

SIR2 ≥ 3.2757, (3.25)
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Transmission by an Array of Transmitters

Now we consider another example where the transmitters are distributed in an array as

depicted in Figure 3.12. Similar to the discussion in Section 3.2.2, we can categorize the

transmitters into three isotropic groups. Within each group, we can arbitrarily pick up a

transmitter to evaluate the received SIR for representing all other peer transmitters. For

instance, three represented transmitters (k1, k2, k3), each from an individual group, are illus-

trated in Figure 3.12. Note that dk1=dkl=d,dk2=dkl′=
√
5d and dk3=dkl′′=3d.

Figure 3.12: The transmitters are distributed in an array (Scenario III).
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For any transmitter k1 from Group 1, we get

SIR1 ≥
1

d2k1

1
d2k1

Rk1k1(0)

3 · 1
d2k1

1
d2kl

Rk1kl(τ1,l) + 8 · 1
d2k1

1
d2kl′

Rk1kl′ (τ1,l′) + 4 · 1
d2k1

1
d2kl′′

Rk1kl′′ (τ1,l′′)

≥ Rk1k1(0)

(3 + 8
15

+ 4
9
)Rmax

k1kl

. (3.26)

where

Rmax
k1kl

= max{| Rk1kl(τ1,l) |, | Rk1k′l
(τ1,l′) |, | Rk1kl′′

(τ1,l′′) |}∀l, l′, l′′.

For any transmitter k2 from Group 2, we can bound its SIR as

SIR2 ≥
1

d2k2

1
d2k2

Rk2k2(0)

4 · 1
d2k2

1
d2kl

Rk2kl(τ2,l) + 7 · 1
d2k2

1
d2kl′

Rk2kl′
(τ2,l′) + 4 · 1

d2k2

1
d2kl′′

Rk2kl′′
(τ2,l′′)

≥
1
25
Rk2k2(0)

(4
5
+ 7

25
+ 4

25
)Rmax

k2kl

. (3.27)

where

Rmax
k2kl

= max{| Rk2kl(τ2,l) |, | Rk2kl′ (τ2,l′) |, | Rk2kl′′ (τ2,l′′) |}, ∀l, l
′, l′′.

Finally, for any transmitter k3 from Group 3, we can bound the corresponding SIR as

SIR3 ≥
1

d2k3

1
d2k3

Rk3k3(0)

4 · 1
d2k3

1
d2kl

Rk3kl(τ3,l) + 8 · 1
d2k3

1
d2kl′

Rk3kl′ (τ3,l′) + 3 · 1
d2k3

1
d2kl′′

Rk3kl′′ (τ3,l′′)

≥
1
81
Rk3k3(0)

(4
9
+ 8

25
+ 3

81
)Rmax

k3kl

. (3.28)

where

Rmax
k3kl

= max{| Rk3kl(τ3,l) |, | Rk3kl′ (τ3,l′) |, | Rk3kl′′ (τ3,l′′) |}, ∀l, l
′, l′′.

For the worst situation, we set

Rmax
k1kl

= Rmax
k2kl

= Rmax
k3kl

=| −t(n) |= 1 + 2(n+2)/2,
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and Rk1k1(0) = Rk2k2(0) = Rk3k3(0) = 2n − 1 for n = 16. According to Eqs. (3.26), (3.27),

and (3.28), we can have the numerical bounds for the SIRs of the transmitters belonging to

each individual group as

SIR1 ≥ 25.3250, (3.29)

SIR2 ≥ 4.3717, (3.30)

SIR3 ≥ 2.3923. (3.31)

Transmission by a Hexagonal Tessellation of Transmitters

The scenario has this kind of topological distribution and the Figure 3.13 is shown as below.

Figure 3.13: The transmitters are distributed in a hexagonal tessellation (Scenario IV).
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Finally, we consider a topology depicted in Figure 3.13. From Figure 3.13, four isotropic

groups of transmitters can be categorized similarly. We denote the transmitter indices

(k1, k2, k3, k4), each drawn from an individual group, are illustrated in Figure 3.13. Note

that dk1=dkl=d,dk2=dkl′=2d,dk3=dkl′′=
√
7d and dk4=dkl′′′=

5√
2
d. For any transmitter k1 from

Group 1, we get

SIR1

≥
1

d2k1

1
d2k1

Rk1k1(0)

2 · 1
d2k1

1
d2kl

Rk1kl(τ1,l) + 3 · 1
d2k1

1
d2kl′

Rk2kl′
(τ1,l′) + 6 · 1

d2k1

1
d2kl′′

Rk1kl′′
(τ1,l′′) + 4 · 1

d2k1

1
d2kl′′′

Rk1kl′′′
(τ1,l′′′)

≥ Rk1k1(0)

(2 + 3
4
+ 6

7
+ 8

25
)Rmax

k1kl

(3.32)

where

Rmax
k1kl

= max{| Rk1kl(τ1,l) |, | Rk1kl′ (τ1,l′) |, | Rk1kl′′ (τ1,l′′) |, | Rk1kl′′′ (τ1,l′′′) |},∀l, l
′, l′′, l′′′.

For any transmitter k2 from Group 2, we get

SIR2

≥
1

d2k2

1
d2k2

Rk2k2(0)

3 · 1
d2k2

1
d2kl

Rk2kl(τ2,l) + 2 · 1
d2k2

1
d2kl′

Rk2kl′
(τ2,l′) + 6 · 1

d2k2

1
d2kl′′

Rk2kl′′
(τ2,l′′) + 4 · 1

d2k2

1
d2kl′′′

Rk2kl′′′
(τ2,l′′′)

≥
1
16
Rk2k2(0)

(3
4
+ 1

8
+ 3

14
+ 2

25
)Rmax

k2kl

(3.33)

where

Rmax
k2kl

= max{| Rk2kl(τ2,l) |, | Rk2kl′
(τ2,l′) |, | Rk2kl′′

(τ2,l′′) |, | Rk2kl′′′
(τ2,l′′′) |},∀l, l′, l′′, l′′′.
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For any transmitter k3 from Group 3, we get

SIR3

≥
1

d2k3

1
d2k3

Rk3k3(0)

3 · 1
d2k3

1
d2kl

Rk3kl(τ3,l) + 3 · 1
d2k3

1
d2kl′

Rk3kl′ (τ3,l′) + 5 · 1
d2k3

1
d2kl′′

Rk3kl′′ (τ3,l′′) + 4 · 1
d2k3

1
d2kl′′′

Rk3kl′′′ (τ3,l′′′)

≥
1
49
Rk3k3(0)

(3
7
+ 3

28
+ 5

49
+ 8

175
)Rmax

k3kl

(3.34)

where

Rmax
k3kl

= max{| Rk3kl(τ3,l) |, | Rk3kl′ (τ3,l′) |, | Rk3kl′′ (τ3,l′′) |, | Rk3kl′′′ (τ3,l′′′) |},∀l, l
′, l′′, l′′′.

For any transmitter k4, we can bound its SIR as

SIR4

≥
1

d2k4

1
d2k4

Rk4k4(0)

3 · 1
d2k4

1
d2kl

Rk4kl(τ4,l) + 3 · 1
d2k4

1
d2kl′

Rk4kl′ (τ4,l′) + 6 · 1
d2k4

1
d2kl′′

Rk4kl′′ (τ4,l′′) + 3 · 1
d2k4

1
d2kl′′′

Rk4kl′′′ (τ4,l′′′)

≥
4

625
Rk4k4(0)

( 6
25

+ 3
50

+ 12
175

+ 12
625

)Rmax
k4kl

(3.35)

where

Rmax
k4kl

= max{| Rk4kl(τ4,l) |, | Rk4kl′
(τ4,l′) |, | Rk4kl′′

(τ4,l′′) |, | Rk4kl′′′
(τ4,l′′′) |},∀l, l′, l′′, l′′′.

For the worst situation, we set

Rmax
k1kl

= Rmax
k2kl

= Rmax
k3kl

= Rmax
k4kl

=| −t(n) |= 1 + 2(n+2)/2,

and

Rk1k1(0) = Rk2k2(0) = Rk3k3(0) = Rk4k4(0) = 2n − 1
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for n = 16. According to Eqs. (3.32), (3.33), (3.34), and (3.35), we can bound the received

SIRs for each group as

SIR1 ≥ 32.5301, (3.36)

SIR2 ≥ 6.8284, (3.37)

SIR3 ≥ 3.8146, (3.38)

SIR4 ≥ 2.1085. (3.39)

Assume that the radius for the coverage area by every broadcasting truck is d. We depict

the relationships between the covered area and the lowest received SIR (absolute value or

dB value) in Figures 3.14, 3.15.
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Figure 3.14: The relationship between the covered area and the lowest received SIR among
four different layouts (n = 16).
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Figure 3.15: The relationship between the covered area and the lowest received SIR (in dB)
among four different layouts (n = 16).

Comparative Studies for Different Kasami Sequence Lengths

Now we vary the Kasami sequence length (n = 14, 18) to follow Section 3.2.2 for the SIR

analysis again. Different scenarios described in Section 3.2.2 are also considered here. We

depict the relationships between the covered area and the lowest received SIR among the

four aforementioned layouts (absolute value or dB value) for three different Kasami sequence

lengths. According to Figures 3.16, we can find that the larger the Kasami sequence length,

the larger the received SIR. However, the receiver processing time and complexity both are

proportional to the ID sequence length and there should be some tradeoff to seek.
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Figure 3.16: The relationship between the covered area and the lowest received SIR among
all four layouts for three different Kasami sequence lengths.

3.3 On the Injection-Level Optimization for Digital Television Trans-
mitter Identification Systems

In both analog and digital television broadcasting, multiple-frequency networks (MFNs) that

assign different channels to each transmitter and receiver have been used to cover service

areas [48, 49]. However, the use of MFNs is very inefficient in the aspect of spectrum oc-

cupancy since it is unable to share channels among a number of transmitters and receivers

unless the distance between two coverage areas is far enough. Therefore, single-frequency

networks (SFNs) that operate multiple transmitters and receivers on the same frequency are

desirable for the efficient use of spectrum [4]. Especially, in the recent transition period from

analog to digital broadcasting, the need of SFNs is unavoidable due to the lack of frequencies

for additional transmitters and repeaters. SFNs provide not only high signal-to-noise ratios
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(SNRs), but also the mobile DTV services [50]. SFNs are considered in terrestrial ATSC

DTV services because they can improve the performance of DTV receivers which are able

to remove strong multipath signals with long time delay [51]. In this dissertation, we will

discuss the transmitter identification systems for DTV broadcasting under the SFNs. The

transmitter identification sequences embedded into DTV signal are defined in the ATSC RP

A/111 standard. Kasami sequences of the large set with period n = 16 are employed in DTV

systems [52].

3.3.1 Principles of Transmitter Identification in DTV Systems

According to the ATSC standard, the output of the Kasami sequence generator shall be sent

to the equivalent of a BPSK modulator for transmission with the 8-VSB subject signal. As

depicted in Figure 3.17, the injection-level controller is employed to set the proper buried

ratio (BR) for TxID.

Figure 3.17: The illustration of the Kasami sequence insertion in a transmitter.
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We denote ai(k) by the subject DTV signal and si(k) by the embedded Kasami sequence

corresponding to i-th transmitter, respectively, where λi indicates the ID sequence injection

level. Consequently, the DTV signal with the embedded ID sequences ti(k) can be expressed

as

ti(k) = ai(k) + λisi(k). (3.40)

According to the signal model given by Eq. (3.40), the average power ratio of the injected

Kasami sequences to the 8-VSB signals, referred to as BR φ, is defined as

φ
def
= 10 · log10

(
λ2
i · E {si2(k)}
E {ai2(k)}

)
, (3.41)

where E{ } denotes the statistical expectation. Since the average powers E{ai2(k)}, E{si2(k)}

of the 8-VSB signals and the BPSK modulated Kasami sequences are 21 and 1, respectively,

the injection level λi according to Eq. (3.41) is

λi =

√
21

10−φ/10
. (3.42)

3.3.2 New Studies for Kasami-Sequence Buried-Ratios

Based on the mathematical properties and the transmitter identification principle stated in

Section 3.2.2 and Section 3.3.1, new geometric studies of the multiple-transmitter-identification

using Kasami sequences involving buried ratio will be carried out in this section. Our pro-

posed analysis here can be easily used for multiple-transmitter identification in any SFN.

Assume that the total number of transmitters operating in the same area is L and an additive

white Gaussian noise (AWGN) channel is present. The signal r(k) obtained by the subject
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receiver can be expressed as

r(k) =
L∑
i=1

ti(k) + w(k), (3.43)

where w(k) is AWGN and ti(k) is defined by Eq. (3.40). For two signals (sequences) f and

g, the cross-correlation operation is defined by

Rf,g = Rf,g(k) = f ⋆ g
def
=

∞∑
m=−∞

f(m)g(m+ k). (3.44)

According to Eq. (3.44), we often drop the argument (k) from the sequences for notional

convenience. Hence we can easily read Rf,g = Rf,g(k) and f ⋆ g = f(k) ⋆ g(k).

In order to identify a transmitter, we undertake the correlation between the received signal

and the candidate TxID sequence. Here we define the subject TxID sequence as s1(k). The

correlation sequence between the received signal and the subject ID sequence Rr,s1 can thus

be expressed as

Rr,s1 = r(k) ⋆ s1(k)

=

[
L∑
i=1

ti(k) + w(k)

]
⋆ s1(k)

=
L∑
i=1

(
ai(k) + λisi(k)

)
⋆ s1(k) + w(k) ⋆ s1(k)

=
[
λ1s1(k) ⋆ s1(k)

]
+

L∑
i=2

λisi(k) ⋆ s1(k) +
L∑
i=1

ai(k) ⋆ s1(k) + w(k) ⋆ s1(k).(3.45)

Consequently, we obtain the correlation sequence of two TxID sequences si(k) and sj(k)

with period 2n − 1 as

Rsi,sj(τ) = si(k) ⋆ sj(k) =
2n−1∑
k=0

(−1)si(k)
⊕

sj(k+τ), (3.46)
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where
⊕

denotes an exclusive-OR operator. According to Eqs. (3.45) and (3.46), we get

Rr,s1 = λ1Rs1,s1 +
L∑
i=2

λiRsi,s1 +
L∑
i=1

ai(k) ⋆ s1(k) + w(k) ⋆ s1(k). (3.47)

Note that the first term λRs1,s1 in Eq. (3.47) is the received subject TxID sequence energy

while the other terms are all related to interference or noise. Therefore, the signal-to-

interference-plus-noise ratio SINRTXID for transmitter identification can be defined as

SINRTxID
def
=

λ1E{Rs1,s1}
L∑
i=2

λiE{Rsi,s1}+
L∑
i=1

E{ai(k) ⋆ s1(k)}+ E{w(k) ⋆ s1(k)}

=
λ1Rs1,s1

L∑
i=2

λiRsi,s1 +
L∑
i=1

E{ai(k) ⋆ s1(k)}+ E{w(k) ⋆ s1(k)}
. (3.48)

On the other hand, the subject DTV signal quality should be considered as well. We define

SINRp
DTV as the signal-to-interference-plus-noise ratio for the p-th DTV signal transmission,

p = 1, 2, . . . , L. It is

SINRp
DTV =

E{ap2(k)}
λ2
p E{sp2(k)}+ E{w2(k)}

. (3.49)

According to Eqs. (3.41), (3.42) and (3.49) , we have

SINRp
DTV =

E{ap2(k)}
λ2
p E{sp2(k)}+ E{w2(k)}

=

{
λ2
p E{sp2(k)}
E{ap2(k)}

+
E{w2(k)}
E{ap2(k)}

}−1

=

{
λ2
p

21
+

E{w2(k)}
E{ap2(k)}

}−1

. (3.50)

Obviously, we can define E{ap2(k)}/E{w2(k)} as the signal-to-noise ratio SNRSYS in the

DTV transmission system and measure it in practice.
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Therefore, SINRp
DTV for the p-th transmitter is given by

SINRp
DTV =

{
λ2
p

21
+

1

SNRSYS

}−1

. (3.51)

Consider that the broadcasting distance is significantly larger than the height difference

between any transmitter and the receiver; one-ray model is therefore appropriate in our

discussion. In the one-ray model, we assume that there is no obstruction between the receiver

and any transmitter and hence each signal propagates along a straight line to reach the

station. Meanwhile, for the DTV signal propagation, the path-loss exponent channel model

is employed for our analysis. In the path-loss exponent model, the relationship between the

transmitted signal power Pt and the received signal power Pr with respect to the distance d

between them is characterized as

Pr

Pt

= κ

(
d

d0

)ξ

, (3.52)

where κ is a constant factor, d0 is a reference distance, and ξ is the path-loss exponent.

Path-loss exponent depends on carrier-frequency, environment, obstructions, etc. Typically,

it ranges from 2 to 8. In our DTV broadcasting model, we choose ξ = 2 in the following

studies.

For notational convenience, we define Dpq as

Dpq
def
=

1

d2pq
, (3.53)

where dpq is the distance between the p-th transmitter and the q-th receiver. According to

Eqs. (3.48), (3.53), SINRTxID from the p-th transmitter to the q-th receiver, can be rewritten
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as

SINRpq
TxID =

DpqλpRsp,sp

L∑
i̸=p

DiqλiRsi,sp +
L∑
i=1

DiqE{ai(k) ⋆ sp(k)}+ E{w(k) ⋆ sp(k)}
. (3.54)

In order to investigate the TxID qualities in different scenarios, we present the definition

SINRSYS here in order to carry out the optimization of the buried ratios in embedded

sequences. It is

SINRSYS
def
=

L∏
p=1

{
SINRpq

TxID × SINRp
DTV

}
. (3.55)

Note that the overall system performance at the receiver to address both subject TV signal

reception quality and TxID signal detection quality in balance can be well evaluated using

our proposed measure given by Eq. (3.55). These two aforementioned major signal reception

qualities in DTV systems can be related via the well-known convenient additive separatability

in mathematics, once they are measured in the commonly-used quality unit, decibels. It

yields

log10 (SINRSYS) =
L∑

p=1

{
log10 (SINRpq

TxID) + log10 (SINRp
DTV)

}
. (3.56)

According to Eq. (3.56), the overall system performance log (SINRSYS) (in dB) is the bal-

ance (addition) between the subject TV signal reception quality log (SINRp
DTV) and the

TxID signal detection quality log (SINRpq
TxID). Consequently, the optimal buried ratios (or

injection levels) for DTV TxID system in different scenarios can be undertaken. We may

also define two relevant measures to (3.55) and (3.56), namely the average system signal-to-

interference-plus-noise ratio SINRSYS,Ave as

SINRSYS,Ave
def
=

[
L∏

p=1

{
SINRpq

TxID × SINRp
DTV

}]1/(2L)
, (3.57)
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and its logarithm as

log10 (SINRSYS,Ave) =
1

2L

L∑
p=1

{
log10 (SINRpq

TxID) + log10 (SINRp
DTV)

}
. (3.58)

3.3.3 TxID Study for Single-Transmitter-Single-Receiver Scenario

For the simplest scenario, we assume one transmitter and one receiver in the coverage area.

According to Eqs. (3.51) and (3.54), we have

SINR1
DTV =

{
λ2
1

21
+

1

SNRSYS

}−1

, (3.59)

and

SINR11
TxID =

D11λ1Rs1,s1

D11E{a1(k) + w(k)} ⋆ s1(k)

=
λ1Rs1,s1

E{a1(k) + w(k)} ⋆ s1(k)
. (3.60)

Therefore, SINRSYS for the single-transmitter-single-receiver system can be written as

SINRSYS = SINR11
TxID × SINR1

DTV

=
λ1Rs1,s1

E{a1(k) + w(k)} ⋆ s1(k)
·
{
λ2
1

21
+

1

SNRSYS

}−1

=
Rs1,s1

E{a1(k) + w(k)} ⋆ s1(k)
·
{
λ1

21
+

1

λ1SNRSYS

}−1

. (3.61)

Since
Rs1,s1

E{a1(k)+w(k)}⋆s1(k) is a constant with respect to λ1 obviously, we have

max
λ1

(SINRSYS) = max
λ1

{
λ1

21
+

1

λ1SNRSYS

}−1

. (3.62)

The optimal solution to Eq. (3.62) can be easily obtained as

λopt
1 =

√
21

SNRSYS

. (3.63)
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For example, if SNRSYS = 20 dB is given for a broadcasting area, the optimal injection level

should be λopt
1 =

√
21

1020/10
=

√
0.21 = 0.458 accordingly.

The overall system performances in terms of SINRSYS,Ave versus different chosen injection

levels λ1 are depicted in Figure 3.18. Obviously, the best performance appears at λ1 = 0.458.
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Figure 3.18: The overall system performances in terms of SINRSYS,Ave versus different
chosen injection levels λ1 (single-transmitter-single-receiver) for SNRSYS = 20 dB.
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3.3.4 TxID Study for Multiple-Transmitter-Single-Receiver Scenario

In this subsection, we would like to present a example for the TxID study for multiple-

transmitter-single-receiver scenario. Assume that there are L = 3 transmitters which send

DTV signals to the same receiver and the distance between each transmitter p and the

receiver (indexed by 1) is equal to dp1. This is shown in Figure 3.19, where the symbol

“♢” denotes the receiver and the symbol “×” denotes a transmitter. For this particular
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Figure 3.19: The broadcasting topology for a three-transmitters-single-receiver scenario.

broadcasting topology, we calculate the following crucial parameters for the TxID buried

ratio optimization.

D11 =
1

d211
=

1

3d20
, (3.64)
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D21 =
1

d221
=

1

4d20
, (3.65)

D31 =
1

d231
=

1

5d20
, (3.66)

where d0 is a reference distance. According to Eqs. (3.51) and (3.54), we get

SINR1
DTV =

{
λ2
1

21
+

1

SNRSYS

}−1

, (3.67)

SINR2
DTV =

{
λ2
1

21
+

1

SNRSYS

}−1

, (3.68)

SINR3
DTV =

{
λ2
1

21
+

1

SNRSYS

}−1

, (3.69)

SINR11
TxID =

D11λ1Rs1,s1

D21λ1Rs2,s1 +D31λ1Rs3,s1 +
3∑

i=1

Di1E{ai(k) ⋆ s1(k)}+ E{w(k) ⋆ s1(k)}
,(3.70)

SINR21
TxID =

D21λ1Rs2,s2

D11λ1Rs1,s2 +D31λ1Rs3,s2 +
3∑

i=1

Di1E{ai(k) ⋆ s2(k)}+ E{w(k) ⋆ s2(k)}
,(3.71)

SINR31
TxID =

D31λ1Rs3,s3

D11λ1Rs1,s3 +D21λ1Rs2,s3 +
3∑

i=1

Di1E{ai(k) ⋆ s3(k)}+ E{w(k) ⋆ s3(k)}
.(3.72)

Here we assume that all transmitters adopt the same injection level for TxID. The 16-bit

length Kasami sequence (n = 16) is employed for TxID. According to Eq. (3.9), we have

Rsp,sq =


2n − 1, p = q

1 + 2(n+2)/2, p ̸= q

(3.73)

for the worst case. Since the subject DTV signal sequence ai(k) can be deemed random, it

is modeled as a Gaussian process. Furthermore, we define

W(k)
def
= ai(k) +

1

L
w(k). (3.74)
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Thus, W(k) is a new Gaussian process according to Eq. (3.74). We get

L∑
i=1

DiqE{ai(k) ⋆ sp(k)}+ E{w(k) ⋆ sp(k)} ≈ E{W(k)} ⋆ sp(k)
L∑
i=1

Diq. (3.75)

Furthermore, we have E{W(k)} ⋆ sp(k) = 1 + 2(n+2)/2 for the worst case in our study. For

notational convenience, we denote

A def
= 2n − 1, (3.76)

and

X def
= 1 + 2(n+2)/2. (3.77)

According to Eq. (3.55), we have

SINRSYS = SINR11
TxID SINR21

TxID SINR31
TxID SINR1

DTV SINR2
DTV SINR3

DTV. (3.78)

Substituting Eqs. (3.64)-(3.77) into Eq. (3.78), we can rewrite the objective function for the

buried-ratio optimization such that

SINRSYS =
1
3
λ1A

1
4
λ1X+ 1

5
λ1X+ (1

3
+ 1

4
+ 1

5
)X

×
1
4
λ1A

1
3
λ1X+ 1

5
λ1X+ (1

3
+ 1

4
+ 1

5
)X

×
1
5
λ1A

1
3
λ1X+ 1

4
λ1X+ (1

3
+ 1

4
+ 1

5
)X

×
{
λ2
1

21
+

1

SNRSYS

}−3

(3.79)

Here we employ the 16-bit-length Kasami sequences (n = 16) for TxID. Assume SNRSYS =

20 dB for a broadcasting topology; we choose the optimal injection level λopt
1 = 0.38 in

order to maximize SINRSYS. The overall system performances in terms of SINRSYS,Ave

versus different chosen injection levels λ1 are depicted in Figure 3.20. Obviously, the best

performance appears at λ1 = 0.38.
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Figure 3.20: The overall system performances in terms of SINRSYS,Ave versus different
chosen injection levels λ1 (three-transmitters-single-receiver) for SNRSYS = 20 dB.

3.3.5 TxID Study for Multiple-Transmitter-Multiple-Receiver Scenario

Finally, we would like to present the most complicated broadcasting scenario in this subsec-

tion, namely multiple-transmitter-multiple-receiver topology. Three transmitters and three

receivers are spotted in a broadcasting area. Each transmitter sends DTV signal to its cor-

responding receiver individually and different transmitters adopt different buried ratios for

TxID.

According to the scheme, we have

Dpq =
1

d2pq
, 1 ≤ p, q ≤ 3. (3.80)

This particular broadcasting topology is shown in Figure 3.21.
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Figure 3.21: The broadcasting topology for a three-transmitters-three-receivers scenario.

Consequently, according to Eqs. (3.51) and (3.54), the individual signal-to-interference-plus-

noise ratios are given by

SINR1
DTV =

{
λ2
1

21
+

1

SNRSYS

}−1

, (3.81)

SINR2
DTV =

{
λ2
2

21
+

1

SNRSYS

}−1

, (3.82)

SINR3
DTV =

{
λ2
3

21
+

1

SNRSYS

}−1

, (3.83)

SINR11
TxID =

D11λ1Rs1,s1

D21λ2Rs2,s1 +D31λ3Rs3,s1 +
3∑

i=1

Di1E{ai(k) ⋆ s1(k)}+ E{w(k) ⋆ s1(k)}
,(3.84)
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SINR22
TxID =

D22λ2Rs2,s2

D12λ1Rs1,s2 +D32λ3Rs3,s2 +
3∑

i=1

Di2E{ai(k) ⋆ s2(k)}+ E{w(k) ⋆ s2(k)}
,(3.85)

SINR33
TxID =

D33λ3Rs3,s3

D13λ1Rs1,s3 +D23λ2Rs2,s3 +
3∑

i=1

Di3E{ai(k) ⋆ s3(k)}+ E{w(k) ⋆ s3(k)}
.(3.86)

From the geometric layout of Figure 3.21, we obtain D11 = 0.10d−2
0 , D12 = 0.44d−2

0 , D13 =

0.13d−2
0 , D21 = 0.13d−2

0 , D22 = 0.44d−2
0 , D23 = 0.10d−2

0 , D31 = 0.04d−2
0 , D32 = 0.14d−2

0 , and

D33 = 0.91d−2
0 .

According to Eq. (3.55), Eqs. (3.75)-(3.77) and Eqs. (3.81)-(3.86), we can get

SINRSYS = SINR11
TxID SINR22

TxID SINR33
TxID SINR1

DTV SINR2
DTV SINR3

DTV

=

{
A
X

}3

· 0.10λ1

0.13λ2 + 0.04λ3 + 0.27
· 0.44λ2

0.44λ1 + 0.14λ3 + 1.02

× 0.91λ3

0.13λ1 + 0.10λ2 + 1.14
·
{
λ2
1

21
+

1

SNRSYS

}−1

×
{
λ2
2

21
+

1

SNRSYS

}−1

·
{
λ2
3

21
+

1

SNRSYS

}−1

. (3.87)

In order to attain the best overall system performance SINRSYS, one has to optimize the

individual injection levels λ1, λ2, and λ3 in this example. On the other hand, we also need

to ensure SINRpq
TxID ≥ 2, 1 ≤ p, q ≤ 3 (see [53]) since the correctness of TxID must be con-

sidered simultaneously. Therefore, the constraints for this TxID injection-level optimization

problem are given as follows:(
A
X

)
· 0.10λ1

0.13λ2 + 0.04λ3 + 0.27
≥ 2, (3.88)

(
A
X

)
· 0.44λ2

0.44λ1 + 0.14λ3 + 1.02
≥ 2, (3.89)

(
A
X

)
· 0.91λ3

0.13λ1 + 0.10λ2 + 1.14
≥ 2. (3.90)
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Here we employ the 16-bit length Kasami sequences (n = 16) for TxID. According to

Eqs. (3.76) and (3.77), we can rewrite the constraints given by (3.88)-(3.90) as follows:

0.0203λ−1
1 λ2 + 0.0063λ−1

1 λ3 + 0.0422λ−1
1 ≤ 1, (3.91)

0.0156λ1λ
−1
2 + 0.0050λ−1

2 λ3 + 0.0363λ−1
2 ≤ 1, (3.92)

0.0022λ1λ
−1
3 + 0.0017λ2λ

−1
3 + 0.0196λ−1

3 ≤ 1. (3.93)

Notes that SINRSYS is positive for all Λ, where Λ = (λ1, λ2, λ3). The optimal solution

to minimize 1
SINRSYS

will also maximize SINRSYS as well. Therefore, we can transform

the optimization problem into a constrained geometric program. The objective constrained

geometric program (CGP) for this example can be expressed as follows:

CGP
def
= argmin

Λ
g0(Λ) =

1

SINRSYS

subject to



g1(Λ) = 0.0203λ−1
1 λ2 + 0.0063λ−1

1 λ3 + 0.0422λ−1
1 ≤ 1,

g2(Λ) = 0.0156λ1λ
−1
2 + 0.0050λ−1

2 λ3 + 0.0363λ−1
2 ≤ 1,

g3(Λ) = 0.0022λ1λ
−1
3 + 0.0017λ2λ

−1
3 + 0.0196λ−1

3 ≤ 1,

where λ1 > 0, λ2 > 0, λ3 > 0. (3.94)

According to the extended arithmetic-geometric mean inequality, we can find the feasible

solution for the CGP above (see Section 5).

3.4 Simulation

Assume SNRSYS = 20 dB; we get the optimal solutions λopt
1 = 0.38, λopt

2 = 0.38, and

λopt
3 = 0.42 to maximize SINRSYS. Figure 3.22 illustrates the TxID performance in terms
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of the cross-correlation function Rr,si , i = 1, 2, 3, versus the time lag t for SNRSYS = 20 dB,

λopt
1 = 0.38, λopt

2 = 0.38, and λopt
3 = 0.42.
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Figure 3.22: The TxID performances in terms of the cross-correlation functions Rr,si , i =
1, 2, 3, versus the time lag t for SNRSYS = 20 dB, λopt

1 = 0.38, λopt
2 = 0.38, and λopt

3 = 0.42
(three-transmitters-three-receivers).

Moreover, the overall system performances in terms of SINRSYS,Ave versus different chosen

injection levels are delineated in Figures 3.23-3.25. In Figure 3.23, we fix λ2 = 0.38, λ3 = 0.42

and vary λ1 to calculate SINRSYS,Ave thereupon. In a similar manner, we fix λ1 = 0.38,

λ3 = 0.42 and vary λ2 to depict SINRSYS,Ave in Figure 3.24; we also fix λ1 = 0.38, λ2 = 0.38

and vary λ3 to depict SINRSYS,Ave in Figure 3.25.
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Figure 3.23: The overall system performances in terms of SINRSYS,Ave versus different
chosen injection levels λ1 (three-transmitters-three-receivers) for SNRSYS = 20 dB, λ2=0.38,
and λ3=0.42.
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Figure 3.24: The overall system performances in terms of SINRSYS,Ave versus different
chosen injection levels λ2 (three-transmitters-three-receivers) for SNRSYS = 20 dB, λ1=0.38,
and λ3=0.42.
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Figure 3.25: The overall system performances in terms of SINRSYS,Ave versus different
chosen injection levels λ3 (three-transmitters-three-receivers) for SNRSYS = 20 dB, λ1=0.38,
and λ2=0.38.
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Note that when two optimal injection levels are fixed for any two transmitters, the other

optimal injection level as shown in Figures 3.23-3.25 appears to coincide with our calculated

value according to the optimization procedure in Section 5. As a result, Figures 3.18, 3.20,

and 3.23-3.25 justify that our proposed optimization procedure actually attains the global

signal-to-interference-plus-noise-ratio optimality by determining the appropriate injection

level(s) for the three aforementioned scenarios. In addition, for these examples, we discover

that the overall system performances do not vary much (within a 1 ∼ 2 dB margin) when

the injection level is arbitrarily chosen to be larger than the optimal value. However, the

sensitivity of the system performance is rather high when the injection level varies between

0 and its optimal value. For any number of transmitters and receivers (L ≥ 3), we can follow

the appendix to facilitate the CGP given by (5.4) to carry out Λopt.

3.5 Conclusion

The multiple-transmitter identification in digital terrestrial television systems has been thor-

oughly studied in this chapter. According to the ATSC standard, the Kasami sequences are

adopted as the embedded ID sequences due to its excellent correlational properties compared

to other pseudo-random sequences. We start from the crucial mathematical properties of

Kasami sequences and then evaluate the received signal-to-interference-plus-noise ratios for

both subject TV signal reception and TxID signal detection. In order to investigate the sen-

sitivity of the transmitter identification to different topologies and Kasami sequences with

different lengths, we present the analysis here for four different geometric layouts, namely

circular distribution, doubly concentric and circular distribution, square array, and hexag-
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onal tessellation. The covered area and the lowest received signal-to-interference ratio are

considered as two essential factors for the multiple-transmitter identification. It turns out to

be that the larger the Kasami sequence length, the larger the received signal-to-interference

ratio. Our new analysis can be used to determine the required Kasami sequence length for

a specific broadcasting coverage.

Besides, we also propose a new measure to evaluate the overall DTV system performance

to address both vital factors at the receiver thereupon. Based on this new measure, the

optimization of buried-ratios or injection-levels can be carried out accordingly. Given the

signal-to-noise ratio at the receiver and the locations of the transmitters and the receiver(s),

one can optimize the overall system performance by selecting the optimal injection lev-

els (or buried ratios). We also show that the corresponding optimization problem can be

transformed into a well-known constrained geometric programming problem. Thus, we can

benefit from the existing solution to this transformed optimization problem and determine

the optimal injection levels.
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4. DIGITAL WATERMARKING

An approach for digital copyright protection is to employ advanced watermarking tech-

niques, where watermarks can reveal the ownership identities. Hence, we will investigate

digital watermarking techniques and propose a new optimal watermarking scheme in this

chapter. When multiple embedded watermarks are considered, a new analysis for the signal-

to-interference-plus-noise-ratios (SINRs) with respect to the subject signal and the water-

mark signals is carried out. The objective quality measure for the digital watermarking

applications should essentially consist of both signal-to-interference-plus-noise-ratio for the

subject signal and similarity coefficients for the watermarks. In order to optimize the afore-

mentioned objective measure, we design a novel efficient scale-factor optimization scheme,

which can lead to the maximum overall SINR for both subject image signal and injected wa-

termarks. Simulation results are demonstrated to illustrate the effectiveness of our proposed

method as well.

This chapter is organized as follows. The optimization problem for multiple watermark-

ing system will be stated in Section 4.1. The fundamental mathematical model of the

spatial-frequency-domain watermarking techniques and the definition of overall signal-to-

interference-plus-noise ratio for the watermarking/dewatermarking system will be introduced

in Section 4.2. The new scale-factor optimization studies and our proposed algorithms will

be proposed in Section 4.3. The simulation results are presented in Section 4.4. At last,
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concluding remarks will be drawn in Section 4.5.

4.1 Problem Statement

Multiple watermarking is an embranchment of digital watermarking with many desirable

characteristics that singular watermarking does not have. In order to increase the watermark

information, one can embed multiple watermarks into the original subject signal. The subject

signal and the watermarks are linearly scrambled (combined) in the transform-domain in

linear watermarking. During the watermarking process, the weighting coefficients for the

watermarks are called scale-factors [54,55]. Obviously, the subject signal and the watermarks

negatively affect each other’s signal quality this way. Moreover, since the watermark signals

are different from each other in content, the scale-factor corresponding to each individual

watermark thus needs to be determined separately. In the existing literature, the scale-factors

are simply arbitrarily chosen without any sophisticated elaboration [56, 57]. Hence, the

existing linear watermarking approach is not optimal. To combat this crucial optimization

problem remaining challenging in the signal processing field, we propose a novel multiple

scale-factor optimization scheme for digital watermarking in this dissertation, which can

seek the best tradeoff between the subject signal quality and the watermark fidelities.

4.2 Mathematical Model

In this dissertation, all the watermarks will be embedded in the DCT (discrete cosine trans-

form) domain due to its favorable compaction property. Each of the L watermark signals

Wi(k), i = 1, 2, . . . , L can be either a sequence consisting of a zero-mean, unit-variance Gaus-
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sian process or some pre-specified image signal. A two-dimensional (2-D) DCT is performed

on the entire image and then the samples of Wi(k), i = 1, 2, . . . , L are added to the selected

DCT bins. Assume that the 2-D DCT of the original image (K1 pixels by K2 pixels) is

v(k1, k2), 0 ≤ k1 ≤ K1 − 1, 0 ≤ k2 ≤ K2 − 1. We can stretch v(k1, k2) as a vector V (k) such

that

V (k) = v(k1, k2), (4.1)

where k
def
= k1K1 + k2, for 0 ≤ k1 ≤ K1 − 1, 0 ≤ k2 ≤ K2 − 1. Then, we can sort the samples

in V (k) according to their magnitudes to generate a re-ordered sequence V ′(k) such that

V ′(k)
def
= V (Π(k)), k = 0, 1, . . . , K1K2 − 1, (4.2)

where

V (Π(k)) ≥ V (Π(k + 1)), k = 0, 1, . . . , K1K2 − 2. (4.3)

According to Eqs. (4.2), (4.3), we can obtain

V (k) = V ′(Π−1(k)), k = 0, 1, . . . , K1K2 − 1, (4.4)

where Π−1(k) is the inverse ordering of Π(k) such that Π(Π−1(k)) = Π−1(Π(k)) = k, ∀k. For

the multiple injected watermarks scenario, we may embed the watermarks in two different

ways. They are stated in the following subsections in details.
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4.2.1 Type-I Watermarking

The Type-I watermarking technique is introduced in this subsection. The Type-I water-

marked signal SI(k) is given by

SI(k) = V ′(k) +
L∑
i=1

λiWi(k), k = 0, 1, . . . , K − 1, (4.5)

where K
def
= K1K2 and λi, i = 1, 2, . . . , L denote the L scale-factors (see [58] for the details

of this linear watermarking technique). In our study, we embed the multiple watermarks

in a non-overlapping way, which means each watermark signal sequence is injected into a

different subset of V ′(k) in the DCT domain so as to cause the minimum interference to the

subject image. Consider the realistic situation. We rewrite Eq. (4.5) as

SI(k) = V ′(k) +
L∑
i=1

λiWi(k) + E(k),

k = 0, 1, . . . , K − 1, (4.6)

where E(k) is the additive noise or interference incurred during signal transmission. The

signal-to-noise ratio (SNR) during signal transmission is thus defined as

SNR
def
=

K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

|E(k)|2
. (4.7)

For the watermarked signal SI(k), one often uses the following two measures to evaluate

the signal qualities, namely the SINR for the subject image (SINRI
image) and the similarity

coefficient for the watermarks (SIMi, i = 1, 2, . . . , L). They are given by

SINRI
image

def
=

K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k) + E(k)

∣∣∣2 , (4.8)
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and

SIMi
def
=

K∑
k=0

λiWi(k)Wi(k)

K∑
k=0

W2
i (k)

, i = 1, 2, . . . , L, (4.9)

where Wi(k) is the i
th extracted watermark. Besides, we can define the signal-to-error ratio

(SER) SERwm,i for each individual watermark as

SERwm,i
def
=

∑
k∈Ki

|Wi(k)|2∑
k∈Ki

|Wi(k)−Wi(k)|2
, (4.10)

where Ki is the subset of indices k in the presence of the ith watermark. Consequently, the

average SER over all watermarks is given by

SERwm,ave
def
= L

√√√√ L∏
i=1

SERwm,i (4.11)

In this dissertation, we define a new objective performance measure as the overall SINR such

that

SINRI
overall = SINRI

image ×
L∏
i=1

SIMi. (4.12)

Meanwhile, SINRI
overall can also be measured in the commonly-used units, decibels (dB). It

yields

SINRI
overall(dB)

def
= 10 log10

(
SINRI

overall

)
= 10 log10

(
SINRI

image

)
+ 10

L∑
i=1

log10 (SIMi) . (4.13)

We can also write

SINRI
image(dB) = 10 log10

(
SINRI

image

)
, (4.14)
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SERwm,i(dB) = 10 log10 (SERwm,i) , (4.15)

and

SERwm,ave(dB) = 10 log10 (SERwm,ave) . (4.16)

Since SINRI
overall > 0, the alternative objective measure can be defined as

GI(Λ)
def
=

1

SINRI
overall

, (4.17)

where Λ
def
= {λ1, λ2, · · · , λL} . Note that GI(Λ) is a multinomial function of λ1, λ2, . . . , λL

and the total number of terms is n. Thus, the objective function GI(Λ) can be expressed as

GI(Λ) =
n∑

i=1

ci

L∏
j=1

λ
βij

j , (4.18)

where ci is the coefficient for each term in Eq. (4.18). We propose to employ the extended

arithmetic-geometric mean inequality to solve this optimization problem:

argmin
{λi}i=1,...,L

GI(Λ) = argmax
{λi}i=1,...,L

SINRI
overall. (4.19)

In order to quantify the ultimate signal quality, we define the a posteriori signal quality,

namely SQI
apos(dB), as follows:

SQI
apos(dB)

def
=

SINRI
image(dB) +

L∑
i=1

SERwm,i(dB)

L+ 1
. (4.20)

4.2.2 Type-II Watermarking

However, the watermark injection scheme based on Eq. (4.5) might not be appropriate when

V ′(k) has a large dynamic range. It is easily found that Type-I watermarking scheme would

reach a dilemma. If |V ′(k)| ≫ |λiWi(k)|, the quality of an extracted watermark may often
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be unacceptable. On the other hand, if |V ′(k)| ≪ |λiWi(k)|, the watermarked image would

be significantly distorted from the original image.

Therefore, an advanced watermarking scheme, namely the Type-II watermarking technique,

was also proposed in [58] to combat the aforementioned problem. The Type-II watermarked

signal is given by

SII(k) = V ′(k)

[
1 +

L∑
i=1

λiWi(k)

]
. (4.21)

Consider noise and/or interference during signal transmission. We have

SII(k) = V ′(k)

[
1 +

L∑
i=1

λiWi(k)

]
+ E(k). (4.22)

Thus, the SINR SINRII
image for the subject image is defined as

SINRII
image

def
=

K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k)V ′(k) + E(k)

∣∣∣2 . (4.23)

Meanwhile, the ith extracted watermark Wi(k) can be expressed as

Wi(k) = λiWi(k) +
E(k)

V ′(k)
. (4.24)

Obviously, the same definitions for SIMi, SERwm,i, and SERwm,ave given by Eqs. (4.9), (4.10),

and (4.11) are still valid here for the Type-II watermarking technique. Consequently, one

can define the new objective performance measure for Type-II watermarking as

SINRII
overall = SINRII

image ×
L∏
i=1

SIMi. (4.25)

67



Similarly, we may have

SINRII
overall(dB)

def
= 10 log10

(
SINRII

overall

)
= 10 log10

(
SINRII

image

)
+ 10

L∑
i=1

log10 (SIMi) , (4.26)

SINRII
image(dB) = 10 log10

(
SINRII

image

)
, (4.27)

and

SQII
apos(dB)

def
=

SINRII
image(dB) +

L∑
i=1

SERwm,i(dB)

L+ 1
. (4.28)

The alternative objective measure can be defined as

GII(Λ)
def
=

1

SINRII
overall

, (4.29)

where Λ
def
= {λ1, λ2, · · · , λL} . Note that GII(Λ) is a multinomial function of λ1, λ2, . . . , λL

and the total number of terms is n as well. The corresponding optimization problem can be

facilitated as

argmin
{λi}i=1,...,L

GII(Λ) = argmax
{λi}i=1,...,L

SINRII
overall. (4.30)

4.3 Scale-Factor Optimization for Multiple Watermarks

According to the problem statement for the linear watermarking techniques introduced in

Section 4.2, we propose the new efficient optimization methods to determine the optimal

scale-factors λ1, λ2, . . . , λL in the following subsections.
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4.3.1 Scale-Factor Optimization for Type-I Watermarking

In this subsection, we will formulate the scale-factor optimization problem mathematically

for Type-I watermarking. Assume that L different watermarks are embedded in the original

image DCT domain with no overlapping. According to Eqs. (4.8), (4.9) and (4.12), the

overall SINR can be expressed as

SINRI
overall =


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k) + E(k)

∣∣∣2


×
L∏
i=1

K−1∑
k=0

λiWi(k)Wi(k)

K−1∑
k=0

W2
i (k)

. (4.31)

Since Wi(k) = λiWi(k) + E(k) according to Eq. (4.6), we can rewrite Eq. (4.31) as

SINRI
overall

=


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

|λ1W1(k) + · · ·+ λLWL(k) + E(k)|2



×
L∏
i=1

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

λiWi(k)E(k)

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

2λiWi(k)E(k) +
K−1∑
k=0

E2(k)

. (4.32)

Since E(k) is additive white Gaussian noise, it yields

K∑
k=0

Wi(k)E(k) ≈ 0. (4.33)
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Thus,

SINRI
overall

=


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

|λ1W1(k) + · · ·+ λLWL(k)|2 +
K−1∑
k=0

E2(k)



×
L∏
i=1

K−1∑
k=0

λ2
iW

2
i (k)

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

E2(k)

.

(4.34)

According to Eq. (4.17), the alternative objective measure can be expressed as

GI(Λ)

=


K−1∑
k=0

|λ1W1(k) + · · ·+ λLWL(k)|2 +
K−1∑
k=0

E2(k)

K−1∑
k=0

|V ′(k)|2



×
L∏
i=1

1 +
K−1∑
k=0

E2(k)

K−1∑
k=0

λ2
iW

2
i (k)



=


λ2
1

K−1∑
k=0

W 2
1 (k)

K−1∑
k=0

|V ′(k)|2
+ · · ·+

λ2
L

K−1∑
k=0

W 2
L(k)

K∑
k=0

|V ′(k)|2

+

K−1∑
k=0

E2(k)

K−1∑
k=0

|V ′(k)|2

×

1 +
K−1∑
k=0

E2(k)

λ2
1

K−1∑
k=0

W 2
1 (k)



× · · · ×

1 +
K−1∑
k=0

E2(k)

λ2
L

K−1∑
k=0

W 2
L(k)

 . (4.35)
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Since the quality of the original image signal and the watermarks must be considered jointly

during the watermark injection process, we define the constraints for this optimization prob-

lem as SINRI
image ≥ ϕ1 and SIMi ≥ φ1, ∀i where ϕ1 ≥ 0 and φ1 ≥ 0. According the

Eqs. (4.8) and (4.9), we can rewrite the constraints for this optimization problem as follows:

gI1(Λ) =

K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k)

∣∣∣2 + K−1∑
k=0

E2(k)

≥ ϕ1,

(4.36)

gIi+1(Λ) =

λ2
i

K−1∑
k=0

W 2
i (k)

λ2
i

K−1∑
k=0

W 2
i (k) +

K−1∑
k=0

E2(k)

≥ φ1,

i = 1, 2 . . . , L. (4.37)

In order to facilitate a constrained geometric program, we rewrite the constraints as

gI1(Λ) =
1

ϕ1


λ2
1

K−1∑
k=0

W 2
1 (k)

K−1∑
k=0

|V ′(k)|2
+ · · ·+

λ2
L

K−1∑
k=0

W 2
L(k)

K−1∑
k=0

|V ′(k)|2

+

K−1∑
k=0

E2(k)

K−1∑
k=0

|V ′(k)|2

 ≤ 1, (4.38)

gIi+1(Λ) =
1

φ1

+
1

φ1

K−1∑
k=0

E2(k)

K−1∑
k=0

λ2
iW

2
i (k)

≤ 1,

i = 1, 2 . . . , L. (4.39)

The objective constrained geometric program for Type-I watermarking can thus be expressed
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as follows:

CGP
def
= argmin

Λ
GI(Λ)

subject to



gI1(Λ) ≤ 1,

...
...

gIL+1(Λ) ≤ 1,

where λ1 > 0, · · ·, λL > 0. (4.40)

The CGP stated by Eq. (4.40) can be solved efficiently by our proposed algorithm in the

appendix.

4.3.2 Scale-Factor Optimization for Type-II Watermarking

In this subsection, we will formulate the scale-factor optimization problem mathematically

for Type-II watermarking as well. According to Eqs. (4.9), (4.23), and (4.25), the overall

SINR can be expressed as

SINRII
overall =


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k)V ′(k) + E(k)

∣∣∣2


×
L∏
i=1

K∑
k=0

λiWi(k)Wi(k)

K∑
k=0

W2
i (k)

. (4.41)
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According to Eq. (4.24), we can rewrite Eq. (4.41) as

SINRII
overall

=


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∣[λ1W1(k) + · · ·+ λLWL(k)
]
V ′(k) + E(k)

∣∣∣∣2


×
L∏
i=1

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

λiWi(k)E(k)
V ′(k)

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

2λiWi(k)E(k)
V ′(k)

+
K−1∑
k=0

[
E(k)
V ′(k)

]2 .
(4.42)

Since Wi(k), V
′(k) are both statistically independent of E(k), we have

K−1∑
k=0

Wi(k)

V ′(k)
E(k) ≈ 0. (4.43)

Therefore,

SINRII
overall

=


K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∣[λ1W1(k) + · · ·+ λLWL(k)
]
V ′(k) + E(k)

∣∣∣∣2


×
L∏
i=1

K−1∑
k=0

λ2
iW

2
i (k)

K−1∑
k=0

λ2
iW

2
i (k) +

K−1∑
k=0

[
E(k)
V ′(k)

]2 .
(4.44)
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According to Eq. (4.29), the alternative objective measure can be expressed as

GII(Λ)

=


K−1∑
k=0

∣∣∣∣[λ1W1(k) + · · ·+ λLWL(k)
]
V ′(k) + E(k)

∣∣∣∣2
K−1∑
k=0

|V ′(k)|2



×
L∏
i=1

1 +
K−1∑
k=0

[
E(k)
V ′(k)

]2
K−1∑
k=0

λ2
iW

2
i (k)



=


λ2
1

K−1∑
k=0

[W1(k)V
′(k)]2

K−1∑
k=0

|V ′(k)|2
+ · · ·

+

λ2
L

K−1∑
k=0

[WL(k)V
′(k)]2

K−1∑
k=0

|V ′(k)|2
+

K−1∑
k=0

E2(k)

K−1∑
k=0

|V ′(k)|2



×

1 +
K−1∑
k=0

[
E(k)
V ′(k)

]2
λ2
1

K−1∑
k=0

W 2
1 (k)

× · · ·

×

1 +
K−1∑
k=0

[
E(k)
V ′(k)

]2
λ2
L

K−1∑
k=0

W 2
L(k)

 . (4.45)

Similar constraints SINRII
image ≥ ϕ2 and SIMi ≥ φ2, ∀i, where ϕ2 ≥ 0, and φ2 ≥ 0, can also

be employed here. The constraints for this optimization problem can be written as follows:

gII1 (Λ) =

K−1∑
k=0

|V ′(k)|2

K−1∑
k=0

∣∣∣∑L
i=1 λiWi(k)V ′(k) + E(k)

∣∣∣2 ≥ ϕ2, (4.46)
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gIIi+1(Λ) =

λ2
i

K∑
k=0

W 2
i (k)

λ2
i

K∑
k=0

W 2
i (k) +

K∑
k=0

[
E(k)
V ′(k)

]2 ≥ φ2,

i = 1, 2 . . . , L. (4.47)

Rewrite the above constraints as

gII1 (Λ) =
1

ϕ2


λ2
1

K−1∑
k=0

[W1(k)V
′(k)]2

K−1∑
k=0

|V ′(k)|2
+ · · ·

+

λ2
L

K−1∑
k=0

[WL(k)V
′(k)]2

K−1∑
k=0

|V ′(k)|2
+

K−1∑
k=0

E2(k)

K−1∑
k=0

|V ′(k)|2

 ≤ 1,

(4.48)

gIIi+1(Λ) =
1

φ2

+
1

φ2

K−1∑
k=0

[
E(k)
V ′(k)

]2
λ2
i

K−1∑
k=0

W 2
i (k)

≤ 1,

i = 1, 2 . . . , L. (4.49)

Consequently, the objective constrained geometric program for this problem is expressed as

follows:

CGP
def
= argmin

Λ
GII(Λ)

subject to



gII1 (Λ) ≤ 1,

...
...

gIIL+1(Λ) ≤ 1,

where λ1 > 0, · · ·, λL > 0. (4.50)
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The CGP stated by (4.50) can also be solved by our proposed algorithm in the appendix.

4.4 Simulation

An example is provided here for illustration. The original image (256 pixel × 256 pixels)

is shown in Figure 4.1 and three different watermarks (one Gaussian random sequence con-

sisting of 9,600 samples and two signature images) are embedded in it by employing the two

aforementioned watermarking techniques.

Figure 4.1: The original image.

The signal-to-noise ratio during signal transmission is set to be 60 dB. We arbitrarily set

ϕ1 = ϕ2 = 10 and φ1 = φ2 = 0.5. According to our proposed algorithm in the appendix,

we find the optimal scale-factors λopt
1 = 0.6, λopt

2 = 0.005, and λopt
3 = 0.002 for the Type-I
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Figure 4.2: The watermarked image using the
Type-I watermarking technique stated in Sec-
tion 4.2.1.

Figure 4.3: The watermarked image using the
Type-II watermarking technique stated in Sec-
tion 4.2.2.

watermarking scheme stated in Section 4.2.1 and the optimal scale-factors λopt
1 = 4× 10−3,

λopt
2 = 5 × 10−5, and λopt

3 = 2 × 10−5 for the Type-II watermarking scheme stated in

Section 4.2.2 to maximize SINRI
overall and SINRII

overall, respectively.

Based on the optimal linear spatial-frequency-domain watermarking techniques introduced

in Sections 4.2.1 and 4.2.2, we establish the watermarked image as depicted in Figures 4.2

and 4.3, respectively. After dewatermarking, we acquire the reconstructed subject image as

depicted in Figures 4.4 and 4.5 accordingly.

The extracted watermark quality for the Gaussian random sequence can be evaluated by

invoking the absolute value of the cross-correlation coefficient between the extracted water-

mark sequence and the original watermark sequence. This cross-correlation coefficient for

the ith watermark is given by

ρi
def
=

1
K

K−1∑
k=0

Wi(k)Wi(k)√
1
K

K−1∑
k=0

W 2
i (k)

√
1
K

K−1∑
k=0

W2
i (k)

. (4.51)
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Figure 4.4: The dewatermarked image using
the Type-I watermarking technique stated in
Section 4.2.1.

Figure 4.5: The dewatermarked image using
the Type-II watermarking technique stated in
Section 4.2.2.

The original and extracted watermark sequences W1(k) and W1(k) (the first 200 samples

only, k = 0, 1, . . . , 199) are shown in Figures 4.6 and 4.7. Figures 4.8, 4.9, 4.10 and 4.11

depict the extracted watermarks W2(k) and W3(k) resulting from the Type-I and Type-II

watermarking techniques.

According to these figures, the watermark injection does not cause much image quality degra-

dation and they can be extracted out easily at a satisfactory quality level. Based on the

definition in Eq. (4.51), we have |ρI1| = 0.91, |ρI2| = 0.93, |ρI3| = 0.93 from the Type-I water-

marking method and |ρII1 | = 0.99, |ρII2 | = 0.99, |ρII3 | = 0.99 from the Type-II watermarking

method, respectively. Note that the additional superscripts “I ” and “II ” to ρi are used to de-

note the watermarking types. In addition, we investigate the relation and the tradeoff among

the SINR of the subject image, the overall SINR, and the average SER for all watermarks.

We conduct the simulations for both Type-I and Type-II watermarking techniques. For

each type of watermarking technique, we compare two different choices of the scale-factors,

namely (i) λi, i = 1, 2, 3 to be randomly picked, and (ii) λi, i = 1, 2, 3 to be optimized using
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Figure 4.6: The original and extracted Gaus-
sian random sequence watermarks (the first
200 samples only, k = 0, 1, . . . , 199) using the
Type-I watermarking technique stated in Sec-
tion 4.2.1.
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Figure 4.7: The original and extracted Gaus-
sian random sequence watermarks (the first
200 samples only, k = 0, 1, . . . , 199) using the
Type-II watermarking technique stated in Sec-
tion 4.2.2.

Figure 4.8: The extracted signature water-
mark ”Barack Obama” using the Type-I wa-
termarking technique stated in Section 4.2.1.

Figure 4.9: The extracted signature water-
mark “John McCain” using the Type-I water-
marking technique stated in Section 4.2.1.

Figure 4.10: The extracted signature water-
mark ”Barack Obama” using the Type-I wa-
termarking technique stated in Section 4.2.2.

Figure 4.11: The extracted signature water-
mark “John McCain” using the Type-I water-
marking technique stated in Section 4.2.2.
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our proposed algorithm in the appendix. In Figure 4.12, we plot six signal quality mea-

sures for the Type-I watermarking method, namely the overall SINRs SINRoverall,ran(dB),

SINRoverall,opt(dB), the SINRs of the subject image SINRimage,ran(dB), SINRimage,opt(dB),

and the average SERs over all watermarks SERwm,ave,ran(dB), SERwm,ave,opt(dB) where the

last subscript of each measure (“ran” or “opt”) denotes the underlying scale-factor choice as

(i) or (ii).
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Figure 4.12: The signal quality measures versus signal-to-noise ratio resulting from the Type-I
watermarking technique stated in Section 4.2.1.

Note that the additional superscripts “I ” are attached to all these measures to denote the

watermarking type. In a similar manner, the signal quality measures for the Type-II water-

marking method instead are also delineated in Figure 4.13.

It can be found that our proposed optimal watermark injection scheme can help both Type-I

and Type-II methods to seek the “best tradeoff” between the SINR of the subject image
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Figure 4.13: The signal quality measures versus signal-to-noise ratio resulting from the Type-
II watermarking technique stated in Section 4.2.2.

and the average SER over all watermarks. This can be reflected by two phenomena in these

figures. First, the overall SINRs resulting from our proposed optimal scheme are superior to

those resulting from the randomly picked scale-factors. Second, the difference between the

SINR of the subject image and the average SER over all watermarks is much less when the

optimal scale-factors are used than when randomly picked scale-factors are used.

Finally in Figure 4.14, we depict the three a posteriori signal quality measures for the

Type-I watermarking method, namely SQI
apos,ran1

(dB), SQI
apos,ran2

(dB), and SQI
apos,opt(dB)

where the last subscript of each measure (“ran1”, “ran2”, or “opt”) denotes the underlying

scale-factor choice. Note that “ran1” and “ran2” denote two different sets of randomly

picked scale-factors while “opt” denotes the optimal scale-factors resulting from our proposed

optimization scheme. In a similar manner, the three a posteriori signal quality measures for

the Type-II watermarking method instead are also illustrated in Figure 4.14. According to
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Figure 4.14, it can be discovered that the a posteriori signal quality using our proposed

scheme is always the best for both watermarking techniques. Besides, the a posteriori signal

quality resulting from the Type-II watermarking technique is much better than that resulting

from the Type-I watermarking technique.
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Figure 4.14: The a posteriori signal quality measures versus signal-to-noise ratio for both
Type-I and Type-II watermarking methods.
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4.5 Conclusion

The scale-factor optimization problem in linear watermarking has been studied rigorously

in this chapter. We define the new tradeoff measures, namely overall signal-to-interference-

plus-noise ratio and a posteriori signal quality, as the crucial objectives of the two prevalent

linear watermarking schemes. Given the original image and the watermarks, one can optimize

the overall system performance by selecting the appropriate scale-factors according to our

proposed new method. We also transform this new scale-factor optimization problem into a

computationally-efficient constrained geometric programming problem. Thus, we can benefit

from the neat solution to this constrained geometric programming problem to facilitate a

novel optimal linear spatial-frequency-domain watermarking system.
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5. CONCLUSION

In this dissertation work, we focus on the linear identification research. We try to pro-

vide answers in theory and practice to the unsolved problems in this field. The outcomes

of this dissertation research can be reflected by the rigorous theoretical analysis and the

computationally-efficient algorithms.

Two prevalent applications of linear identification in wireless communications and signal

processing, namely DTV transmitter identification and digital watermarking, have been

tackled in this work. For the DTV transmitter identification, the sensitivity of transmitter

identification to different topologies and Kasami sequences with different lengths has been

investigated. A new measure to quantify the overall DTV system performance has been

proposed. Based on this new measure, the optimization of buried-ratios or injection-levels

has been carried out. Consequently, we have greatly simplified the injection-level optimiza-

tion problem through sophisticated mathematical manipulations. The ultimate optimization

algorithm we have achieved is very computationally-efficient and our proposed new TxID

technique, foreseeably, would be very useful for the next generation DTV industry in practice.

Moreover, digital watermarking techniques have also been investigated in this dissertation

work. We formulate and investigate the scale-factor optimization problem for the spatial-

frequency-domain multiple-watermarking systems. We define a new objective measure to

govern the tradeoff between the dewatermarked subject signal quality and the retrieved
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individual watermark qualities. Consequently, one can optimize the overall system perfor-

mance by selecting the appropriate scale-factors. Thus, we can benefit from a neat solution

and facilitate a new optimal linear spatial-frequency-domain watermarking system.

Furthermore, through rigorous mathematics, we show that the aforementioned optimization

problems can be transformed into a well-known constrained geometric programming problem.

According to the extended arithmetic-geometric mean inequality, the feasible solutions can

be undertaken easily. Therefore, we can benefit from the existing computationally-efficient

solutions to these transformed optimization problems and determine the appropriate buried-

ratios (injection-levels) and scale-factors.

Our scientific findings and engineering solutions would pose great impacts on digital ter-

restrial broadcasting industry and digital imaging applications. This dissertation can be

deemed as the first-ever attempt to seek the tradeoff objectives together with the efficient

optimal solutions for the linear identification problems in wireless communications and signal

processing. The future research, though predictably much more complicated, would be the

potential extension of the investigation to nonlinear identification.
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APPENDIX A: EXTENDED ARITHMETIC-GEOMETRIC MEAN
INEQUALITY AND CONSTRAINT GEOMETRIC PROGRAMMING

The adopted extended arithmetic-geometric mean inequality is presented here. Refer to [59]

for mathematical details. Suppose that x1, ..., xn are all positive numbers. If δ1, ..., δn are

the numbers that are either all positive or all zero and if η = δ1 + · · ·+ δn, then(
n∑

i=1

xi

)η

≥ ηη

[
n∏

i=1

(
xi

δi

)δi
]

(5.1)

under the conventions 00 = 1 and (xi/0)
0 = 1. The equality in (5.1) holds if and only if

δ1 = δ2 = ... = δn = 0 or

xi =
δi
η

(
n∑

j=1

xj

)
, (5.2)

for i = 1, . . . , n. The extended arithmetic-geometric mean inequality can be used to solve

the constrained geometric program. For a positive integer m, define a posynomial as

g(Λ)
def
=

n∑
i=1

ci

m∏
j=1

λ
αij

j (5.3)

over all possible Λ
def
= (λ1, . . . , λm) where λj > 0 for j = 1, . . . ,m, ci > 0 for i = 1, . . . , n, and

αij ∈ R for all i, j. R denotes the set of all real numbers.

Suppose that g0(Λ),g1(Λ),...,gk(Λ) are (k + 1) posynomials consisting of m positive real
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variables λ1, . . . , λm and Λ = (λ1, . . . , λm). Then the program

CGP
def
= min

Λ
g0(Λ)

subject to g1(Λ) ≤ 1, g2(Λ) ≤ 1, . . . , gk(Λ) ≤ 1,

where λ1 > 0, λ2 > 0, . . . , λm > 0 (5.4)

is called a constrained geometric program. For notional convenience, we denote the posyn-

omial ui(Λ) by

ui(Λ)
def
= ciλ

αi1
1 λαi2

2 · · ·λαim
m . (5.5)

Therefore, we can rewrite the CGP given by (5.4) as

CGP
def
= min

Λ
g0(Λ) = u1(Λ) + · · ·+ un0(Λ)

subject to



g1(Λ) = un0+1(Λ) + · · ·+ un1(Λ) ≤ 1,

...
...

...
...

gk(Λ) = unk−1+1(Λ) + · · ·+ unk
(Λ) ≤ 1,

where λ1 > 0, λ2 > 0, . . . , λm > 0, and nk = v. (5.6)

Note that v is a positive integer corresponding to the number of “uj(Λ)” terms such that

1 ≤ j ≤ v. We may denote the optimal solution Λopt def
= (λopt

1 , . . . , λopt
m ) which minimizes

g0(Λ). Then we can apply the extended arithmetic-geometric mean inequality given by (5.1)

for g0(Λ) and choose η = 1. It yields

g0(Λ) ≥
[
u1(Λ)

δ1

]δ1 [u2(Λ)

δ2

]δ2
· · ·
[
un0(Λ)

δn0

]δn0

, (5.7)
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where

δ1 + δ2 + · · ·+ δn0 = 1. (5.8)

For any η > 0, we re-employ (5.1) for g1(Λ) where [g1(Λ)]η ≤ 1. It yields

g0(Λ) ≥ g0(Λ)[g1(Λ)]η

≥ g0(Λ)ηη
[
un0+1(Λ)

δn0+1

]δn0+1

· · ·
[
un1(Λ)

δn1

]δn1

(5.9)

After applying the extended arithmetic-geometric mean inequality for g2(Λ), . . ., gk(Λ) in

the same manner as (5.9), we can achieve the ultimate inequality as

g0(Λ) ≥ C(δ1, . . . , δv) λα11δ1+···+αv1δv
1 · · ·λα1mδ1+···+αvmδv

m , (5.10)

where C(δ1, . . . , δv) is a function independent of λ1, . . . , λm. According to [59], when λ1, λ2,

. . ., λm are evaluated at the optimality (g0(Λ) is minimized), we need to enforce the following

identity

λα11δ1+···+αv1δv
1 = · · · = λα1mδ1+···+αvmδv

m = 1 (5.11)

such that 

α11δ1 + · · ·+ αv1δv = 0,

α12δ1 + · · ·+ αv2δv = 0,

...
...

...

α1mδ1 + · · ·+ αvmδv = 0.

(5.12)

Thus, we can consider the following dual constrained geometric program (DCGP), which is
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equivalent to CGP given by (5.6):

DCGP
def
= max

δ1,δ2,...,δv
C(δ1, . . . , δv) =

[
v∏

j=1

(
cj
δj

)δj
]

×
k∏

i=1

(δni−1+1 + · · ·+ δni
)δni−1+1+...+δni

subject to



δ1 + δ2 + · · ·+ δn0 = 1,

α11δ1 + · · ·+ αv1δv = 0,

α12δ1 + · · ·+ αv2δv = 0,

...
...

...

α1mδ1 + · · ·+ αvmδv = 0.

(5.13)

The function C(δ1, . . . , δv) in (5.13) is the dual objective function to the original objective

function g0(Λ) given by (5.6) and the constraints in DCGP are the dual constraints in CGP.

We may denote a vector ∆
def
= (δ1, . . . , δv). By simply solving the constraints in (5.13),

we can obtain a vector ∆opt = (δopt1 , . . . , δoptv ) which maximizes the dual objective function

C(δ1, . . . , δv)=C(∆) in the DCGP. From the Primal-Dual inequality (see [59]), if Λopt is

feasible for the CGP given by (5.6) and ∆opt is also feasible for the DCGP given by (5.13),

then

g0(Λ) ≥ g0(Λ
opt) = C(∆opt) ≥ C(∆). (5.14)

Therefore, we may invoke g0(Λ
opt) = C(∆opt) to reach the optimality for both CGP and

DCGP.
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APPENDIX B: OPTIMIZATION METHOD

According to [59], the entire optimization procedure can be simplified as follows:

Initialization:)

The numerical parameters in Eq. (5.4) are given.

Step 1:)

Invoke the following simultaneous equations to find the optimal solutions∆opt = (δopt1 , . . . , δoptv )

such that

δopt1 + δopt2 + · · ·+ δoptn0
= 1,

α11δ
opt
1 + · · ·+ αv1δ

opt
v = 0,

α12δ
opt
1 + · · ·+ αv2δ

opt
v = 0,

...
...

...

α1mδ
opt
1 + · · ·+ αvmδ

opt
v = 0.

(5.15)

Step 2:)

Invoke the following equations to find the optimal solutions Λopt = (λopt
1 , . . . , λopt

m ):

η ui(Λ
opt)

δopti

= C(∆opt), i = 1, . . . , n0,

ui(Λ
opt)

δopti

= ε1, i = n0 + 1, . . . , n1,

...
...

...

ui(Λ
opt)

δopti

= εk, i = nk−1 + 1, . . . , nk = v,

(5.16)

where ε1, . . ., εk are the unknown numbers to be determined as well. 2
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Note that there are (m + k) unknowns to be determined by k + 1 simultaneous equations

in (5.16). Hence there might not exist any feasible solution or might exist multiple solutions

for Λopt. However, from our experience in adopting this optimization procedure, the unique

optimal solution Λopt is achieved very often, especially for a few unknowns.
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