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Civil and Environmental Engineering Department

River plumes are critical to the exchange of suspended particulate matter (SPM) between nearshore

regions and shelf seas. These exchanges contribute fundamentally to the health and function of the

coastal ecosystem, and have important implications for the overall sediment and biomass budgets.

The physical processes that determine these exchanges depend on the dynamical characteristics

of the river plume, which are largely affected by the freshwater input, water depth and the tidal

flow, among many other factors. Here, we present field measurements and numerical modeling of

hydrodynamics and sediment transport in order to investigate the dynamics of cross-shore exchange

processes along a shallow river plume system.

Measurements from moorings and bottom frames along the Rhine region of freshwater influence

(ROFI) are used to evaluate the importance of baroclinic (stratified) and barotropic (unstratified)

dynamics on the cross-shore transport of fine sediments, in a site located 10 km north of the river

mouth. These measurements allowed for the evaluation of sediment transport dynamics over a wide

range of stratification, wind, wave and tidal conditions. Both barotropic and baroclinic processes

are found to be relevant for the cross-shore transport of fines at depth. The observations suggest

that wind and wave-driven transport during storms tends move fine sediment offshore, while calmer,

more stratified conditions move it back onshore.



Data collected during an intense 2-day storm are used to document the occurrence of a wave-

supported gravity flow (WSGF) in a shallow inner shelf site along the Rhine ROFI. These ob-

servations are the first to document a WSGF on a predominantly sandy environment; previous

observations had been restricted to muddy shelf deposits with very fine particle size distributions.

The observed WSGF dynamics support previous studies regarding the use of a friction-buoyancy

balance, and suggest that the same balance can be used on sandy seabeds. The offshore transport

associated with the WSGF was much higher than other modes of transport, such as the suspended

transport in the upper water column or the bedload, highlighting the importance of these events

to cross-shelf transport and morphological evolution on inner-shelf regions. The occurrence of a

WSGF under conditions unique from previous observations suggest that WSGF may occur in a

much wider range of shelf locations than previously thought.

In the Rhine, the tidal flow interacts with the cross-shore density gradients to generate tidal strain-

ing. The influence of tidal straining in the generation of a turbidity maximum zone (TMZ) along

the Rhine ROFI is investigated using idealized numerical simulations. Tidal straining leads to

cross-shore sediment convergence and the formation of a nearshore TMZ, that is detached from the

coastline and confined to the near-bed region. Subtidal landward sediment fluxes are created by

asymmetries in vertical mixing between the stratifying and de-stratifying phases of the tidal cycle.

Model simulations show the development of a coastal TMZ for a wide range of horizontal density

gradients, latitudes and settling velocity of bed sediments, suggesting that this phenomena is not

limited to the Rhine ROFI. A parameter space for the occurrence of tidal straining and a coastal

turbidity maximum is proposed in terms of a horizontal Richardson number and a Stokes number.

Lastly, near-bed turbulence and bedform measurements are used to investigate the influence of bed

roughness in the estimation of bed shear stress under the influence of large waves and currents. Di-

rect measurements of the near-bed Reynolds stresses are compared to bed stress estimates obtained

from a 1D bottom boundary layer model that accounts for wave-current interaction. Model-derived

bed stresses compare well with measurements when field measurements of bedform dimensions are



incorporated into the model calculations. The use of standard bedform predictors based on bulk

wave properties results in a severe overestimation of the bed stresses at this particular site. We

find that the combination of a time-dependent bedform evolution model and a 1D wave-current

boundary layer model provides a simple approach that allows improved bed stress estimates in

cases where bedform data is not available. Estimates of bed stresses and measured vertical turbu-

lent sediment fluxes are then incorporated into a linear erosion formulation to obtain field-based

estimates of the critical stress for erosion and resuspension constant.
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Chapter 1

INTRODUCTION

1.1 Motivation

Rivers deliver significant amounts of freshwater, sediment, terrestrial nutrients, biomass and con-

taminants to the coastal ocean (Milliman and Syvitski , 1992), creating buoyant plumes that become

the interface between rivers and continental shelf seas. These buoyant plumes can flow along the

coast for tens of kilometers (Simpson et al., 1993; Fong and Geyer , 2001; Horner-Devine et al.,

2015), altering the structure of the coastal ecosystem and determining the final fate of terrestrial

material. A detailed understanding of the physical processes that govern the spatial and temporal

variability of the dynamics of these regions has important consequences regarding the management

of coastal resources, in both short and long term timescales. On short timescales, for example,

stratification resulting from riverine freshwater may inhibit the vertical transport of substances

such as oxygen and nutrients, affecting the distribution of biota along the coast (Joordens et al.,

2001; Hickey et al., 2010; van der Hout et al., 2017). On longer timescales, the flow in these regions

controls the net export of sediment to the outer shelf and exerts control on the morphology of

coastal regions (Milliman and Meade, 1983; Geyer et al., 2004; Souza et al., 2007).

River plumes are extremely complex and dynamical regions, which are affected by freshwater dis-

charge, tidal amplitude, coastline bathymetry, ocean currents, winds and Earth’s rotation (Simpson,

1997; Horner-Devine et al., 2015). As rivers drain watersheds all over the globe, they are very com-

mon features along coastlines worldwide. Around forty percent of the global population lives within

100 kilometers of a coast 1, and a large percentage of that population will have regular access to

coastal zones that are located close to an estuary and are thus influenced by a river plume. As

human population grows near these regions, the pressure on river-estuary-plume systems increases

1United Nations, http://www.un.org/esa/sustdev/natlinfo/indicators/methodology sheets/oceans seas coasts/
pop coastal areas.pdf
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substantially. The rate at which waste water discharge, fertilizers and agricultural products are

discharged into the coastal ecosystem to accommodate the evolving needs of a growing population

is increased. Direct human intervention, such as the construction of dams, the implementation

of coastal engineering projects and dredging on estuarine or coastal waterways, is becoming more

frequent. Being able to predict the impact of such interventions becomes a necessity to sustainably

manage coastal areas, as they have the potential to alter the ambient transport pathways and mod-

ify the distribution of biomass and sediments. From a societal standpoint, and in light of current

trends that suggest that populations in coastal zones will continue to grow, understanding how

human activity shapes the coastal ecosystem and its resources is very relevant. Those effects can

be understood in terms of the hydrodynamics and associated transport processes in rivers, estuaries

and river plumes.

Among all processes that occur in the coastal ocean, the transport of suspended particulate matter

(SPM) contributes fundamentally to the health and function of the coastal ecosystem. The impact

of river plume processes on SPM dynamics has gained much relevance over the last few decades

in light of the pressure that large-scale engineering projects have exerted on the morphodynamics

of coastal areas, and, additionally, due to the undesirable effects of climate change and sea-level

rise. SPM regimes in river plumes are different from those of wave-dominated environments in the

nearshore and those of outer shelf seas. The density difference between riverine and salt water has

important consequences on the delivery, transport and ultimate fate of the terrigenous sediment

(Geyer et al., 2004). Due to processes such as settling, aggregation and flocculation, the pathways

of sediments are different than those of riverine freshwater and are frequently much more complex.

Sediments can be trapped in frontal zones, either in the estuary or on the shelf, which may often

lead to large increases in suspended sediment concentrations (Jay and Smith, 1990; Geyer et al.,

2004; Souza et al., 2007; Amoudry and Souza, 2011). Stratification leads to the suppression of tur-

bulence at the pycnocline (Geyer , 1993; de Nijs et al., 2010), which inhibits vertical diffusion and

traps suspended matter in regions close to the bed (Souza et al., 2007). As a consequence, sediment

transport in river-influenced regions is often dominated by near-bottom fluxes (Geyer et al., 2004;

Traykovski , 2007), suggesting that near-bed measurements are required to avoid erroneous conclu-

sions about the magnitude and direction of transport, and about the physical processes responsible
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for the transport. This relates not only to sediments, but also to contaminants, nutrients, organic

carbon, plankton and chlorophyll-a (Joordens et al., 2001; Hickey et al., 2010; Souza and Lane,

2013; van der Hout et al., 2017).

Despite the progress achieved in the research of SPM transport in river-dominated environments,

much remains to be understood before we can unequivocally predict the magnitude of fluxes and

depositional patterns on coastal regions. Each river system is different and different physical pro-

cesses may dominate depending on freshwater discharge, sediment load, sedimentary environment

and water depth, among many other factors. Furthermore, transport processes may vary within a

river plume system depending on the location with respect to the mouth of the estuary (Horner-

Devine et al., 2015).

In this thesis, we aim to contribute to the understanding of sediment transport dynamics in shallow,

frictional river plumes, which are commonly referred to as regions of freshwater influence (ROFIs,

(Simpson, 1997)). The fundamental questions we investigate are motivated by the need to better

understand the physical mechanisms that lead to cross-shore sediment fluxes, which enable the

exchange of SPM between the near-shore and the inner (and outer) shelf region. These mechanisms

may determine whether SPM accumulates in the coastal system or is exported to the abyssal ocean,

and thus play a key role in understanding the overall source to sink sediment budget.

1.2 Regions of freshwater influence

On a global scale, ROFIs represent an important component of the shelf sea environment (Simpson,

1997), and, consequently, the study of the dynamics of sediment transport and dispersal in these

systems is relevant for human life. The formal definition of a ROFI was first provided by Simpson

(1997): The region between the shelf sea regime and the estuary where the local input of freshwater

buoyancy from the coastal source is comparable with, or exceeds, the seasonal input of buoyancy as

heat which occurs all over the shelf. The distinctive feature of all ROFI systems is then the input

of significant amounts of buoyancy as freshwater from one large river, multiple smaller rivers or a

combination of river systems of different sizes.
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Upon exiting the river mouth, the influence of Earth’s rotation turns riverine freshwater anti-

cyclonically and generates a classical buoyant current that flows with the coast to its right (in the

Northern hemisphere). In ROFIs, water column structure (density and currents) is the result of

the competition between the stratifying influence of the baroclinic flow and the stirring (mixing)

effect induced by the tides, waves and winds. As these forcing conditions can change their intensity

rapidly, ROFI systems may switch between stratified and vertically mixed conditions on relatively

short timescales when compared to outer shelf seas (Simpson et al., 1993; Souza and Simpson,

1996). An important and predictable component of the stratification-stirring competition is the

tidal flow, which tends to induce a fortnightly (14.5 days) variation in stratification due to the

spring-neap cycle. The fortnightly variation in water column stability has been extensively doc-

umented in ROFI systems such as Liverpool Bay (Simpson et al., 1990; Simpson, 1997) and the

Rhine (Simpson et al., 1993; Simpson and Souza, 1995; Souza et al., 1997).

In addition to the fortnightly cycle that is imposed by the tides, which can be randomly modified

by waves and winds (Simpson and Souza, 1995; Souza and Simpson, 1997), the tidal straining

mechanism induces marked semi-diurnal oscillations in stratification (Simpson et al., 1990; Simp-

son and Souza, 1995; Rippeth et al., 2001). Tidal straining corresponds to the interaction between

the tidal shear and the horizontal density gradients, which act to alternately induce and destroy

stratification (Simpson et al., 1990). Observation of semi-diurnal oscillations in stratification, in

which the water column may vary between a well-mixed state and stratified within a single tidal

cycle, are characteristic features of the Liverpool Bay ROFI (Simpson et al., 1990; Rippeth et al.,

2001; Verspecht et al., 2009a) and the Rhine ROFI (Simpson and Souza, 1995; De Boer et al.,

2008). Overall, the structure of density and currents in ROFIs involves a complex superposition of

processes that can vary on a wide range of timescales. These processes will, in turn, condition the

mechanisms by which sediments are transported and distributed in ROFI systems.

In this work we are concerned with ROFI systems that have a strong interaction with the bottom,

and that can be classified as bottom attached plumes (Geyer et al., 2004; Yankovsky and Chapman,

1997). Bottom friction is important in these systems, and is one the most relevant dynamical pa-

rameters that control, for example, the cross-shore scale of the plume (Horner-Devine et al., 2015),
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the inhibition of instabilities (Münchow and Garvine, 1993) and the distribution of suspended sed-

iments (Pietrzak et al., 2011). Bottom attached plumes can potentially carry sediments further

away than the limits dictated by particle settling, since turbulence arising from bottom stresses can

maintain sediments in the water column for long periods of time (Geyer et al., 2004). In general,

the baroclinic flow does not generate appreciable bottom stresses (Chapman and Lentz , 1994; Geyer

et al., 2004), and the energy that enables sediment resuspension in shallow shelf environments often

comes from the tidal flow. Tidally-induced bed stresses are a key component of sediment transport

dynamics in bottom-attached systems (Jones et al., 1996; Geyer et al., 2004; Pietrzak et al., 2011).

In ROFIs, the buoyancy input competes with the mixing induced by the tides, winds and waves

to establish stratification. The tide, wind and wave mixing also compete with particle settling to

maintain fine sediment in the water column. The instantaneous movement of sediments in shallow

regions is usually related to the tidal flow and wave forcing, however, the long term transport

in ROFIs is typically a result of residual currents and turbulent dispersion processes which are

significantly modified by the density-driven circulation (Souza and Lane, 2013). An important

consequence of density gradients in ROFIs is the generation of subtidal (low frequency) landward

sediment fluxes (Burchard et al., 2008; Souza and Lane, 2013), which may result in regions of

sediment convergence and high suspended sediment concentrations.

1.3 The Rhine region of freshwater influence

In this thesis, we focus our attention on the ROFI generated by the second largest river in Eu-

rope, the Rhine River. The Rhine discharges an average of 2500 m3s−1 into the southern North Sea

(Figure 1.1), sustaining an extensive ROFI that has important implications for water column struc-

ture and dynamics along the Dutch coast (Simpson and Souza, 1995). The Rhine ROFI typically

spans approximately 20 km in the cross-shore direction and it extends for over 100 km downstream

(northwards) from the river mouth (Simpson et al., 1993; De Boer , 2009).

The most energetic driving force in the North Sea is the semi-diurnal tide, which interacts with

the density field set by the ROFI creating a complex current structure (Simpson, 1997). Simpson

et al. (1993) identified that the Rhine ROFI shows variations in stratification primarily at two
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Figure 1.1: Sea surface temperature signal corresponding to the Rhine region of freshwater influence

along the Dutch coast. Adapter from De Boer (2009). Inset shows the location of The Netherlands.

time scales, fortnightly and semi-diurnal, which are determined by tidal mixing and tidal straining,

respectively. The ROFI is typically well mixed during energetic periods, such as spring tides or

storms, and is stratified during low energy periods, such as neap tides.

The semi-diurnal variations in stratification are associated with the interaction between the tidal

wave and the density field (Simpson and Souza, 1995). In this region of the North Sea, the tide

behaves as a progressive Kelvin wave, hence it propagates parallel to the coast with tidal velocities

in phase with tidal elevation. During well-mixed periods, tidal velocities are rectilinear and they do
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not interact with the dominant cross-shore density gradient (Visser et al., 1994; Souza and Simp-

son, 1997). During periods of vertical stratification, the tidal current patterns are modified and

tidal ellipses become more circular, with counter-rotating top and bottom currents. This generates

a strong cross-shore shear, that is able to interact with the cross-shore density gradients to create

and destroy stratification (Visser et al., 1994; Simpson and Souza, 1995).

In order to understand how the counter-rotating tidal ellipses are generated, it is useful to decompose

the tidal currents into cyclonic and anticyclonic rotary components, R+ and R−, respectively, each

one having a boundary layer height given by (Prandle, 1982; Souza, 2013)

δ± ∼
C0U∗
ω ± f

(1.1)

where C0 is a constant (Souza, 2013), U∗ is the bottom friction velocity, ω is the tidal frequency

(M2 component) and f is the Coriolis parameter. At mid-latitudes, ω ≈ f , which results in an

anticyclonic boundary layer that is much greater than the cyclonic boundary layer (Visser et al.,

1994; Souza et al., 1997),

δ−
δ+
∼ 3 (1.2)

In the Rhine ROFI, the anticyclonic boundary layer is typically greater than water depth, i.e.,

δ− > h. The rotary velocity components for the case of a well-mixed water column are shown in

Figure 1.2a. The cyclonic component reaches its free stream velocity close to the bottom, whereas

the anticyclonic component, which has a much greater boundary layer, is not able to reach its

free stream velocity. In the presence of stratification and a pycnocline (Figure 1.2b), the cyclonic

component is not modified. Due to the suppression of turbulence at the pycnocline, the bottom

and upper layers become dynamically decoupled, which results in a modification of the anticyclonic

component velocity component (Visser et al., 1994; Verspecht et al., 2010). As the upper layer

does not feel bottom friction anymore, the anticyclonic component is free to reach its free stream

velocity, which increases the anticyclonic character of surface currents. In response to the increase

in anticyclonic rotation of the surface currents, the bottom currents gain cyclonic rotation in order

to maintain a zero depth-averaged cross-shore flow due to the proximity of the coastal wall (Visser
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Figure 1.2: Schematic of cyclonic (R+, red line) and anticyclonic (R−, blue line) tidal current

components for a) a well-mixed water column and b) a stratified water column.

et al., 1994) (Figure 1.2b).

The modification of tidal currents by stratification leads to the development of a strong cross-shore

shear that interacts with the cross-shore density gradient to induce and destroy stratification (Simp-

son et al., 1990; Simpson and Souza, 1995; Souza and James, 1996; Souza et al., 2008). Figure 1.3b

shows the near-bottom tidal ellipse, where the cyclonic rotation results in onshore flow occurring

from low water (LW) to high water (HW), and offshore flow occurring from HW to LW. The inter-

action of the tidal flow with the cross-shore density gradients is shown in Figure 1.3c. In the Rhine,

minimum stratification occurs at LW (Simpson and Souza, 1995; De Boer et al., 2006). From LW

to HW, stratification is generated by the interaction of the cross-shore velocity profile and the cross-

shore density gradients. In the near-bed region, denser waters are moved over less dense waters by

the onshore flow, while in the upper water column the offshore currents move lighter water over

denser water. Maximum water column stratification is reached at HW (Simpson and Souza, 1995).

From HW to LW, the cycle reverses and stratification is destroyed, and minimum stratification

occurs again at LW. The interaction between the tidal shear and the horizontal density gradients

that results in variations in stratification at the tidal frequency has been termed strain-induced
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periodic stratification (SIPS; Simpson et al. (1990)) and is a characteristic feature of the Rhine

ROFI. The cross-shore tidal straining mechanism shown in Figure 1.3 has been demonstrated to

dominate the variations in stratification in the far field of the Rhine (Simpson and Souza, 1995;

De Boer et al., 2008).

The Rhine ROFI has been extensively studied, with most of the research centered around the

structure of tidal currents (Visser et al., 1994; Souza and Simpson, 1997; De Boer et al., 2006),

variability in stratification (Simpson and Souza, 1995; De Boer et al., 2008; Rijnsburger et al., 2016)

and the interactions between turbulence, stratification and mixing (Fisher et al., 2002; Souza et al.,

2008; Fischer et al., 2009). The effects of these dynamics on SPM patterns and transport processes

have been relatively less studied. However, measurements along the Rhine have shown the effects

of stratification on the distribution and sinking rates of chlorophyll and plankton (Joordens et al.,

2001; Peperzak et al., 2003). Similarly, ROFI stratification is found to play an important role on the

distribution of suspended sediments on both short and long timescales (Jones et al., 1996; Pietrzak

et al., 2011).

As river plumes are formed by regions that are dynamically very different (Horner-Devine et al.,

2015), it follows that the sediment transport processes can differ significantly between them. In

the near and mid-field regions of the Rhine ROFI, the onshore propagation of freshwater lenses

that are periodically ejected from the estuary (Rijnsburger et al., 2018) leads to offshore fluxes of

fine sediments in the lower half of the water column (Horner-Devine et al., 2017). On the other

hand, in a study site located 80 km north of the river mouth, van der Hout et al. (2015) reported a

persistent mid-shelf turbidity maximum zone (TMZ) with peak concentrations located 1.251.5 km

from the coast. Additional observations along the Dutch coast (Van Alphen, 1990; Simpson et al.,

1993; Joordens et al., 2001), suggest that this coastal TMZ may extend all over the ROFI.

This TMZ is undoubtedly the main feature of fine sediment dynamics along the Rhine ROFI,

and several mechanisms have been hypothesized to contribute to its formation and maintenance

(Visser et al., 1991; van der Hout et al., 2015). In this thesis, we discuss two of them extensively:

the downslope (offshore) movement of gravity-driven sediment flows (see Chapter 3) and cross-
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Figure 1.3: Schematics of the cross-shore tidal straining mechanism along the Rhine ROFI. (a) Cy-

clonic (R+, red line) and anticyclonic (R−, blue line) tidal current components for a stratified water

column. (b) Near-bottom tidal ellipse, which rotates cyclonically (anti-clockwise in the Northern

Hemisphere) (c) Cross-shore straining mechanism. Colors are associated to water density (darker

is denser). ∆S refers to top-bottom salinity difference. LW: low water (peak ebb), HW: high water

(peak flood). The cross-shore tidal shear resulting from the modification of tidal ellipses interacts

with the horizontal density gradient to create and destroy stratification at the tidal frequency.
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shore tidal straining (see Chapter 4). We also discuss mechanisms leading to cross-shore sediment

transport in the mid-field region of the ROFI, in particular, the interplay between the effects of

storms and stratified periods (see Chapter 2).

1.4 Thesis outline

This thesis is largely based on field measurements taken during the STRAINS (STRAtification Im-

pacts on Nearshore Sediment transport) campaign in September-October 2014, at a site located 10

km north of the Rhine River mouth. These measurements are presented in the following chapters,

and included detailed time series of tidal currents, salinity, suspended sediment concentrations and

near-bed turbulence and morphology. In Chapter 2, we use field measurements to evaluate the

impact of storms and water column stratification on the cross-shore transport of fine sediments in

the mid-field plume region of the Rhine ROFI. The relevance of barotropic and baroclinic processes

is discussed, and the dominant modes of transport are identified. This chapter has been reproduced

with minor changes from,

Flores, R.P., Rijnsburger, S., HornerDevine, A.R., Souza, A.J. and Pietrzak, J.D., 2017. The

impact of storms and stratification on sediment transport in the Rhine region of freshwater

influence. Journal of Geophysical Research: Oceans, 122(5), pp.4456-4477.

In Chapter 3, we document the occurrence of a wave supported gravity-driven flow (WSGF) during

an intense 2-day storm. These observations are the first to show the occurrence of a WSGF on a

predominantly sandy seabed. The dynamics of the WSGF is discussed and the field data is com-

pared against theoretical predictions. Different approaches to the modeling of WSGF are discussed

in terms of their applicability on sandy sites. The contents of this chapter have been reproduced

with minor changes from,

Flores, R. P., Rijnsburger, S., Meirelles, S., Horner-Devine, A. R., Souza, A. J., Pietrzak,

J. D., et al. (2018). Wave generation of gravity-driven sediment flows on a predominantly

sandy seabed. Geophysical Research Letters, 45. https://doi.org/10.1029/2018GL077936.
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Chapter 4 presents results from an idealized numerical model in order to investigate the influence

of tidal straining in the generation of a coastal turbidity maximum zone along the Rhine ROFI.

The physical mechanisms leading to cross-shore sediment convergence are discussed, and a param-

eter space for the occurrence of tidal straining and a coastal TMZ is provided in terms of density

gradients and the Coriolis parameter as a function of latitude.

Chapter 5 presents near-bed turbulence and bedform measurements collected during the STRAINS

campaign. The effects of bedforms on the estimation of bottom stress are discussed, and a method-

ology (based on existing models) to incorporate non-equilibrium bedform dynamics into bed stress

calculations is outlined. Fine sediment resuspension dynamics are discussed in terms of the vertical

turbulent sediment fluxes.

Lastly, Chapter 6 provides a summary and a discussion of future directions on these topics.
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Chapter 2

THE INFLUENCE OF STORMS AND STRATIFICATION ON SUSPENDED
SEDIMENT TRANSPORT IN THE RHINE REGION OF FRESHWATER

INFLUENCE

2.1 Introduction

Rivers deliver significant amounts of freshwater and sediment to the ocean (Dagg et al., 2004; Milli-

man and Syvitski , 1992), creating buoyant plumes that become the interface between estuaries and

continental shelf seas. Upon exiting the estuary, the influence of Earth’s rotation eventually turns

riverine freshwater anti-cyclonically (to the right in the Northern hemisphere), establishing a nar-

row current that can flow tens of kilometers along the coast (Fong and Geyer , 2001, 2002; Pietrzak

et al., 2002; Horner-Devine et al., 2015). Consequently, river plumes are critical in determining

the advection, dispersion and redistribution of sediments, pollutants and biota, thus controlling

primary productivity and several other environmental issues in coastal regions.

Circulation dynamics in river plumes are largely baroclinic and vary significantly according to river-

ine freshwater discharge, tidal amplitude, coastline geometry, ocean currents, wind stress and the

effect of Earth’s rotation (Horner-Devine et al., 2015). In shallow tidal systems, such as the Rhine

(Simpson, 1997) or Liverpool Bay (Verspecht et al., 2009a, 2010), bottom friction is also relevant

by setting the cross-shore extension of the plume and the scale of the bottom boundary layer, which

can often influence a large portion of the water column. These systems are often referred to as

Regions of Freshwater Influence (ROFIs). In these systems, tidal current structure and the vertical

distribution of SPM (Suspended Particulate Matter) responds directly to the onset and destruction

of stratification, which in turn is determined by the interaction between the freshwater plume and

tidal, wind and wave mixing processes (Simpson and Souza, 1995; Visser et al., 1994; Joordens

et al., 2001; Peperzak et al., 2003).

The outflow discharge from the Rhine river into the shallow and highly energetic coastal areas of
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the Southern North Sea sustains a large ROFI, that extends for over 100 km along the Dutch coast

and, on average, remains concentrated within a 20 km-wide coastal strip (De Kok , 1996; Pietrzak

et al., 2011). Three main dynamical regions can be distinguished (Garvine, 1984; Hetland , 2005;

Horner-Devine et al., 2009, 2015): the near-field, where the momentum of the plume layer dom-

inates over its buoyancy, the mid-field, where Earth’s rotation begins to dominate and turns the

plume in the down coast direction, and the far-field, where a buoyant density current has been

established flowing parallel to the coast towards the northeast. Physical processes leading to the

switching of stratification, the modification of tidal currents and mid-shelf sediment accumulation

have been extensively studied in the far-field (Simpson and Souza, 1995; van der Hout et al., 2015;

De Boer et al., 2006; Rijnsburger et al., 2016), where cross-shore tidal straining (Simpson et al.,

1990) plays a key role. Closer to the river mouth, in the mid-field region, the tidal advection of

freshwater lenses strongly modifies stratification and current patterns from those observed in the

far-field (Van Alphen et al., 1988; Horner-Devine et al., 2017), with effects on transport processes

that have not yet been fully investigated.

The potential impact of river plume processes on SPM transport dynamics has gained much rel-

evance over the last few decades, especially in light of the pressure that large-scale engineering

projects have exerted on the morphodynamics of coastal areas. For the particular case of the

Dutch coast, the completion of the Sand Engine (Stive et al., 2013; de Schipper et al., 2016) in

2011 and the construction of an extension of the Port of Rotterdam have introduced modifications

to the morphology of the coastline and nearshore SPM transport patterns. The Sand Engine is a

21.5 million m3 sand nourishment located 10 km north of the Rhine River mouth, built to protect

the beaches and dunes along the Dutch coast from erosion and provide a defence to flooding of the

low-lying lands of The Netherlands (Stive et al., 2013).

SPM regimes in river plumes are different from those of wave-dominated environments in the

nearshore and those of shelf seas. Stratification leads to the suppression of turbulence at the py-

cnocline (Geyer , 1993; de Nijs et al., 2010), trapping suspended matter below it. The continuous

change between stratified and well-mixed conditions in shallow river plumes, such as the Rhine,

complicates the task of inferring subsurface SPM fluxes from remote sensing data or surface mea-
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surements (Pietrzak et al., 2011; van der Hout et al., 2015). Geyer et al. (2004) concluded that

sediment transport in river-influenced regions is often dominated by near-bottom fluxes, which sug-

gests that near-bed measurements are required to avoid erroneous conclusions about the magnitude

and direction of transport.

In this chapter, we will present field measurements taken 1 km offshore and 10 km north from the

Rhine River mouth (in the vicinity of the Sand Engine) in order to investigate the sediment fluxes

in a shallow mid-field plume region, a region strongly influenced by the propagation of tidally-

generated freshwater lenses as well as processes characteristic of the far-field. We give a global

description of sediment dynamics in the inner shelf region of the ROFI and their response to storms

(barotropic) and stratified (barocilinic) periods. The analysis is focused on the identification of the

underlying physical mechanisms that determine the direction and intensity of sediment transport,

emphasizing near-bottom dynamics that are dominated by higher concentrations and larger particle

sizes relevant for coastal morphodynamics. The chapter is organized as follows: Section 2.2 gives

an overview of previous work that is relevant for the analysis we present in this study. Section

2.3 describes the measurements, conditions and methods. Density, current structure, suspended

sediment concentrations and results for the suspended sediment fluxes are presented in Section 2.4.

Section 2.5 presents a discussion of the findings and the role of stratification on transport processes

in the mid-field region of the Rhine ROFI, and Section 2.6 presents the conclusions.

2.2 Background

Processes leading to SPM transport in the Rhine ROFI are strongly tied to density stratification

patterns (van der Hout et al., 2015; Joordens et al., 2001). Variations in stability of the Rhine

ROFI occur at different timescales (Simpson et al., 1993; Simpson, 1997). The fortnightly cycle

of the tides imposes a predictable variation in the tidal mixing component, that is reflected in a

neap-spring time scale variation in stratification. Superimposed on tidal processes, the variability

in wind and wave forcing, along with a time-dependent river discharge often produce sources of

stratification variability in a much shorter timescale.

Observations in the far-field of the Rhine ROFI ( 40-80 km from the river mouth) show a semi-
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diurnal variation during periods of stratification (Simpson et al., 1993; Simpson and Souza, 1995).

In this region of the North Sea, the tide is dominated by the M2 semidiurnal component and is well

described by a progressive Kelvin wave traveling to the northeast, with tidal velocities in phase

with tidal elevation. Tidal straining results from the interaction of the tidal shear with the hor-

izontal density gradients, alternately inducing and destroying stratification at the tidal frequency

(Simpson et al., 1990). Stratification develops during during the flood, reaching its maximum at

local high water (De Boer et al., 2006). The process is reversed during the ebb tide, such that

minimum stratification occurs at low water. Strain-induced stratification requires the occurrence

of strong cross-shore exchange currents, which cannot come from the barotropic tidal currents that

tend to be parallel to the coast. The generation of strong cross-shore currents is explained by

the modification of tidal ellipses due to the effect of stratification (Visser et al., 1994; Verspecht

et al., 2010). Tidal current vectors show elliptical trajectories in the horizontal plane, and can be

decomposed in two counter-rotating phasors (Prandle, 1982). Following Ekman dynamics, the one

that rotates opposite to Earth’s rotation has a much greater boundary layer thickness than the

component that rotates in the same direction as the Earth. The onset of stratification decouples

the water column at the pycnocline by reducing the eddy viscosity (Visser et al., 1994), and the

upper layer is free to move under the barotropic forcing. This increases the amplitude of clockwise

(anti-cyclonic) currents at the surface with respect to the unstratified case. Due to the proximity

of the coast, near-bottom currents become more cyclonic such that at any time the depth-averaged

cross-shore velocity is zero because of continuity constraints (De Boer et al., 2006). This combined

effect creates a strongly sheared cross-shore flow, with cross-shore currents that show 180◦ phase

difference between the surface and bottom, and maximum stratification is achieved at times of the

maximum relative displacement between the lower and upper layers. Simpson and Souza (1995)

first realized the two-way interaction between the cross-shore density gradients and semidiurnal

counter-rotating currents in the Rhine ROFI.

In this work we refer to tidal straining as the generation of counter-rotating tidal ellipses by vertical

stratification, resulting in the cross-shore tilting of the isopycnals (Visser et al., 1994; Simpson and

Souza, 1995). In the Rhine ROFI there are several other straining mechanisms that contribute to

the generation of stratification and transport processes, which are described in detail in De Boer
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et al. (2008). Our definition of tidal straining corresponds to the term Sx in De Boer et al. (2008)

and Rijnsburger et al. (2016).

In the absence of stratification (barotropic conditions), Earth’s rotation induces small ellipticities

that result in cross-shore currents during both neap and spring tides (De Boer et al., 2006). It is

important to note that these cross-shore currents are just a small fraction of the dominant along-

shore velocities, but still allow for cross-shore exchange during energetic storm periods with strong

wind and wave mixing.

Closer to the river mouth, additional processes generate different stratification and current patterns

from those observed in the far-field (Van Alphen et al., 1988; De Boer et al., 2008). The discharge

of the Rhine River is strongly modulated by the semidiurnal tidal wave propagating into the estu-

ary. Consequently, freshwater enters the coastal zone as a series of periodic pulses released during

ebb tide (de Ruijter et al., 1997) generating strong fronts on their boundaries that are similar to

tidal plume fronts observed in other systems, such as the Connecticut (Garvine, 1974, 1977) and

Columbia (Horner-Devine et al., 2009) River plumes. Freshwater lenses have been observed to

propagate northeastwards along the Dutch coast at velocities up to 0.5 ms−1, while undergoing

strong mixing and deformation before being incorporated to the plume (de Ruijter et al., 1997).

Fronts have also been observed to propagate all the way to the beach generating rapid current

responses in the lower layer (Horner-Devine et al., 2017), in addition to strong density gradients in

time and space.

In the mid-field region, the frontal processes characteristic to the near-field and the tidal straining

processes characteristic of the far-field interact, as shown by De Boer et al. (2008). Moreover, the

counter-rotating velocity field generated by tidal straining results in the onshore and offshore advec-

tion of the entire ROFI, generating a periodic front that is displaced by over 7 km each tidal cycle

(Simpson and Souza, 1995) that interacts with the ejected freshwater lenses. This interaction likely

results in asymmetric processes driven by the timing of the freshwater lenses, with the potential of

impacting cross-shore exchange.
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Cross-shore circulation patterns and associated transport processes are also influenced by wind

forcing, especially during storms. In recent years, cross-shelf winds have been shown to generate

cross-shore exchange flows aligned with the wind stress in shallow inner shelf regions where the

surface and bottom boundary layers overlap (Lentz , 1995; Lentz and Fewings, 2012). Fewings et al.

(2008) demonstrated that alongshore winds at a location in 12m of water do not drive substantial

cross-shelf circulation (as opposed to the mid and outer shelf) and that circulation is driven by the

cross-shelf wind, wave forcing and tides. Wind stress has also been shown to be one of the dominant

terms in the depth-averaged momentum balance at depths less than 30m (Fewings and Lentz , 2010;

Gutierrez et al., 2006), where it balances the pressure gradient (coastal setup or setdown) induced

mainly by the cross-shore winds.

Many investigations in the Rhine ROFI have shown the effects of haline stratification on the vertical

distribution of sediment (Pietrzak et al., 2011; van der Hout et al., 2015) and the sinking rates of

chlorophyll and phytoplankton (Peperzak et al., 2003; Joordens et al., 2001). Pietrzak et al. (2011)

showed that high SPM values can be observed near the surface over the full extension of the plume

when the Rhine ROFI is well-mixed in the vertical, whereas during stratified periods SPM is not

visible in the near-surface layer as it gets trapped below the pycnocline. This was also reported by

Joordens et al. (2001) and more recently by van der Hout et al. (2015), using cross-shore transects

at different locations along the Dutch coast.

In-situ SPM transport studies in the Rhine ROFI have been mostly conducted at distances greater

than 40 km from the estuary mouth in the far-field plume (McCandliss et al., 2002; Van Alphen,

1990; van der Hout et al., 2015). At a study site located 80 km north of the river mouth, van der

Hout et al. (2015) reported that the accumulation of SPM in the cross-shore direction over a year is

a significant percentage of the yearly residual alongshore transport, leading to a persistent mid-shelf

turbidity maximum zone with peak concentrations located 1.25-1.5 km from the coast. Further-

more, they suggest that the nearshore presence of turbidity maximum is strongly influenced by

processes related to stratified plume dynamics, such as asymmetry in cross-shore straining.

In one of the few in-situ SPM studies located in the mid-field region, Horner-Devine et al. (2017)
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described a new cross-shore exchange mechanism in which the tidally generated front from the Rhine

River outflow propagates onshore and drives suspended sediment from the surfzone 2-3 km offshore.

This mechanism involves the interaction between near-shore wave-induced sediment resuspension

and plume-generated pulses of seaward velocity in the lower layer due to the onshore propagation

of the front near the surface. In their study, Horner-Devine et al. (2017) found that suspended

sediment transport measured at a mooring located at 12m depth and 10 km north of the Rhine

River mouth was strongly dominated by pulses of seaward transport that were timed with the

passage of the tidal plume front. Based on the timing of elevated SSC relative to the front, low bed

stresses and high cross-shore velocities, they conclude that the transport pulses are the result of

advection from the surf zone region rather than local resuspension. This new mechanism provides

a link between the shoreline and offshore coastal waters through the interaction of baroclinic river

plume processes and surfzone wave activity. Transport due to frontal pumping dominated the

cross-shore flux during the 2013 experiment and this process is also observed in the data from the

2014 experiment presented here (see our Figure 2.9). One of the objectives of the present study

is to determine whether this mechanism dominates transport dynamics close to the river mouth

under a different set of forcing conditions.

2.3 Setup and methods

2.3.1 Measurements

Field observations were carried out from 15 September to 28 October (year days 258 to 301), 2014,

comprising almost two complete neap-spring cycles. These measurements are part of a large sci-

entific field campaign called STRAINS (Stratification Impacts on Nearshore Sediment Transport),

which focused on the role of ROFI processes and stratification on sediment transport near the Sand

Engine and their implications along the Dutch coast. Two moorings were deployed approximately

10 km north-east of the mouth of the Rotterdam waterway at nominal depths of 12m and 18m,

corresponding to 1.5 and 6 kilometers from the coast, respectively (Figure 2.1a ).

The moorings were located in the mid-field region of the Rhine ROFI, i.e., within the excursion of the

tidal plume front generated by the freshwater outflow from the Rhine. The moorings were designed
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Figure 2.1: Study area and Moorings. (Left) Dutch coast near the Rhine river mouth. Red squares

mark the location of moorings and bottom frames at 12m and 18m depth. (Right) Instrumentation

schematics. Moorings at each site were spaced by 50 m.

to measure vertical profiles of conductivity, temperature, pressure and suspended sediment con-

centration throughout the water column using arrays of CTDs (Conductivity-Temperature-Depth)

and OBS (optical backscatter) sensors, from which salinity and density profiles were derived. Five

CTDs (Seabird) and five OBSs were placed at the 12 m mooring, whereas four CTDs and five OBSs

were placed at 18m depth, providing a detailed description of both salinity and sediment concen-

trations throughout the tidal cycle. A schematic of the 12m mooring is shown in Figure 2.1b.

Sampling periods were typically 30 seconds, but ranged between 20 and 50 seconds depending on

the instrument. OBS sensors were intercalibrated using formazine solutions prior to deployment in

the laboratory in order to account for sensor sensitivity and the data was converted to mass con-

centrations using a conversion based on over 400 bottle samples collected by the Port of Rotterdam

in this region of the Dutch coast.

Vertical profiles of current speed were measured at each location using a bottom-mounted 4 beam

Acoustic Doppler Current Profiler (ADCP; 1200 kHz RDI WorkHorse), sampling at 1 Hz, with the

first bin centered approximately 1.5 m above the seabed and vertical resolution of 0.25 m (bin size).
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The raw data were averaged into 10 minute blocks to obtain mean current profiles, and the N-E

velocity components were rotated to alongshore and cross-shore components using the inclination

of the major axis of the tidal ellipses, which resulted in a rotation angle of 42.5 degrees from the

North. Alongshore velocities are positive towards the northeast and cross-shore velocities are pos-

itive in the offshore direction. The harmonic analysis done to obtain tidal ellipses was performed

using the T-TIDE code (Pawlowicz et al., 2002).

Hydrodynamic flow conditions were complemented with the measurement of 3D near-bottom dy-

namics and turbulence at the 12m site, using three synchronized 6MHz Sontek Acoustic Doppler

Velocimeters (ADV), sampling at 16 Hz and mounted on a frame 0.25, 0.5 and 0.75 m above the

bottom, respectively. The ADVs were mounted on an arm away from the frame to avoid turbulent

perturbations due to the frame itself. The raw ADV data were quality controlled and de-spiked us-

ing the three-dimensional phase space algorithm of Goring and Nikora (2002). Near-bottom mean

tidal velocities were estimated by time averaging over a 10-min period, and turbulent velocity com-

ponents u′, v′ and w′ were obtained by removing the tidal trend. The mean and the turbulent

horizontal velocity components were rotated to alongshore and cross-shore components, using the

same procedure as with the ADCP velocities. Colocated fast sampling OBSs were also deployed

and synchronized with the ADVs to measure near-bottom concentrations and fluxes (Figure 2.1b).

2.3.2 Conditions

Figure 2.2 shows the forcing conditions observed during the deployment. The Rhine River dis-

charge ranged from approximately 500 m3s−1 to 2500 m3s−1, with a mean value of 1500 m3s−1,

which corresponds to a 60% of the annual mean. The mean wind intensity was approximately 6.4

ms−1, but variability was high in both magnitude and direction throughout the experiment. At

the start of the deployment wind speeds were low (5 ms−1), predominantly from the east. Winds

intensified significantly during the first storm from days 264 to 266, reaching peak speeds of nearly

15 ms−1 persistently from the north. Towards the middle of the experiment winds decreased and

ranged between 3 to 7 ms−1, but an acute peak of 17 ms−1 was observed on day 278. Southerly

winds on the order of 10 ms−1 were persistently observed during the second storm on days 280 to
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284.

Wave statistics were measured with a Waverider buoy located 1 km to the southwest of the 12 m

mooring. Significant wave heights followed winds closely, remaining less than 1 m for almost half

of the deployment but peaking at nearly 2.5m during the first storm and 1.5m during the second

storm (Figure 2.2b). Differences in wave heights between storms are attributed to wind direction;

for the first storm winds were blowing from the north with a much greater fetch. Wave periods

were generally less than 4s, but peaked at almost 6s during storms.

Tides in the vicinity of the Rhine ROFI are semidiurnal with amplitudes in the range of 1 to 2 m.

During neap tides (see black periods on Figure 2.2 c), the maximum tidal range was 1.6 m, whereas

during spring tides (red periods Figure 2.2 c) the maximum tidal range was 2.3 m.

2.3.3 Calculation of friction velocities and sediment fluxes

Reynolds stresses u′w′ and v′w′ can be estimated directly from the time-averaged correlations in

turbulent velocity components, using the covariance method (Kim et al., 2000). Provided the

turbulence measurements are located within the bottom boundary layer, bottom stresses can be

obtained as τb = ρ
(
u′w′

2
+ v′w′

2
)1/2

, where ρ is the density of seawater.

The separation of shear stresses exerted on the bed by the tidal currents and wave motion is a

necessary step to investigate the dynamics of sediment resuspension in shallow depths subjected to

wave forcing. As noted in Figure 2.2, wave heights up to 2.5 m were observed during storm periods,

which would certainly make bottom shear stresses estimates unreliable since wave motions likely

penetrate all the way to the seabed. To reduce the wave-induced bias on the Reynolds stresses

we use the linear filtration technique proposed by Shaw and Trowbridge (2001), which relies on 2

ADVs separated by a vertical distance larger than the length scale of the turbulent eddies (which

scale with the vertical distance from the bottom) but smaller than the correlation scale of wave

motion. Here, we have used a vertical separation between instruments of ∆z = 0.5 m using our

lowest and highest ADVs. Figure 2.3a shows the covariance of turbulent velocity components and
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the Reynolds stresses after the removal of wave contamination, for a period centered around the first

storm. Both estimates give very similar values when wave activity is low, but differ considerably

during energetic conditions when wave-induced turbulence is significant. Frequency spectra for one

burst is shown as an example of the turbulence decomposition method in Figure 2.3b. For this

burst, indicated by the vertical line in Figure 2.3a, the influence of wave motions is significant in

the range from 0.07 to 0.3 Hz. Agreement with the -5/3 slope characteristic of the inertial subrange

for frequencies above 1 Hz confirms that the instruments are resolving turbulence over a decade

of frequencies in the inertial subrange, even in the presence of large waves. Bottom shear stresses

due to current-induced turbulence were estimated from the wave-filtered Reynolds stresses, and the

current friction velocity was calculated as u∗c =
√
τb/ρ.

Representative wave parameters at our 12m site were computed using the high-frequency ADV

velocity measurements. Representative bottom orbital velocity (ubr) and the representative wave

frequency associated to ubr were obtained from the frequency spectra of horizontal velocities, fol-

lowing Madsen (1995) and Wiberg and Sherwood (2008). Maximum wave-induced stresses at the

bed are commonly parametrized in terms ubr and a wave friction factor fw as τbw = 1
2ρfwu

2
br. In

field conditions we expect to have a hydraulically rough bed due to the presence of bedforms and

sediment transport processes, particularly if the bed is sandy and exposed to waves capable of

moving sediment. Therefore, we expect the wave friction factor to fall within the rough turbulent

regime such that fw is only a function of the relative roughness parameter, fw = f(k/ab), where

k is the bed roughness and ab is the maximum wave orbital excursion. Bed roughness is hard to

measure in the field and is usually estimated indirectly using the particle size of bottom sediment.

The wave friction factor is computed by fw = exp
(
5.213(k/ab)

0.194 − 5.977
)

(Swart , 1974), which

is a commonly used parametrization for hydraulically rough flows in mobile beds. In the absence

of bedform information, bed roughness was taken as k = 2d50 (obtained from samples of bed sed-

iment) and orbital excursion is computed as ab = ubr/ω, where ω is the wave frequency. Wave

friction velocity is obtained as u∗w =
√
τbw/ρ.

Suspended sediment fluxes are computed directly from observations. Near-bottom sediment fluxes

are computed using the 3 synchronized ADV and OBS measurements available from the bottom
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frame, which are averaged to obtain a representative value for the near-bottom suspended sediment

fluxes. Near-surface fluxes were computed using a 1 m averaged velocity window (ADCP data)

around the OBS sensor, placed in the surface line of the mooring (4m below surface). Total fluxes,

i.e. top to bottom, were computed by interpolating the OBS measurements onto the ADCP velocity

grid. This calculation was not sensitive to the interpolation method, and linear interpolation

between sensors was used.

2.4 Results

2.4.1 Density and current structure

The vertical and cross-shore structure of the observed density and velocity fields were highly vari-

able during the observational campaign (Figure 2.4). Here we summarize the observed variability,

focusing specifically on the relative influence of tidal straining, stratification, storms and fronts on

sediment transport. A more detailed description of the physical processes that dictate the plume

behavior during this period will be described in subsequent work.

The beginning of the observational record (days 260-264) coincided with neap tides and low wind

and wave mixing, which allowed the development of persistent and periodic stratification. The

maximum top-bottom salinity difference was 8 psu and the mean was 3.5 psu, while maximum

near-bottom currents were on the order of 0.3 ms−1 during flood tide. Tidal mixing is never suf-

ficient to destroy stratification during these low-energy conditions, and the counter-rotating tidal

straining velocity field is evident in the highly sheared cross-shore current structure (Figure 2.4 c).

The signature of the plume front is observed as a sudden drop in surface density, associated with

onshore surface velocities. Similar behaviour is observed during the second neap tide period (days

273-280), where winds and waves remained less than 5 ms−1 and 1 m, respectively. Cross-shore cur-

rent structure is dominated by onshore currents near the bottom, whereas offshore currents occur

persistently in the top layer (except when the front is passing over the mooring). Depth-averaged

alongshore currents during neap tides were on the order of 0.4-0.6 ms−1.

Our observations show that storms can effectively eliminate vertical stratification in this mid-field
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plume region. A big storm is observed during days 264-266, where wind speeds on the order of

15 ms−1 from the north and wave heights greater than 2 m (Figure 2.2) resulted in the complete

homogenization of the water column (Figure 2.4a). The state of local vertical mixing at our 12m

site is primarily set by the combination of direct wind mixing and the offshore advection of the

entire plume due to Ekman transport. During this event, cross-shore velocities are severely reduced

as the effect of stratification on the velocity field is suppressed and currents become unidirectional

throughout the water column (Figure 2.4b and c). Similar effects were observed during the second

storm (days 280-284), however, lower wind speeds and wave heights (Figure 2.2a) allowed for weak

stratification in the top-layer (1-3 m) at certain times.

The current and density structure during spring tides with weak to moderate wind forcing (less

than 8 ms−1) responded differently according to wind direction. During spring tide days 267-270,

the winds are downwelling favorable, which shifts the freshwater toward the coast. This shift is

evident in the daily averaged salinities (not shown), which are lower during this period than any

other time in the observational period and also a maximum in the cross-shore density difference.

This period is also marked by strong fronts, which might be strengthened by the onshore wind

forcing. Under these conditions, surface currents were persistently directed offshore while bottom

currents are directed towards the coast, similar to a classic density-driven circulation profile (Figure

2.4c). This cross-shore flow structure has been previously observed in the Rhine ROFI by Souza

and Simpson (1997) and Souza et al. (1997) in response to large horizontal density gradients. The

signature of the tidal plume front was still strong in both density and velocity fields, with strong

offshore current pulses at depth observed in response to a fast moving front with onshore surface

velocities (Figure 2.4a,c). On the other hand, wind magnitude and direction during spring days

284-287 (see Figure 2.2a) were highly variable and allowed for both mixed and stratified periods.

The relaxation of winds during day 284 resulted in an immediate onset of stratification, whereas

stronger winds favoring the offshore or northeastwards movement of the plume during days 285-

287 led to more a vertically mixed state with freshwater observed only in the top CTD sensor.

However, forcing was not strong enough to eliminate the presence of fronts at our site. Under these

conditions, offshore currents seem to dominate cross-shore current structure, particularly in the top

layer (Figure 2.4 c). Maximum depth-averaged alongshore currents were on the order of 1 ms−1 for
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Figure 2.4: Density, current structure and SSC at 12m mooring. (a) Density. (b) Alongshore

velocity (ms−1). (c) Cross-shore velocity (ms−1) (d) Near-bottom (black line) and near-surface

(red line) suspended sediment concentration. Bottom bars show vertical stratification in terms of

top-bottom salinity difference ∆S (psu), neap/spring and storm periods, and the occurrence of

Hsig > 1 (m).
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both spring tide periods.

2.4.2 Suspended sediment concentrations and fluxes

Sediment concentrations were highly variable during the study period and reveal the importance of

wave forcing in sediment resuspension in this shallow ROFI region. We observe peak near-bottom

concentrations on the order of 400 mgl−1 during storms (Figure 2.4d); however, significantly lower

peak near-bottom concentrations around 80 mgl−1 during spring tides and 40 mgl−1 during neap

tides were observed during calm periods with wave heights less than 1 m. The influence of large

waves on sediment resuspension is examined by comparing SSC and wave and current friction ve-

locities (Figure 2.5). No correlation between near-bottom suspended sediment concentration and

tidal friction velocity u2∗c is observed when the complete data set is used (Figure 2.5 a), whereas

for wavy periods (ubr > 5 cms−1), when the greatest concentrations are observed, SSC is strongly

correlated with the wave stresses (R2 = 0.83) suggesting that waves are primarily responsible for

resuspension and the elevated near-bottom concentrations observed at the 12m site (Figure 2.5b).

When wave-current interaction was considered, no significative improvement in correlation was ob-

served (not shown here), however, the magnitude of the total shear stress was at times much greater

than stresses due to waves acting alone.

Near-surface suspended sediment concentrations are much lower than near-bottom concentrations

and are less variable. When stratification is reduced during storms, peak near-surface concentra-

tions can reach up to 50 mgl−1 as sediment is mixed from the bottom (Figure 2.4d). During calm

periods near-surface concentrations were on the order of 10 mgl−1 and remarkably constant, partic-

ularly during stratified neap tide conditions. After day 280 an increase in background concentration

is observed (Figure 2.4d), for both near-bottom and near-surface signals, which is attributed to the

reduction in stratification and the presence of a very shallow pycnocline (Figure 2.4a). Nevertheless,

near-surface concentrations were still below 25 mgl−1.

Near-bottom cross-shore fluxes result in a net export of suspended sediment by the end of the obser-

vational period, but the direction and intensity of transport was variable (Figure 2.6a,b). Though
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Figure 2.5: SSC versus wave and current friction velocities. (a) SSC versus current friction velocity

for the complete dataset. (b) SSC versus wave friction velocity u2∗w when ubr > 5 cms−1. Data

every 15 min was binned on u2∗ (black crosses). R2 value corresponds to the binned data.

density-driven cross-shore velocities during stratified neap tides can be relevant as a consequence

of tidal straining, the corresponding transport at depth is very small as a result of low sediment

concentrations (Figure 2.6a, days 260-264 and 273-280).

Significant net offshore transport is observed during both storms (days 264-266 and 280-284), how-

ever, the transport direction varied within those periods. High cross-shore sediment fluxes during

storms are the result of very high suspended sediment concentrations, since the absence of stratifi-

cation resulted in a considerable reduction of the cross-shore currents.

Near-bottom transport during spring tides is much higher relative to the transport observed during

neap tides. The direction of net (cumulative) transport during spring tide was variable; net onshore

transport was observed during days 266 to 270, and offshore transport was observed during days

284-288. It is of note that the system is effectively reset by stratified spring transport after the

big storm of days 264-266, as the onshore fluxes brought back an equivalent amount of sediment to

what was previously exported during the storm (Figure 2.6a,b).
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The cumulative near-surface cross-shore sediment transport was always directed seaward (Figure

2.6b). The intensity of near-surface transport was relatively constant, with increased transport

during storms, most notably during days 280-284 as a result of increased background concentra-

tions. The overall magnitude of near-surface transport is approximately four times greater than

net transport at depth, which is attributed to persistent offshore flows near the surface as a result

of the density-driven circulation.

Net near-bottom alongshore sediment transport was always directed to the southwest (Figure 2.6 d),

with episodes of elevated transport during storms (Figure 2.6 c). The magnitude of transport was

higher than the corresponding cross-shore transport, as alongshore velocities are much higher and

do not depend on the mean state of stratification. By the end of the deployment the near-surface

cumulative alongshore transport was directed towards the northeast (Figure 2.6d), however, it was

much smaller than transport at depth. Tidal asymmetries seem to be responsible for the shift in

direction between neap and spring tides; during neap tides, a longer ebb duration dominates over

higher flood velocities and results in southward transport, and during spring tides, higher flood

velocities dominate over the effect of a longer ebb duration resulting in northward transport.

Total (top to bottom) cross-shore sediment flux was directed offshore, while the total alongshore

transport was directed to the southwest (Figure 2.6b,d), similar to what was reported by Horner-

Devine et al. (2017) based on field work in winter 2013.

2.4.3 Near-bottom cross-shore transport mechanisms

In this section we focus in detail on distinct periods in the record to identify the mechanisms

that generate cross-shore transport at depth, and specify the forcing conditions under which they

occurred. We describe three transport mechanisms; the observed water column response and a

conceptual schematic for each is presented in Figures 2.7 to 2.11.

It is worth mentioning that in this section we describe the clearest transport signals, but that

other mechanisms were observed in addition to the ones presented here. In particular, we observed
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periodic peaks in near-bottom suspended sediment concentrations occurring approximately 30-60

min after flow reversal that are not timed with high flow velocity or high bed stresses. These peaks

appear to be the result of an eddy that forms on the flood phase of the tide on the lee side of

the Sand Engine (Radermacher et al., 2016) and advects sediment offshore as the tidal velocities

reverse. The formation of the eddy is similar to that reported by Geyer and Signell (1990) for tidal

currents around a headland. This signal was clearest during calm neap tides (days 260 to 264),

as background concentrations were low, but resulted in negligible transport when compared to the

mechanisms described in the following subsections (Figure 2.6b).

Storm transport

Our measurements included two significant storms that are typical of the fall season along the

Dutch coast and have a large impact on coastal suspended sediment concentrations (Figure 2.4d).

Sediment transport during storm events results from the combination of high near-bottom sediment

concentrations, primarily as a result of wave-induced resuspension, and weak cross-shore currents.

Sediment availability dominates over the fact that cross-shore currents are very small, yielding high

sediment fluxes with transport preferentially directed offshore.

The local response of salinity, velocity, bed stresses and suspended sediment concentrations during

the first storm period (days 264-266) is examined in detail in Figure 2.7. Stratification is nearly

zero during the storm as high winds and waves mix out the water column (Figure 2.7a). Under

well-mixed conditions, tidal currents are primarily rectilinear and coast parallel according to the

progressive Kelvin wave character of the semidiurnal tide along the Dutch coast (Simpson, 1997).

However, as shown by De Boer et al. (2006), small ellipticities are still present due to Earth’s rota-

tion and the proximity of the coastal wall. As a result, very weak cross-shore currents still occur,

particularly near the bottom, with maxima below 0.1 ms−1. Tidal current asymmetry (with higher

flood velocities) and the absence of tidal straining and results in higher offshore velocities occurring

during the flood phase of the tide.

During this unstratified period the cross-shore velocities are reduced compared to the previous
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Figure 2.7: Storm Transport. (a) Salinity, 12m mooring. (b) Near-bottom cross-shore (blue line)

and alongshore (red line) velocities. (c) Bottom cross-shore (blue line) and alongshore (red line)

stresses. (d) Near-bottom suspended sediment concentration. (e) Instantaneous (blue line) and

cumulative (black line) near-bottom SSC fluxes. Cumulative sediment flux has been scaled for

plotting purposes. (f) Schematic of transport process.
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stratified neap tide period, are almost in phase with the alongshore velocities, revealing the absence

of tidal straining (Figure 2.7b). Peaks in suspended sediment concentration are not aligned with

the peaks in tidal velocity or stress, suggesting that tidal motions are not sufficient on their own

to generate the observed resuspension (Figure 2.7 b, c and d). We conclude that resuspension is

primarily wave-induced. Offshore (positive) cross-shore velocities are larger than the onshore ve-

locities (Figure 2.7 b), even though onshore (negative) velocities persist longer. Because suspended

sediment concentrations remain elevated during this period the asymmetry in the velocity magni-

tude contributes to the net offshore transport during this 2 day period (Figure 2.6e, Figure 2.7e).

In addition to tidal currents, cross-shelf winds contribute to cross-shelf exchange during storms.

Strong onshore winds occurred during the first storm (days 264-266), with wave heights on the

order of 2m. During this period, cross-shore currents are offshore through the entire water column,

except for a thin surface layer (∼ 1−2 m) flowing onshore. We hypothesize that this current struc-

ture is the result of a cross-shore barotropic pressure gradient associated with wind-induced coastal

setup. We estimate the cross-shore sea surface slope using the residuals from a harmonic analysis fit

performed to the ADCP depth measurements at our 18m and 12m locations, which are separated

by 3.5 km (Figure 2.8a,b). Sea surface slope is strongly correlated with observed variations in near-

bottom low-passed cross-shore and alongshore velocities (Figure 2.8b,c). A residual offshore flow is

observed during days 264-266, with a 16-hour delay between maximum setup and maximum cross-

shore residual velocity. Onshore propagating waves can also contribute to the mean offshore flow at

depth in response to the onshore Stokes drift at the surface (Lentz et al., 2008; Fewings et al., 2008).

Gutierrez et al. (2006) suggest that the relative strength of the wind and pressure gradient terms

in the momentum equation influences the structure of the flow in the inner shelf; flow opposes the

wind when the pressure gradient term exceeds the wind stress term. Comparison of the wind stress

and setup terms in the depth-averaged cross-shore momentum balance for our data shows that

the pressure gradient is in fact large enough during the first storm to drive flow against the wind

through most of the water column (Figure 2.8d). The difference between these two momentum

terms is expected to be due to the contributions from bottom stress and wave radiation stresses,

both of which are expected to be high during storms, and Earth’s rotation.
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line) terms from the depth-averaged cross-shore momentum balance.
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Offshore winds during the second storm (days 280-284) also generate a persistent offshore flow

through most of the water column. The situation is different from the previous storm, however, in

that the flow follows the wind direction. Low-passed near-bottom cross-shore velocities are directed

offshore (not shown) and their magnitude is on average larger than those observed during the first

storm, probably due to the alignment of the wind and wave forcing (Fewings et al., 2008). It is

also important to note that the second storm occurs during spring tide so offshore directed tidal

currents are larger. No data is available to compute the pressure gradient during the second storm

since the ADCP at our 18m mooring stopped working around day 279.

Frontal transport

The passage of distinct freshwater lenses at the surface, and the fronts that bound them, is an

important dynamical component of the mid-field region. Implications for sediment transport have

been previously reported by Horner-Devine et al. (2017) and were described in Section 2. Figure

2.9 illustrates the frontal pumping mechanism for a single tidal cycle, where the observed lag (∼ 0.5

hr) between the drop in salinity at the plume front and peak suspended sediment concentrations

(Figure 2.9a,d) is interpreted as the plume pumping wave-suspended sediment from the inshore.

Bed stresses (Figure 2.9c) are low when the plume passes over our instruments, confirming that the

suspended sediment peak is not due to local re-suspension and is instead the result of advection

from inshore. Our observations show that cross-shore transport driven by frontal dynamics is sig-

nificant only during spring tides with low to moderate wind forcing (wind speeds lower than ∼ 10

ms−1), such that the freshwater lens is not driven offshore or rapidly mixed with ambient ocean

waters.

In addition to the frontal pumping mechanism, our turbulence measurements show that near-bottom

turbulence spikes during frontal passages. In particular, the cross-shore component of the Reynolds

stresses (u′w′) exhibits peaks right when the freshwater plume passes over the instruments. This

effect can be seen in 2.10c, which is intended to describe transport processes during a stratified

spring tide period (see Section 4.3.3) but shows significant frontal activity. Peaks in u′w′ are often
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Figure 2.9: Frontal Pumping. (a) Density. (b) Cross-shore (blue line) and alongshore (red line) near-

bottom velocities (c) Cross-shore (blue line) and alongshore (red line) bottom stress. (d) Suspended

sediment concentration. Black line represents near-bottom concentration, blue line represents 3m

above bottom, green line is 5 mab, red lines is 7mab and gray line is surface concentration. (e)

Instantaneous (blue line) and cumulative (black line) near-bottom cross-shore fluxes. Vertical

dashed line represents the arrival time of the front. (f) Schematic of transport mechanism.

timed with peaks in near-bottom sediment concentration suggesting local resuspension of sediment

and subsequent offshore advection due to the passing of the tidal plume front (Figure 2.10c,d).

It is worth noting that the increase in bottom turbulence is only observed during the passage of

thick fronts with cross-shore propagation speed on the order of 0.4-0.5 ms−1. This processes likely

becomes even more important as the front propagates to shallower depths, as stresses could be

further increased resulting in enhanced re-suspension.

The net effect of frontal processes therefore is to generate offshore sediment transport (Figure 2.9d),

by means of high offshore flux pulses that can be readily identified in the near-bottom sediment
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fluxes (Figure 2.6a, days 266-270).

Stratified tidal transport

Stratification is expected to strongly influence transport processes in ROFIs. Here we define strat-

ified tidal transport as those transport processes occurring during stratified periods at timescales

longer than the passage of the tidal plume front. During stratified periods, observed near-bottom

cross-shore currents are predominantly directed onshore resulting in net onshore sediment transport.

High cross-shore transport at depth is observed during spring tide days 267-270 with moderate

downwelling wind forcing. A distinct two-layer density structure is observed with cross-shore flow

driven by large horizontal density gradients resulting in the onshore movement of denser water close

to the bottom (see Section 4.1). Surface and bottom mixing due to winds, waves and spring tides

contribute to mixing the upper and lower layers, resulting in a 3-4 m thick surface layer and a 7-8 m

thick bottom layer of uniform density that breaks down only when the plume front passes through

our field site (Figure 2.10a). The effect of the tidal plume front can be clearly observed in the

near-bottom cross-shore velocity and sediment fluxes (Figure 2.10 b,d) as described in section 4.2.

No apparent tidal variability is observed in the suspended sediment concentrations (Figure 2.10d),

suggesting that waves and advection are responsible for concentrations exceeding 100 mgL−1. The

density-driven circulation profile results in onshore velocities and sediment transport in the lower

layer that persist for most of the tidal cycle (Figure 2.10b and e). Despite the fact that the mag-

nitude of onshore transport is typically much less than the transport peaks resulting from frontal

dynamics, the cumulative transport is dominated by persistent onshore fluxes resulting from the

density-driven flow (Figure 2.10e).

Cross-shore tidal straining dynamics appear to gain importance during the more vertically stratified

neap tides, as has been previously reported for the far-field (De Boer et al., 2006; Simpson and

Souza, 1995) when cross-shore horizontal density gradients are not particularly high. For these

periods, the tidal ellipses are more circular than during storm or spring tide periods (anticyclonic

near the surface and cyclonic near the bottom) with current patterns that are not symmetrical as
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Figure 2.10: Stratified Spring Transport. (a) Salinity, 12m mooring. (b) Cross-shore and alongshore

velocity. (c) Cross-shore and alongshore bottom stresses. (d) Near-bottom SSC. (e) Near-bottom

suspended sediment fluxes, instantaneous (blue) and cumulative (black, scaled). (f) Schematic of

transport process during stratified spring tide after frontal passage.

in the far-field region, and we observe that the timing of offshore/onshore directed currents also

differs. Figure 2.11 examines in detail the local response under stratified neap tide conditions.

Cross-shore and alongshore currents are out of phase due to effect of vertical stratification and

cross-shore current asymmetry, favoring onshore velocities near the bottom (Figure 2.11b), results

in net onshore sediment fluxes (Figure 2.11d). However, the magnitude of transport is negligible

when compared to transport during spring tide due to low sediment concentrations (Figure 2.11d)

resulting from low wave forcing and low tidal stresses.
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Figure 2.11: Stratified neap transport. (a) Density at 12m mooring. (b)Near-bottom cross-shore ve-

locity. (c) Near-bottom suspended sediment concentration.(d) Near-bottom cross-shore suspended

sediment fluxes. Blue line represents the instantaneous flux and black line represent the cumulative

sediment flux. (e) Schematic of transport mechanism. ε represents ellipticity (see Section 5.3 for

definition).

2.5 Discussion

2.5.1 Net transport and the role of individual transport mechanisms

In this section we examine the net cross-shore transport, considering in particular the relative con-

tributions of each of the transport mechanisms described in Section 4. The direction of cross-shore

transport switches and its magnitude changes several times during the observational period (Fig-

ure 2.12b) as the dominant transport mechanisms turn on and off in response to the tidal, wind

and wave forcing. Storm transport is dominant when wind and wave conditions are sufficient to

homogenize the water column and preferentially transports near-bottom sediment offshore during

our study period. Frontal transport is active under moderate to low wind conditions and during
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spring tides, and preferentially transports near-bottom sediment offshore. Stratified spring and

neap tide transport preferentially transports near-bottom sediment onshore, although the magni-

tude of cross-shore transport during neap tides is very low.

Net transport results from the combination of these different modes, which contribute to onshore

or offshore fluxes at different rates. Net transport by the end of our deployment was offshore,

however, significant episodes of landward transport were observed (Figure 2.12b) as the forcing

conditions changed in time. Figure 2.12c provides a basis for comparing the relative strength of

each process in terms of the observed transport rates and the total transport during each period.

The highest transport rates are observed during storms, with the first storm being particularly

intense and contributing almost as much net transport as the second storm in approximately half

of the time. Net transport and transport rates during both spring tide periods were also significant.

The stratified spring period following the first storm transports more sediment landward than is

transported seaward by the preceding storm. Transport is also significant during the second spring

tide; however, it is directed offshore due to reduced stratification at our site as the whole plume

was displaced towards the north and the influence of the fronts. In all, the net transport during the

two storm periods accounts for 45% of the total transport over the observational period; transport

during the stratified spring tide and transport during the frontal periods account for 25% and 15%

of the total, respectively.

It is important to note that the observed transport mechanisms often occur at the same time, rein-

forcing or competing with each other, or may influence subsequent periods by modifying ambient

conditions. For example, both spring tide periods in our study are influenced by preceding storm

conditions, which may impact transport processes after their occurrence. The episode of elevated

landward transport due to stratified spring tide transport occurring after the first storm is likely

influenced by the storm itself, as sediment may remain in suspension or be easily re-suspended

during the days that follow. Also, plume fronts often propagate on a vertically and horizontally

stratified ROFI , and the magnitude and direction of transport results from the interaction of these

processes. A clear example of this is observed during the stratified spring transport period that fol-

lows the first storm (days 266 - 270; Figure 2.10). During this period, strong plume fronts compete
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with cross-shore currents resulting from large horizontal density gradients, such that the seaward

transport resulting from frontal processes is countered by onshore tidal transport. Although frontal

processes generate very large pulses of seaward transport, landward transport is more persistent

and ultimately results in a net landward transport during this period. Interestingly, the direction

of transport switches to offshore toward the end of this spring tide period. Detailed examination of

the data suggest that the transport during this latter period is more pulsed, suggesting that fronts

may play an increasingly important role.

As noted in Section 4.3, additional transport due to the formation and advection of a headland

eddy as a consequence of the interaction of the tidal currents and the Sand Engine is evident on

our measurements, but yielded no significant contribution to the overall cumulative near-bottom

transport (see days 260-264 in Figure 2.12b).

2.5.2 Relevance of frontal pumping

Frontal pumping was found to be the dominant mechanism of cross-shore transport of fines at

depth in a field experiment conducted in the same location in winter 2013 during a period when

wind and wave forcing was moderate (Horner-Devine et al., 2017). One objective of this study is

to investigate whether plume pumping is the dominant transport mechanism under a different set

of forcing conditions.

We observe that most of the cross-shore transport at depth occurs during days 264-270 and days

280-287 (Figure 2.6a,b). The first period is strongly influenced by the energetic storm of days

264-266, however, the signature of frontal processes is clear during days 267-270 (spring tide) where

significant pulses in offshore transport are observed. As described in Section 5.1, cumulative trans-

port during days 267-270 is directed onshore, despite the seaward transport pulses. During days

280-287 (spring tide) net near-bottom transport is offshore, and again it is strongly influenced by

the storm-induced sediment concentrations of days 280-284. However, the situation is different from

the previous spring tide in that net transport after day 284 continues to be in the offshore direction.

After the storm, the rate of transport decreases but it is still dominated by offshore pulses (Figure
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2.6a)), and a detailed inspection of this period (Figure 2.9) reveals the continuous occurrence of

frontal pumping, though not as strong as observed during days 267-270.

From our observations, we conclude the following: frontal pumping is significant during spring

tides and contributes to seaward sediment transport. It produces cross-shore fluxes comparable

in magnitude to those observed during storms. However, when considering a frontal period, such

as days 267-270, frontal transport will sometimes compete with other transport mechanisms and

will not necessarily dominate the transport signal. In particular, we observe that frontal pumping

dominates when the ambient stratification is low, as observed in 2013 (Horner-Devine et al., 2017)

and in the second spring period (days 284 - 287), but that its impact is diminished in the presence

of higher persistent stratification.

2.5.3 Role of stratification

The role of stratification on the direction of net transport can be better understood in terms of

a mean state of vertical stratification, at timescales equal or longer than the tidal period. Figure

2.12a shows the time series of top-bottom salinity difference (1m and 10m below the surface) at

the 12m site and depth-averaged horizontal salinity difference between the 18m and 12m sites. The

data were low-pass filtered to remove variability at tidal and shorter time scales, thus removing the

influence of the plume fronts. The relation between cross-shore transport and the mean state of

stratification can be observed in Figure 2.12a,b; stratification leads to onshore transport at depth

whereas mixed periods lead to seaward transport. It is important to note the role of high winds

in destroying stratification and also influencing current structure. The water column tends to be

strongly stratified for over half of the deployment (∆S ∼ 4− 5 psu); however, negligible sediment

concentrations during neap tides result in only one stratified period with significative transport.

One effect of stratification and the straining of the density field is the generation of residual currents

(Stacey et al., 2001; Burchard and Hetland , 2010), which also contributes to the trends observed

in Figure 2.12. The decomposition of the observed velocities into tidal and residual components

(Figure 2.12b) reveals that bottom sediment fluxes are in large part dominated by the residual trans-
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near-bottom cumulative residual flux (blue line) (c) Average transport rate (bars) and net transport

(squares) in each period. Bottom bars show vertical stratification in terms of top-bottom salinity

difference ∆S (psu), neap/spring and storm periods, and the occurrence of Hsig > 1 (m).
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port. In this region, tidal straining processes are asymmetric and tend to favor onshore currents

near the bottom. The density-driven circulation also induces onshore currents in the near-bottom

layer. When these processes occur, that is, when stratification is present, residual velocities and

associated transport are directed landward. On the other hand, when stratification is significantly

reduced (or completely eliminated), the velocity field characteristic of tidal straining circulation

breaks down, cross-shore shear decreases and the velocity is vertically unidirectional. Under con-

ditions of strong meteorological forcing, the tidal asymmetry with higher flood velocities and an

offshore mean flow created by coastal setup and waves led to seaward net transport over the tidal

cycle.

Tidal straining is the dominant process influencing the dynamics of bottom-attached plume sys-

tems such as the Rhine ROFI, and it is clear that the tidal straining velocities far from the river

mouth influence the movement of sediment (Joordens et al., 2001; van der Hout et al., 2015). In

the following we consider the importance of tidal straining on sediment transport in this mid-field

plume region. Ellipticity, defined as the ratio of minor to major axis of the tidal ellipses (negative

for anticyclonic rotation), has been considered as a metric of tidal straining (De Boer et al., 2008)

as it quantifies the deviation from the rectilinear current pattern typical of a progressive Kelvin

wave ROFI regime (with zero ellipticity) as a result of vertical stratification. Periods of strong

vertical stratification show high counter-rotating ellipticity in the upper and lower layers and very

high top-bottom ellipticity difference, whereas the opposite is true for well-mixed periods. Figure

2.13 shows the relation between the mean state of stratification and net sediment fluxes in terms

top-bottom ellipticity difference and top-bottom salinity difference. Wind speed has been included

as an indicator of meteorological stirring and the occurrence of storms. Calculation of ellipticity

requires the use of a moving window tidal harmonic analysis, and each data point corresponds to

a 25 hour period. The highest sediment fluxes are observed at very low ellipticity and salinity

differences values (∆ε < 0.1 and ∆S < 1 psu) and high wind speeds, suggesting that barotropic

processes dominate near-bottom cross-shore transport during this period. Intermediate elliptic-

ities and salinity differences (see 1 < ∆S < 3) during spring tides with moderate to low wind

forcing also result in significant cross-shore transport, suggesting that baroclinic processes are also

important to cross-shore transport. However, sediment fluxes are severely reduced for values of
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Figure 2.13: Stratification and bottom sediment fluxes. (a)Top-bottom salinity difference (aver-

aged over a day) versus daily net flux. (b) Top-bottom ellipticity difference versus daily net flux.

Colors indicate mean wind speed (averaged over a day).

∆ε >= 0.3, corresponding primarily to stratified neap tide periods under weak wind forcing, and

∆S >= 3 (psu). This suggests that tidal straining on its own does not contribute significantly to

the net cross-shore sediment flux in the mid-field plume region during this period. The reason for

this is that strong vertical stratification and tidal straining occur during low energy periods, when

sediment concentrations are low. Indeed, analysis of the neap tide data (not shown) confirm that

there is a residual onshore velocity that is sufficient to generate onshore sediment flux of a similar

magnitude to the spring tide and storm fluxes, if the near-bed sediment concentration were similar

to that observed under more energetic conditions.

It is interesting to note that near-bottom cross-shore transport was very low during unstratified

conditions in 2013 and significant transport was only observed during periods of strong frontal

activity, which accounted for more than 85% of the total transport during that measurement period

(Horner-Devine et al., 2017). Sampling in winter 2013 followed a period of very stormy conditions

and we hypothesize that the difference in behavior is a result of lower sediment availability on the

bed in 2013 because of these preceding storms. This hypothesis is supported by the observations
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that average near-bottom sediment concentrations in the winter 2013 sampling period were less

than half those observed in fall 2014. It is likely that sediment accumulates on the seabed during

the calmer summer months, resulting in higher concentration of suspended sediment during the

first storms in the fall.

2.6 Conclusions

We used detailed measurements of density, suspended sediment concentration and current structure

to investigate transport processes in the mid-field region of the Rhine River plume. This work

establishes how tidal, wind and wave forcing in a region strongly influenced by river-generated

density stratification result in along- and across-shore sediment transport. Furthermore, we identify

the dominant mechanisms driving the cross-shore transport of fine sediments at depth. The work

has particular significance because the measurements were made in the vicinity of the Sand Engine,

a mega-nourishment project that could potentially change coastal protection practices. The primary

conclusions of the work are as follows:

• During the four week study period in fall 2014, cumulative suspended sediment fluxes near the

surface were offshore and upcoast (northeast). Cumulative fluxes near the bed were offshore

and down coast (southwest). Cumulative top to bottom fluxes were offshore and down coast.

• Three mechanisms of cross-shore transport at depth were observed. Net transport results

from the combination of these mechanisms as they turn on and off in response to the forcing

conditions, and the relative importance of each mechanism explains the variability observed

in both magnitude and direction of transport.

• Storms contribute most to the cross-shore sediment transport during the observation period.

During those periods the water column is vertically well-mixed and high waves play a dominant

role in sediment resuspension. Barotropic transport during storms accounts for almost half

of the observed transport at depth and results in net offshore transport. The occurrence of

cross-shelf winds generated a coastal setup that contributed substantially to the offshore flux

of fine sediment.
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• During stratified periods, transport at depth depends on wind magnitude and direction, which

set the location of the freshwater plume, determine the strength of the cross-shore density

gradients and the strength of the fronts. Tidal straining on its own does not appear to generate

significant sediment transport as it is strongest during neap tides when vertical stratification

is higher and sediment concentrations are very low. Net transport during stratified periods is

onshore.

• Tidal plume fronts are clearly observed in density and cross-shore velocity profiles, presenting

a dynamical component not observed in the far-field. Their contribution to sediment transport

is only significant during spring tides, when they manifest as strong pulses of seaward transport

at depth that can be of similar magnitude to storm fluxes. However, the overall effect of

fronts on net transport depends on the mean state of stratification; net seaward transport

due to fronts is only realized when the ambient coastal stratification, which generates onshore

transport, is low.

• Over the course of the measurement period, near-bottom suspended sediment flux is offshore

during unstratified periods, primarily due to storms and to a lesser degree fronts, and onshore

during persistently stratified periods, primarily during spring tide. Net cross-shore transport

was offshore during our observation period; however, the magnitude of the onshore and off-

shore transport mechanisms were close enough that a different combination or sequence of

forcing conditions could conceivably result in net shoreward transport instead.

Overall, we conclude that both barotropic and baroclinic dynamics are relevant for sediment trans-

port processes in the mid-field region of the Rhine ROFI. On longer time scales, we expect seaward

transport to dominate during winter time as the water column would tend to be mixed more fre-

quently. On the contrary, calm weather during summer time would lead to shoreward transport

because increased stratification could be expected.
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Chapter 3

WAVE GENERATION OF GRAVITY-DRIVEN SEDIMENT FLOWS ON A
PREDOMINANTLY SANDY SEABED

3.1 Introduction

Sediment gravity flows move large amounts of sediments from deposition zones in shallow coastal

areas to deeper ocean regions, contributing substantially to the morphological evolution of conti-

nental shelves (Wright et al., 2001; Wright and Friedrichs, 2006; Walsh et al., 2004; Parsons et al.,

2007) and the export of sediment, with associated nutrients, contaminants and carbon, to the

abyssal ocean (Puig et al., 2003, 2004). Over the last two decades, several field and modeling stud-

ies have demonstrated the importance of wave-supported gravity flows (WSGF) to the cross-shelf

transport of muds on continental shelves and have provided a description of the governing mecha-

nisms (Ogston et al., 2000; Traykovski et al., 2000; Scully et al., 2002, 2003; Wright and Friedrichs,

2006; Parsons et al., 2007; Macquaker et al., 2010). In WSGF, turbulence and shear stress derived

from wave energy resuspends bed sediment and generates a thin near-bed high concentration layer

that moves downslope due to gravity. Cross-shelf gradients in near-bottom wave energy result in

large amounts of deposition in regions where waves can no longer maintain sediment in suspension

(Wright et al., 2001; Scully et al., 2002; Traykovski et al., 2007).

The dynamics of WSGF are thought to be governed by a force balance between the downslope

gravitational component resulting from the sediment-induced buoyancy anomaly, and friction aris-

ing from flow over the stationary seabed (Wright et al., 2001; Scully et al., 2002; Wright and

Friedrichs, 2006). In its simplest form, this force balance has been written as a linearized Chezy

equation (Wright et al., 1988, 2001; Traykovski et al., 2007)

Hg′ sinα = CDug |umax| (3.1)

where the left-hand and right-hand sides represent the buoyancy and friction terms, respectively.
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In Equation 3.1, H is the thickness of the high-concentration layer (∼ 10 cm), g′ is the reduced

gravity, sinα is the seabed slope, CD is the drag coefficient, ug is the gravitational flow velocity and

umax corresponds to the maximum velocity at the top of the high concentration layer, accounting

for wave velocities and water column velocities, umax =
√
u2w + u2g + u2c (Wright et al., 2001). The

downslope transport, which depends on the suspended sediment concentration and the gravitational

velocity, can be estimated from Equation 3.1 if the sediment concentration can be related to the

wave forcing. This relationship is often expressed in terms of a bulk Richardson number (Trowbridge

and Kineke, 1994; Wright et al., 2001; Wright and Friedrichs, 2006),

Rib =
B

u2max
(3.2)

where B =
gs

ρs

∫ H

0
C(z)dz = g′H is the buoyancy anomaly integrated over the high-concentration

layer of thickness H, C(z) is suspended sediment concentration (kg/m3), s is the submerged weight

of the sediment relative to seawater and ρs is the density of the sediment. In general, both ug

and B are unknown and model closure can be achieved by assuming that the feedback between

turbulence and suspended sediments maintains Rib at a critical value of Ric = 0.25 (Trowbridge and

Kineke, 1994; Scully et al., 2002, 2003; Friedrichs and Wright , 2004); if Rib > 0.25 the damping

of turbulence by stratification will cause sediment to settle, reducing Rib towards Ric, whereas if

Rib < 0.25 the enhanced turbulence will resuspend more sediment causing Rib to increase back

to Ric. Many recent models are based on Equation 3.1 and use a critical Rib = Ric for model

closure (Scully et al., 2002, 2003; Friedrichs and Wright , 2004), assuming an unlimited supply of

fine sediment that allows the turbid boundary layer to remain critically stratified at all times.

An alternative approach to modeling WSGF is to solve a mass balance within the high concentra-

tion near-bed layer, with gravitational velocities obtained from Equation 3.1 and the entrainment

of sediment into overlaying waters based on stratified mixing formulations (Traykovski et al., 2007;

Harris et al., 2004, 2005; Chen et al., 2013). Sediment concentrations are related to the wave and

current forcing in terms of bottom stresses and turbulence without invoking a critical Richardson

number (Traykovski et al., 2007; Harris et al., 2004). While these models rely on parametrizations

for a suite of near-bed processes such as settling speed, deposition and erosion from the seabed,



52

their applicability is not restricted to environments with an unlimited supply of fine sediment.

Although depositional patterns due to WSGFs have been successfully reproduced in several loca-

tions around the world using both type of models (Scully et al., 2002, 2003; Harris et al., 2004,

2005; Traykovski et al., 2007), neither the force balance, the critical Richardson number assumption

or the range of applicability of WSGF models have been rigorously tested in the field. Moreover,

current observations suggest that WSGF are very limited in terms of locations and conditions. It

is widely acknowledged, however, that the body of literature documenting these flows is still small

and a complete understanding of the conditions required to generate them has not been achieved

(Wright and Friedrichs, 2006), with the possibility that they are actually much more prevalent than

expected.

In order to support downslope transport, sediment particles must generate a layer of very high

concentration that influences the bulk density of the sediment-water suspension. It is generally

assumed that this can only be achieved in fluid muds, in which hindered settling is significant, the

particle size is small and the sediment concentration exceeds a threshold of approximately ∼2-10

g/l (Winterwerp, 2002). Under these conditions the timescale for particle settling is long relative

to timescales of the waves and turbulence. As a result of the above requirements for formation, the

vast majority of observations of WSGF have been reported on continental shelves near the mouths

of rivers where the combination of a large supply of fine sediment and high wave energy results in

the resuspension of recently deposited and unconsolidated sediment (Ogston et al., 2000; Traykovski

et al., 2000, 2007; Ma et al., 2010; Hale and Ogston, 2015). When samples of bottom sediments

were acquired, field studies have predominantly reported distributions dominated by clays and silts,

with mean (or median) particle sizes typically on the order of 4-8 µm and containing very small

percentages of sand (Traykovski et al., 2000, 2007; Ma et al., 2008; Jaramillo et al., 2009).

3.2 Study site and methods

The Stratification Impacts on Nearshore Sediment (STRAINS) experiment made hydrodynamic

and sediment transport measurements in the region of freshwater influence formed by the Rhine

River along the Dutch coast in 2013 and 2014 (Horner-Devine et al., 2017; Flores et al., 2017).
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The measurements presented here document a WSGF event during the first major storm of the

2014 fall season (Figure 3.1c), which coincided with a period of low river outflow; discharge from

the Rhine River was persistently below its annual average of 2500 m3s−1 during the 30 days prior

to our deployment (Figure 3.1d). High waves and strong tides occur in this region and are mostly

responsible for the observed sediment transport patterns (Pietrzak et al., 2011; Flores et al., 2017).

Depth-averaged tidal currents are on the order of 1 ms−1 and severe storms during the fall and

winter generate wind waves that can easily reach 4-5 m. Nonetheless, the conditions and setting

are unique relative to previous observations of WSGF. The Rhine River is not a significant source

of coastal sediments, with the exception of extreme flood events (Pietrzak et al., 2011), and seabed

composition consists primarily of fine to medium sands with particle size ranging between 100-300

µm in 8-10 m depth and typically decreasing in the offshore direction (Janssen and Mulder , 2005).

The measurement location is adjacent to the Sand Engine (Stive et al., 2013), a mega nourishment

completed in 2012 (Figure 3.1 a). While the emplacement of the Sand Engine undoubtedly provides

a large source of coastal sediment, monitoring has shown that the particle size distribution around

it has coarsened since its construction Huisman et al. (2016). Moreover, observed suspended sedi-

ment concentrations are in the same range as those observed prior to its construction (van der Hout

et al., 2015; Flores et al., 2017; Horner-Devine et al., 2017). This suggests that the Sand Engine

does not provide a large source of fine sediments. Seafloor slopes and median grain sizes around

the Sand Engine (Huisman et al., 2016) show values that are representative of many continental

shelf areas; thus, while this is a unique setting in which a WSGF has been documented, it is not

unique in terms of coastal morphology and sedimentology.

The measurement site was 10 km north of the Rhine River mouth and consisted of two frames,

one in 8m and one in 12m of water (Figure 3.1 a, b). Suspended sediment concentration and

velocity profiles were obtained using acoustic and optical instrumentation. Down-looking Acoustic

Backscattering Systems (ABS) were used to estimate near-bottom sediment concentration profiles

at both sites, with transducers measuring at frequencies of 1, 2, 3 and 4 MHz with 1 cm vertical

resolution from approximately 1 m above the bottom to the seabed (Betteridge et al., 2008; Thorne

et al., 2011). They were calibrated in the laboratory using particle size distributions representative
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Figure 3.1: Study area, wave heights and Rhine River discharge. (a) Bathymetry of the study

area, including tripod locations (red squares). Thick black lines indicate the 0m, 8m and 12m

depth contours. Contours have been drawn every 2m. Color squares, circles and triangles represent

locations with mud fraction greater than 5%, for surveys taken in October 2013, August 2014 and

February 2015, respectively. Diamonds correspond to bed samples taken on deployment day, in

September 2014 (b) Cross-shelf profile. Red squares mark tripod locations. (c) Significant wave

height. (d) Rhine River discharge. Dashed red line in panels c) and d) indicate the beginning of

the 2-day storm that generated the wave-supported gravity flow event.
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of the field site. Sediment concentrations at four elevations (10, 20, 30 and 50 cmab) were collected

using Optical Backscatter Sensors(OBS) at the 8m site, which were calibrated in the laboratory

using sediment collected in the field. The ABS data are used primarily in the analyses since they

provide much better vertical resolution, though the magnitude of the observed concentrations is

confirmed in the OBS measurements.

Velocity profiles were measured using a combination of acoustic instruments. At the 8m site,

near-bed velocity profiles were obtained using a down-looking acoustic doppler profiler (Nortek

Aquadopp) measuring at 2Hz with 1 cm vertical resolution. An up-looking profiler measured ve-

locities through the upper portion of the water column, with the first bin centered 1.6 m above

the bottom and vertical resolution of 0.5m. An ADV (Acoustic Doppler Velocimeter) was placed

approximately 70 cm above the bottom and was used to connect the near-bottom and upper water

column velocity profiles, as well as to obtain estimations of the bottom stress and drag coefficient.

The velocity measurements were averaged in 10-min bursts and cubic splines were used to smooth

vertical profiles. Unfortunately, the down-looking profiler at the 12m site did not give usable data

due to a battery malfunction. Data quality measures showed ping-to-ping correlations and signal-

to-noise ratios within the recommended range of values in the near-bottom region. East-North

velocity components were rotated to alongshore and cross-shore components using tidal ellipse

properties, obtained by performing harmonic analysis (Pawlowicz et al., 2002) on the velocity data.

Bed elevation was determined using both the location of maximum acoustic backscatter (ABS) and

the hydrodynamic bottom, where the mean velocities become zero in the down-looking Aquadopp

data. In general, the surface of maximum acoustic backscatter agreed well with the location of zero

mean velocities.

Wave orbital velocities were computed from the spectra of the ADV data over the typical wave

frequency range from 0.02 to 0.3 Hz (Wiberg and Sherwood , 2008). Bed shear stress was calculated

using a 1D wave-current bottom boundary layer model (Grant and Madsen, 1986). Wave direction

was estimated from directional data from a WaveRider buoy located 1km northeast of the mea-

surement site, and bottom roughness was estimated from ripple heights (η) and wavelengths (λ)
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derived from an Acoustic Ripple Profiler using kb = 27.7η2/λ (Grant and Madsen, 1986).

3.3 Observations and results

At the beginning of the storm, wave heights increased to 2.5 m (Figure 3.1c) resulting in near-

bottom wave orbital velocities on the order of 0.45 ms−1 at the 12m site (Figure 3.2a). Combined

with the large tidal velocities in the area (Rijnsburger et al., 2016; De Boer et al., 2006), this re-

sulted in high bed stresses that peaked during flood tides and showed an overall five-fold increase

with respect to the preceding calm period (Figure 3.2a). Bottom stresses remained elevated for

almost 2 days and reached values well above the threshold of resuspension for silts and fine sands.

Following the large stresses, sediment concentration profiles measured by the ABSs showed maxi-

mum near-bottom concentrations of 40 (g/l) and 50 (g/l) at the 12m and 8m sites (Figure 3.2 b

and c), respectively, which are of similar magnitude to those of previously reported WSGF events

(Hale and Ogston, 2015; Traykovski et al., 2007). Peak concentrations of 10 (g/l) were reported

by the OBS 20 cmab at the 8m site (Figure 3.2b), suggesting that at times the high-concentration

layer was at least 15-20 cm thick.

Significant bed elevation changes were observed during this event at both sites based on ABS data

(Figure 3.2 b, c). At the 12m site these changes resulted in approximately 10 cm of deposition over

the course of the event with most of the deposition occurring within a few hours of the beginning

of the storm, suggesting that the WSGF was initiated as soon as wave energy increased (Figure 3.2

c). Records from pressure sensors on the frames did not show variations that could be related to

instrument settling. The bed elevation also increased by more than 10 cm at the 8 m site; however,

the net bed elevation change during the storm was only 5 cm (Figure 3.2 b). The increase in

concentration at the 12m site lags that at the 8m site by approximately 2 hours, which is consistent

with downslope transport.

The velocity and sediment profiles during the event period reveal clear evidence of gravitational

transport (Figure 3.3). Sediment concentration profiles at both sites show a high concentration

layer with a thickness ranging between 5-20 cm and high concentration gradients (Figure 3.3 g-
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Figure 3.2: Forcing conditions and suspended sediment concentrations. (a) Near-bottom wave

orbital velocity (red line), near-bottom tidal currents measured 0.25 mab (blue line) and combined

wave-current bottom stress (black line) at the 12m site. Vertical dashed line indicates the arrival of

the storm. Horizontal dotted line indicates the critical stress for fine sand particles with d50 = 280

(µm) (b) Sediment concentrations at the 8m site. Red line represents sediment concentrations

measured by the OBS placed 20 cmab (c) Sediment concentration at the 12 m site. The thick black

lines in panels (b) and (c) correspond to a lowpass filter of the bed elevation.
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i). The concentration profiles show an exponential decay with maximum concentrations near the

bed (Figure 3.3 g-i), similar to other field and laboratory experiments (Lamb and Parsons, 2005;

Traykovski et al., 2007; Hooshmand et al., 2015; Souza et al., 2004).

Phase averaged velocity profiles reveal the vertical structure of the current during slack, peak flood

and peak ebb tide periods (Figure 3.3). When tidal currents cease during slack, an offshore-directed

jet is observed in the lower 10 cm with weaker offshore flow above it (Figure 3.3 d). The maximum

average downslope flow during slack is approximately 2 cm/s, however, individual profiles show

cross shore velocities reaching 5 cm/s (Figure 3.3 e,d). This jet is attributed to gravitational flow

since it occurs when other forcing ceases and it is vertically confined to the layer of high sediment

concentration.

The tidal flow in this region is strongly influenced by density stratification associated with the

nearby discharge from the Rhine River (Visser et al., 1994; Simpson and Souza, 1995), resulting

in cross-shore tidal flow that is onshore during flood tide and offshore during ebb tide (Figure 3.3

b-c). Thus, the tidal current opposes the gravitational flow during flood tide, and we observe that

this thins the layer of near-bed offshore flow, but does not completely suppress it (Figure 3.3 e).

In contrast, offshore tidal velocities during ebb tide thicken the near-bed layer to approximately 15

cm (Figure 3.3 f). Tidal changes in the thickness of the high concentration layer are consistent with

those observed in the velocity profiles; a thin layer during flood and thicker layers during slack and

ebb. The alongshore velocity profiles are approximately logarithmic, although modification in the

profile due to the influence of stratification is expected (Figure 3.3 a-c). Despite these modulations

of the layer thickness by tidal velocities, the average layer thickness remains small (0.05− 0.20 m)

compared with the much thicker turbid layers (1− 2 m) observed in systems in which stress from

currents are of first order importance to the dynamics of the gravity flow (Ma et al., 2008, 2010).

Thus, the dynamics of the gravity flow observed here appear to be dominated by wave stress, even

though tidal currents also exert an influence on their structure and direction.

The high concentrations observed during the WSGF resulted in elevated cross-shore sediment trans-

port (Figure 3.4d). The net cross-shore sediment flux due to the WSGF event was an order of
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Figure 3.3: Velocity and sediment concentration profiles. (a)-(c) Alongshore (blue) and cross-

shore (red) velocity profiles for the entire water column. (d)-(f) Alongshore (blue) and cross-shore

(red) velocity profiles over the bottom 20 cm. Gray lines represent the envelope of maximum

velocities. (g)-(i) Sediment concentration profiles over the bottom 30 cm. Gray lines correspond to

the envelope of maximum observed concentrations at each elevation. Velocity and concentration

profiles correspond to phase-averages for the slack, peak flood and peak ebb tidal phases. Each

profile was computed using between 6-8 individual profiles. Individual profiles were obtained by

averaging the 2Hz data into 10-min bursts. Positive values correspond to flow directed to the

northeast (alongshore) and offshore (cross-shore).
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magnitude greater than the suspended load transport in the overlying water column (0.5mab to

the surface) measured nearby at the 12m site (Flores et al., 2017) or the bedload transport based

on the formula of Madsen (1991) for the same time period (Figure 3.4 d). In fact, the offshore

transport during this 1.5 day WSGF event was much higher than the suspended sediment transport

observed during a 30 day period at the nearby 12m site. Sediment concentration measurements

were not made in the upper water column at the 8m site.

3.4 Gravitational velocity, force balance and Richardson number

The gravitational velocity component, ug, can be estimated using our near-bed measurements and

the force balance presented in Equation 3.1. The thickness of the high concentration layer, H, and

the reduced gravity, g′, are estimated directly from the sediment concentration profiles (Traykovski

et al., 2007). The seabed slope at the 8m site was estimated from bathymetry data as α = 0.008.

The maximum velocity umax was computed including wave, current and gravitational velocities.

The value for the drag coefficient at the 8m site was estimated as CD = 0.003, based on the ADV

turbulence measurements outside the wave boundary layer. This value is consistent with values

used in previous WSGF studies (Scully et al., 2002, 2003). A detailed presentation of the methods

for estimating CD and its tidal variability are presented in Appendix A. Figure 3.4c shows the com-

parison between ug predicted from Equation 3.1 and the measured cross-shore velocity averaged

over the high-concentration layer, Ucross. Although predicted ug values are almost always greater

than the observed cross-shore velocity, the variability in Ucross is well explained by the ug prediction

during slack tides (R2 = 0.92, Figure 3.4c - inset), which suggests that Ucross responds directly to

changes in the sediment-induced buoyancy, B (Equation 3.1). However, the tidally-influenced vari-

ability in Ucross exceeds that due to changes in buoyancy except close to slack tide (Figure 3.4c).

This is particularly true during flood tides, when the poorest agreement between Ucross and ug is

observed as the onshore tidal flow opposes the gravitational flow (Figure 3.4c and Figure 3.3).

In order to evaluate the subtidal momentum balance (Equation 3.1) we set ug = 1.6 cm/s, which

corresponds to the average magnitude of Ucross during slack tides. This provides a representative

gravitational velocity that results from the available sediment-induced buoyancy, without signifi-
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Figure 3.4: Velocity components and sediment fluxes. (a) Near-bed alongshore current. (b) Depth-

averaged suspended sediment concentration in the turbid near-bottom boundary layer (c) Gravita-

tional velocity (ug, dotted blue line), as inferred from the force balance (Equation 3.1), vertically

averaged cross-shore velocity over the high-concentration layer (Ucross, solid blue line). Inset shows

a scatter plot comparison between ug and Ucross for slack (black squares), ebb (gray triangles) and

flood (gray circles) tidal phases. (d) Cumulative cross-shore sediment fluxes for the WSGF event

(black line), suspended load at the nearby 12m site (blue line) and bedload (red line) and cumula-

tive alongshore flux for the WSGF event (gray dotted line, axis on the right). Positive cross-shore

fluxes are offshore, positive alongshore fluxes are directed northwards.
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cant tidal influence. Using the mean observed slack tide cross-shore velocity for ug, the frictional

and gravitational terms balance to within 6% after an initial adjustment period (Figure 3.5 b).

This good agreement supports previous findings suggesting that WSGF dynamics are governed by

a buoyancy-friction balance (Traykovski et al., 2007) and further confirms that the observed flow is

indeed a WSGF. The initial adjustment provides information on the initiation and temporal evo-

lution of WSGF. Immediately after the start of the storm the wave forcing, via the friction term,

exceeds the buoyancy term, suggesting that the high concentration layer may still be forming. Sub-

sequently, the buoyancy term exceeds the friction term for several hours. This imbalance may have

been caused by a slumping event that occurred shortly after the wave energy increased, which may

also help to explain the sudden change in bed elevation observed at the 12m site (Figure 3.2 c).

The high near-bottom offshore velocities also support the hypothesis that strong gravitational flow

occurred during the initial stage of the storm (Figure 3.4 c).

The bulk Richardson number is relatively constant, with the exception of a few hours early in

the storm (Figure 3.5c). The constant value observed after day 264.8 supports the hypothesis

that a dynamical feedback is established, forming a quasi-steady suspension (Wright et al., 2001).

However, we observe a constant value of Rib = 0.01, which is more than one order of magnitude

lower than the canonical value of Rib = 0.25 typically assumed in WSGF models (Wright et al.,

2001; Scully et al., 2002; Friedrichs and Wright , 2004; Friedrichs and Scully , 2007).

3.5 Discussion

3.5.1 Modeling WSGF

The Richardson number is one of the key parameters often used in the modeling of WSGF. Al-

though Rib = 0.25 has been widely adopted, data from several previous studies also result in values

of the Richardson number below this critical value (Traykovski et al., 2007; Hsu et al., 2009; Lamb

and Parsons, 2005). Low values of Rib, such as those observed in this study, have been ascribed to

finite bed erodibility (Hsu et al., 2009). On the Dutch coast it is likely that low erodibility results

from the high sand content in the bed; winnowing of fine sediment from the bed during the initial

stages of the event will coarsen the bed and reduce erodibility.
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Figure 3.5: Dynamics of the WSGF. (a) Alongshore current. (b) Chezy balance: gravitational

(solid red line) and frictional (solid blue line) terms. Gray area is associated to the uncertainty in

seabed slope (±20%). Dashed blue line is associated to the uncertainty in ug, determined based

on the standard deviation of ug during slack tides. (c) Richardson number (Equation 3.2). (d)

Gravitational velocities at slack tide, normalized by ug(Cmeas). Gravitational velocity inferred from

Equation 3.1 using a critical Richardson number (Rc = 0.25, blue), gravitational velocity inferred

from Equation 3.1 using measured Richardson number (Ri = 0.01, red), gravitational velocity

obtained from Traykovski et al. (2007) 1D model using a resuspension parameter γ0 = 0.002 (T07LE ,

green), gravitational velocity obtained from Traykovski et al. (2007) 1D model using a resuspension

parameter γ0 = 0.005 (T07HE , purple), and measured cross-shore velocity (Ucross, black).
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In order to test the applicability of WSGF models to our observations, we have estimated gravita-

tional velocities using constant Richardson numbers (Rib = 0.25 and Rib = 0.01) and a 1D WSGF

mass balance model (Traykovski et al., 2007). These estimates are shown in Figure 3.5d. For the

vertical mass balance model, we have included estimates using both low and high erodibility coeffi-

cients (commonly referred to as γ0). As these models rely on the use of Equation 3.1 but differ on

how they estimate sediment concentrations, the gravitational velocities in Figure 3.5d have been

normalized by ug(Cmeas). This represents the gravitational velocities obtained from Equation 3.1

using the measured sediment concentrations profiles (as in Figure 3.4c), which we consider to be

the best estimation these models could provide. For reference, we have also included the measured

cross-shore velocities, Ucross. The best agreement is achieved with the use of Rib = 0.01, although

ug(Ri = 0.01) underpredicts ug(Cmeas) at times when the peak in Rib is observed (Figure 3.5c,

around day 264.6). The use of Rib = 0.25 results in ug values with a mean of 27 cm/s, an order of

magnitude higher than the observed velocities or ug(Cmeas). The mass balance model gives results

that are much closer to ug(Cmeas), with estimates obtained using low bed erodibility showing a

better performance overall than those obtained with high erodibility.

The models used in our comparison differ in terms of the physical processes that are assumed to

be responsible for limiting cross-shore transport in WSGF. The use of Rib = 0.25 assumes that

sediment availability is unlimited and that the high suspension layer is critically stratified. This

model significantly overpredicts transport in the observed WSGC. However, Rib is observed to be

constant during most of the WSGF event, albeit at a value much lower than 0.25, suggesting that

a critical Rib model may still be appropriate. Use of such a model for coarse particle suspensions

would require a suitable prediction of Rib. In the mass balance model (Traykovski et al., 2007), on

the other hand, sediment suspension is limited by erosion from the seabed. This model compares

well with the current observations, especially when the bed erodibility is assumed to be low.
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3.5.2 The role of fine sediment

Hindered settling, which occurs preferentially in fine sediments, is thought to be a key component in

the maintenance of high density suspensions (Winterwerp, 2002). This suggests that fine sediment

is likely to have played an important role in the observed WSGF, despite the fact that the bed

sediment is predominantly sandy. Our measurements did not resolve the particle size distribution

of the sediment suspension, and thus we cannot determine the fraction of fine sediment present in

the high concentration layer or how important fine sediment was in the generation of the WSGF.

Field surveys have confirmed the presence of fines in the region; mud deposits and areas with high

turbidity are frequently observed off the Dutch coast and along the southern bight of the North

Sea (Fettweis and Van den Eynde, 2003; Van Alphen, 1990; Visser et al., 1991; van der Hout

et al., 2015, 2017). Detailed surveys of the size distribution of sands (Huisman et al., 2016) give

a reasonable estimate of the fraction of fine sediment (< 63 µm) on the seabed and the spatial

and temporal variability of transient mud deposits close to our measurement sites (Figure ?? a).

Locations with seabed fine sediment fractions greater than 5% were frequently observed all around

the measurement sites, and some of them showed fractions reaching up to 30% particularly near

the 12 m isobath (Figure 3.1 a). Hindered settling has been shown to occur when the sediment

concentration exceeds 2-10 g/l (Winterwerp, 2002). Near-bed concentrations of fine sediment in this

range can be achieved even in this relatively coarse mixture considering that the observed near-bed

concentrations ranged from 10 - 50 g/l (Figures 3.3 and 3.4b) and bed fractions ranged from 5%

to 30%. This estimate assumes that the high concentration layer has a similar size distribution to

the seabed. While this is not know, winnowing may actually result in a finer size distribution in

the layer than on the seabed.

3.6 Summary

The movement of sediment across gently sloping continental shelves has long been one of the most

poorly understood components of source-to-sink sediment budgets (Nittrouer and Wright , 1994).

Previous studies have identified WSGF as a leading process for cross-shelf transport of muds, but

the measurements presented here are the first to document the importance of WSGF to cross-shelf
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transport and morphological evolution on sandy inner shelves. Offshore transport associated with

this 1.5 day WSGF event was much higher than estimates of bedload transport and measurements

of suspended sediment transport at a nearby site during a 30 day period. During this period WSGF

was the dominant mechanism of cross-shore transport in this region, however, the frequency of oc-

currence is unknown.

The observed WSGF dynamics support the use of the Chezy balance for modeling WSGF on sandy

seabeds. They also suggest that particle size plays a key role in determining the intensity of downs-

lope transport, and that a critical Richardson number (Ric = 0.25) cannot be achieved in sandy

environments. Coarse particles may influence WSGF transport either by modifying the dynamics

of the turbulent suspension due to higher settling rates or by reducing the bed erodibility. Future

work is necessary to determine the relative importance of these processes in limiting transport in

mixed sediment suspensions.

Nonetheless, the occurrence of this event under conditions unique from previous observations sug-

gests that WSGF may occur more frequently and in a much wider range of shelf locations than

previously thought.

3.7 Appendix A: Estimation of the drag coefficient, CD

The dynamics of wave-supported gravity flows (WSGF) are thought to be governed by a force bal-

ance between the downslope gravitational component resulting from the sediment-induced buoyancy

anomaly, and friction arising from flow over the stationary seabed (Wright et al., 2001; Scully et al.,

2002; Wright and Friedrichs, 2006). This force balance is usually written as

Hg′ sinα = CDug |umax| (3.3)

In order to evaluate Equation 3.3 using measured near-bed velocities and sediment concentrations,

we require prior knowledge of the drag coefficient, CD. We estimated the drag coefficient based on

the turbulence measurements (ADV sampling at 8 Hz) taken close the bed, as the mean value of
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two methods: i) the wave-current boundary layer model of Grant and Madsen (1979) and ii) the

eddy correlation method (Kim et al., 2000). For each method, the drag coefficient is computed

as CD = u2∗/U
2, where u∗ is the friction velocity and U is the speed of the mean current. The

Grant and Madsen (1979) model outputs u∗ directly based on the wave and current forcing input.

Provided that the turbulence measurements were taken in the region of constant stress, the eddy

correlation method establishes that u2∗ = u′w′, where u′ and w′ are the horizontal and vertical

velocity fluctuations, respectively. Values for the drag coefficient were computed for the time pe-

riod when the WSGF was observed, and then a mean value was obtained. We recognize that the

application of these methods may not be ideal to this particular situation but our measurements

did not resolve the variability of CD within the wave boundary layer. Application of these methods

during the time when the WSGF was observed yielded a value of CD = 0.0032 ≈ 0.003, which

was found to be consistent with values of the drag coefficient previously used in WSGF modeling

studies (Scully et al., 2002; Friedrichs and Wright , 2004). Figure 3.6a shows CD as inferred from

the near-bottom turbulence measurements.

The drag coefficient can also be inferred directly from Equation 3.3 if estimates of the gravitational

velocity ug are available. This approach was not used in the manuscript since we were looking to

evaluate the force terms to investigate WSGF dynamics rather than focusing on one particular term

of Equation 3.3. However, direct measurements of CD in WSGF are not commonly available and

might be valuable in future WSGF studies. We estimated CD from Equation 3.3 using measured

sediment concentrations, wave and current velocities and two estimates for gravitational velocities:

i) the measured cross-shore velocities (Ucross) and ii) ug = 1.6 (cm/s), which corresponds to the

average of Ucross at slack tides, as discussed in the manuscript. These estimates are shown in

Figure 3.6b. For case i), CD shows a mean value of CD = 0.0043 (dashed red line in Figure 3.6b),

which is indeed a little higher than the value obtained from our turbulence measurements. For

case ii) CD has a mean value of CD = 0.0034, which is very close to the estimates obtained from

the ADV measurements. As was shown in the manuscript, our measurements of near-bed velocity

agree well with ug at times close to slack tide, when tidal currents cease. If we only consider slack

tides to obtain an averaged CD, we get CD = 0.0045 when using Ucross and CD = 0.0037 when

using ug = 1.6 (cm/s). Both of these results are still close to the estimate obtained using the ADV
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measurements. While a temporal variability in CD clearly exists (Figure 3.6), no clear differences

are observed between flood and ebb tides.

We recognize that the drag coefficient used in Equation 3.3 should be obtained from measurements

within the wave boundary layer (WBL), however, our calculations suggest that CD obtained from

ADV measurements outside the WBL gives a good approximation of the drag coefficient in the

WSGF.
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Figure 3.6: Drag coefficient. (a) CD inferred from ADV measurements. Dashed red line corresponds

to the mean value during the WSGF. (b) CD inferred from Equation 3.3, using measured cross-

shore velocities (blue squares) and ug = 1.6 (cm/s) (red squares). Dashed lines correspond to the

mean values during the WSGF.
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Chapter 4

THE INFLUENCE OF TIDAL STRAINING IN THE FORMATION OF
NEARSHORE TURBIDITY MAXIMUM ZONES IN REGIONS OF

FRESHWATER INFLUENCE

4.1 Introduction

Density stratification has a profound influence on circulation and sediment transport dynamics in

estuaries (Hansen and Rattray , 1965; Burchard et al., 2013; Geyer and MacCready , 2014) and in

shallow coastal seas (Simpson et al., 1990; Stacey et al., 1999; Pietrzak et al., 2011). Shallow coastal

seas that are strongly influenced by riverine freshwater discharge, such as Liverpool Bay (Rippeth

et al., 2001), San Francisco Bay (Stacey et al., 2001) and the Rhine outflow region (Simpson and

Souza, 1995) are often referred to as regions of freshwater influence (ROFIs) (Simpson, 1997). In

the absence of surface gravity waves, the instantaneous movement of sediments is usually related

to the tidal flow, however, the long term transport is driven by the residual currents and turbulent

dispersion processes which are significantly modified by the presence of longitudinal and lateral

density gradients (Jay and Musiak , 1994; Lerczak and Geyer , 2004; Scully and Friedrichs, 2007).

An important consequence of density gradients in estuaries and ROFIs is the generation of subtidal

(low frequency) landward sediment fluxes near the bed, which may lead to sediment convergence

and regions of very high turbidity (Jay and Musiak , 1994; Geyer et al., 2001; Burchard et al., 2013;

Souza and Lane, 2013).

In estuaries, subtidal landward sediment fluxes and the formation of estuarine turbidity maxima

(ETM) are generally attributed to tidal asymmetries in eddy viscosity generated by tidal straining

(Jay and Musiak , 1994; Scully and Friedrichs, 2007). Tidal straining (Simpson et al., 1990) leads to

a periodic cycle of stratification and destratification in which the water column has the tendency to

become more mixed during flood tide. Stronger mixing during the flood transports more momen-

tum to the near-bed region, enhancing the near-bed landward currents relative to the ebb currents

and resulting in upstream residual transport (Jay and Musiak , 1994; Geyer et al., 2000; Scully and
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Friedrichs, 2007). While other density-driven mechanisms, such as gravitational (Burchard and

Hetland , 2010) and lateral (Lerczak and Geyer , 2004) circulation, typically support the formation

of ETMs, tidal straining has been systematically identified as the most important contributor to

landward sediment fluxes in estuaries with strong tidal forcing (Geyer et al., 2001; Burchard et al.,

2011, 2013). The effects of tidal straining on circulation and sediment transport dynamics have

been extensively documented in the York Estuary (Simpson et al., 2005), the Columbia River (Jay

and Smith, 1990; Jay and Musiak , 1994), the Hudson River estuary (Geyer et al., 2000), the Dee

River estuary (Amoudry et al., 2014) and the Rotterdam waterway (de Nijs et al., 2011).

Tidal straining has also been observed along the coast in ROFI systems (Simpson et al., 1990;

Simpson and Souza, 1995; Souza et al., 2008), where it likewise results in periodic variations in

stratification that control turbulence (Rippeth et al., 2001; Fisher et al., 2002; Souza et al., 2008).

An example of the semi-diurnal variations in stratification, current structure and near-bed sediment

transport induced by tidal straining is shown in Figure 4.1 for a shallow site along the Rhine ROFI

(Flores et al., 2017; Horner-Devine et al., 2017); a strongly sheared alongshore (Figure 4.1a) and

cross-shore current profile (Figure 4.1b) that results from the differences (Figure 4.1c) leads to a

net landward transport at depth (Figure 4.1d). Despite the fact that landward sediment fluxes are

frequently observed in ROFIs during stratified conditions (Souza and Lane, 2013; van der Hout

et al., 2015; Brown et al., 2015; Flores et al., 2017), the occurrence of tidal straining has not been

explicitly linked to observations of turbidity maximum zones in coastal regions.

The occurrence of turbidity maximum zones (TMZs) is relevant for a wide variety of ecological

problems, as they are often related to the inhibition of primary production, hypoxia and the ac-

cumulation of contaminants (Eisma, 1990; Yoshiyama and Sharp, 2006). High concentrations of

suspended sediments can impair the optimal functioning of coastal engineering projects, which may

then require unplanned modifications. The accumulation of fine sediments in estuarine waterways

and coastal regions usually results in the need for further human intervention, that often materi-

alizes in the form of dredging activities. Thus, a better understanding of the physical processes

that determine sediment pathways and accumulation zones is essential to improve our capability

to sustainably managing coastal areas.
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Figure 4.1: Field measurements along the Rhine ROFI. (a) Bottom (solid line) and surface (dotted

line) alongshore velocities. (b) Bottom (solid line) and surface (dotted line) cross-shore velocities.

(c) Top-bottom salinity difference. (d) Instantaneous (black line) and cumulative (gray line) near-

bottom cross-shore sediment fluxes. These measurements were part of the STRAINS (Stratification

Impacts on Nearshore Sediment) field campaign (Flores et al., 2017; Rijnsburger et al., 2018) and

were taken 10 km north of the mouth of the Rhine River, in 18 m of water, approximately 5 km off

the coast. In all panels, bottom refers to measurements collected approximately 0.5 m above the

bed and surface refers to measurements collected 1 m below the surface.
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In the Rhine ROFI, a persistent turbidity maximum zone is observed between 1-3 km from the coast

(Figure 4.2a), spanning tens of kilometers in the alongshore direction and with peak sediment con-

centrations typically located 1.25-1.5 km off the coast (van der Hout et al., 2015, 2017). Based on

data collected during several measurement campaigns along the years (Van Alphen, 1990; Joordens

et al., 2001; van der Hout et al., 2015), this TMZ is thought to extend at least 80 km downstream

of the mouth of the Rhine-Meuse estuary (Figure 4.2b), making it the main feature of the fine

sediment dynamics along the Dutch coast. As a result of vertical stratification, high suspended

sediment concentrations are usually confined to the lower half of the water column (Figure 4.2a)

and are not detectable by remote sensing or satellite imagery (Pietrzak et al., 2011; van der Hout

et al., 2015). The nearshore location of this TMZ is certainly relevant for the coastal engineering

solutions implemented along the Dutch coast in response to climate change and sea level rise (e.g.

Stive et al., 2013), and it has also been shown to control the distribution of nutrients, plankton

and chlorophyll-a in the coastal ecosystem (Joordens et al., 2001; van der Hout et al., 2017). While

the mechanisms leading to the maintenance of this extensive TMZ have not yet been fully investi-

gated, tidal straining has been hypothesized to be one of the principal processes contributing to its

formation (van der Hout et al., 2015).

Although dynamics similar to those observed in estuaries frequently extend out onto the shelf in

river plumes (Horner-Devine et al., 2015) and ROFI systems (Simpson, 1997), particle trapping

and the formation of persistent turbidity maximum zones are rarely observed in coastal seas. One

notable exception are ROFIs, where the interplay between tides, density gradients and bottom

friction seem to favor convergence processes that may lead to the formation of turbidity maximum

zones (e.g. Souza and Lane, 2013; van der Hout et al., 2015; Brown et al., 2015; van der Hout et al.,

2017). The aim of this study is to investigate the mechanisms by which tidal straining in ROFIs

generates offshore turbidity maximum zones.

From the dynamics shown in Figure 4.1 it is clear that while the term tidal straining has been used

in both estuaries and open coastal seas, the mechanics of the tidal straining process can be different

in these two settings. In ROFIs where the tide behaves as a standing wave, such as Liverpool Bay
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Figure 4.2: Observation of a nearshore turbidity maximum zone along the Dutch coast. (a) Sus-

pended sediment concentrations along a transect off the coast at Egmond (see panel b). These

measurements correspond to those of van der Hout et al. (2015). (b) Bathymetry along the Dutch

coast. Red lines represent locations were a coastal TMZ was observed in the field measurements of

van der Hout et al. (2015) and Van Alphen (1990). The alongshore extension of the TMZ has been

indicated by the brown filled area. The red dashed line indicates that the TMZ could potentially

extend to the river mouth, although no measurements have been reported in that area.
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(Rippeth et al., 2001; Palmer , 2010), the major axis of the tidal currents is aligned with the hori-

zontal density gradient and tidal straining occurs similarly as it does in estuaries. The situation is

different in regions where the tide behaves as a progressive wave, such as the Rhine (Simpson et al.,

1993), since the tidal currents are not aligned with the main horizontal density gradient. Tidal

straining cannot occur in these systems without additional processes that enable the interaction

between the tidal shear and the density gradients (Visser et al., 1994; Simpson and Souza, 1995;

?). Earth’s rotation, which is usually neglected in estuaries (Scully and Friedrichs, 2007; Burchard

et al., 2013), plays a key role in the generation of tidal straining in these ROFI systems by setting

the thickness of the cyclonic and anticyclonic boundary layers (Prandle, 1982; Visser et al., 1994;

Palmer , 2010; Souza, 2013).

Tidal straining in ROFIs with progressive tides is a frictional process that relies on the anticyclonic

frictional boundary layer being much thicker than the water depth, such that in the presence of a

pycnocline the top and bottom layers become dynamically decoupled (Visser et al., 1994; Verspecht

et al., 2010). The decoupling of the top and bottom layers by the reduction of eddy viscosity at

the pycnocline leads to the modification of the tidal ellipses, which develop a strong cross-shore

component (Visser et al., 1994; Simpson and Souza, 1995; Souza et al., 1997). As the upper layer

does not feel bottom friction, it develops strong anticyclonic rotation, which in turns enhances the

cyclonic character of the near-bottom currents. The surface and bottom currents rotate in opposite

directions, leading to the high cross-shore shear that results in the periodic cross-shore straining of

the density field (Visser et al., 1994; Simpson and Souza, 1995; Palmer , 2010; Souza, 2013). Tidal

current ellipticity, defined as the ratio of semi-minor to semi-major axes of the tidal ellipses, has

therefore been considered a direct measure of the occurrence of tidal straining in ROFI systems

(Visser et al., 1994; Souza et al., 1997; De Boer et al., 2006). In the Rhine, ellipticities approaching

0.4 have been observed both in the field (Visser et al., 1994; ?; Flores et al., 2017) and numerical

simulations (De Boer et al., 2006) during stratified conditions.

Tidal straining can then occur in the direction of the main tidal flow, as in estuaries or coastal

regions where the tide propagates as a standing wave, or in a direction that is perpendicular to it,

as in coastal systems with progressive tides. In order to clearly differentiate these environments,
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here we will refer to the tidal straining that occurs in progressive wave ROFI systems as elliptical

tidal straining (ETS).

In the present study, we focus on the role that ETS plays in the generation of turbidity maximum

zones in coastal regions. An idealized numerical model is specifically designed to reproduce the

cross-shore circulation dynamics that are primarily set by the tidal straining mechanism, charac-

teristic of ROFI systems with progressive tides. We test the hypothesis that tides and elliptical

tidal straining result in the formation of a coastal turbidity maximum that is detached from the

shoreline (as in Figure 4.2), and investigate the mechanisms by which cross-shore sediment con-

vergence is generated. The parameter space under consideration covers primarily variations in the

horizontal density gradients and the Coriolis parameter, which are thought to be the the critical

parameters governing tidal straining dynamics, as discussed in Section 4.2. The sensitivity of the

location of the TMZ and the magnitude of the suspended sediment concentrations is also tested

with regard to sediment particle size (Rouse number). Based on the results of our simulations, we

provide a parameter space for the formation of TMZs in shallow coastal seas, specified in terms of

non-dimensional numbers controlling the buoyancy and frictional influence.

This chapter is organized as follows: In Section 4.2 we explore the scaling relationships that define

the parameter space for ETS and define the major non-dimensional numbers that are used through-

out the paper. In Section 4.3 we describe the numerical model, grid setup, simulation scenarios,

parameters and forcing required to perform the hydrodynamic and sediment transport simulations.

In Section 4.4 we use model results to describe the processes leading to the formation of a TMZ

for a base case scenario. In Section 4.5 we investigate the parameter space for the the generation

of TMZ by tidal straining, including the influence of particle size distributions and sensitivity to

seabed slopes and water depth. We present our final conclusions in Section 4.6.

4.2 Non-dimensional parameters

An important goal of this paper is to develop a predictive understanding for the occurrence of

ETS and turbidity maximum zones in coastal shelf seas. To this end, we use key non-dimensional

parameters that have been previously identified as controls on the dynamics of tidal flows subjected
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to the influence of horizontal density gradients and Earth’s rotation (Simpson et al., 1990; ?;

Burchard et al., 2013; Souza, 2013). The relative importance of the horizontal density gradients on

the dynamics of estuarine and coastal flows is typically quantified in terms of the Simpson number

(Simpson et al., 1990; Stacey et al., 2010; Burchard et al., 2013; Geyer and MacCready , 2014):

Si = − g

ρ0

∂ρ

∂x

H2

u2∗
(4.1)

where g is the gravitational acceleration, ρ0 is a reference density, ρ is density, H is water depth,

and u∗ =
√
CDU is the friction velocity, where CD is a drag coefficient and U is a tidal velocity

scale. The Simpson number has also been referred to as the horizontal Richardson number, Rix

(Monismith et al., 1996; Stacey et al., 2001; Burchard and Hetland , 2010), and represents the ratio

of potential energy change due to straining to the rate of production of turbulent kinetic energy

(Geyer and MacCready , 2014). The Simpson number quantifies the importance of tidal straining

in the generation of residual flows in estuaries and ROFIs (Simpson et al., 1990, 2005; Burchard

and Hetland , 2010). For small values of Si, tidal mixing is able to eliminate the stratification

caused by tidal straining and by the baroclinic mean flows, whereas for large values of Si (Si ∼ 1)

the water column will stratify (Monismith et al., 1996). For intermediate values of Si, the SIPS

(strain-induced periodic stratification) regime is expected to occur (Simpson et al., 1990).

The Stokes number has been used to quantify the relative importance of friction and inertia in

oscillatory tidal flows (Prandle, 1982; Baumert and Radach, 1992; Winant , 2007; Burchard and

Schuttelaars, 2012; Souza, 2013), and is defined as as the ratio of boundary layer height to total

water depth,

Stk =
δ

h
(4.2)

Souza (2013) used the Stokes number to explain frictional tidal dynamics and water column struc-

ture in the Irish Sea, concluding that Stk ∼ 1 is a good predictor for the location of tidal mixing

fronts. A Stokes number Stk ≥ 1 means that the frictional layer is greater than the water depth,

which in practical terms is interpreted as a boundary layer that covers the full water column.
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ROFIs are frictional systems with strong rotational currents (Souza et al., 1997; De Boer et al.,

2006), and therefore the effects of Earth’s rotation have to be accounted for when estimating the

frictional depth, δ. The effects of Earth’s rotation on friction and boundary layer height can be

accounted for by decomposing the tidal ellipses into cyclonic and anticyclonic rotational components

(Godin, 1972; Prandle, 1982), each of which has a boundary layer thickness given by (Godin, 1972;

Prandle, 1982; Soulsby , 1983; Souza, 2013),

δ± =
C0u∗
ω ± f

(4.3)

where C0 is a constant with value 0.075 (Soulsby , 1983; Souza, 2013), f is the Coriolis parameter

and ω is the tidal frequency. In Equation 4.3, the plus sign is used to obtain the height of the

cyclonic boundary layer and the minus sign to obtain the height of the anticyclonic boundary layer.

For the rest of this paper, we will use the anticyclonic Stokes number (Prandle, 1982; Soulsby , 1983;

Souza, 2013),

Stk− =
δ−
h

(4.4)

which can be readily computed for any given latitude (f) by only specifying a tidal velocity scale.

For tidal ellipses to be modified by stratification, it is necessary that Stk− ≥ 1, i.e., that the anti-

cyclonic boundary layer reaches the surface (Souza, 2013; Visser et al., 1994; Simpson and Souza,

1995).

As pointed out earlier, in regions such as the Rhine and Liverpool Bay ROFIs, the interaction

between the tidal shear and the horizontal density gradient results in tidal velocity profiles that

deviate significantly from the otherwise rectilinear tidal flow (Visser et al., 1994; Palmer , 2010).

Hence, a third non-dimensional parameter that is of dynamical interest in ROFIs is the tidal current

ellipticity, and more specifically, the top-bottom ellipticity difference

∆ε = εb − εs (4.5)

In the presence of ETS, ∆ε will always be a positive number since the bottom layer will have

positive (cyclonic) rotation and the surface layer will have negative (anticyclonic) rotation. Large
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values of ∆ε are indicative of the development of strong counter-rotating top and bottom cross-shore

current components, while low values of ∆ε are associated to the absence of ETS and a rectilinear

alongshore tidal flow (Souza et al., 1997).

The occurrence of turbidity maximum regions is also conditioned to the particle size distribution

of bed sediments. The influence of particle size and associated settling velocities is usually assessed

in terms of the Rouse number (Rouse, 1937; Hunt , 1954), which describes the balance between

particle settling and upward turbulent transport of sediment,

Ro =
ws
κu∗

(4.6)

where ws is the particle settling velocity (constant), κ = 0.4 is the von Karman constant, and u∗ is

the friction velocity scale (u∗ ∼
√
CDU).

4.3 Numerical Model

We use the Regional Ocean Modeling System (ROMS) to simulate circulation and sediment trans-

port dynamics in an idealized ROFI ETS system. ROMS is a three-dimensional, free surface, prim-

itive equation ocean model with a curvilinear orthogonal horizontal grid and a stretched terrain-

following vertical grid. The model solves finite-difference approximations of the Reynolds-averaged

Navier-Stokes equations using the Boussinesq and hydrostatic approximations (Shchepetkin and

McWilliams, 2005; Warner et al., 2008a), and has been extensively used in idealized and realistic

numerical simulations of shelf dynamics and associated transport processes (Harris et al., 2008;

Warner et al., 2008b; Chen et al., 2013; Horwitz and Lentz , 2014; Kumar et al., 2015). This section

describes the model configuration and the physical parameters used in the numerical simulations.

The model is intended to reproduce the hydrodynamics and sediment transport processes charac-

teristic of systems with ETS, such as the Rhine ROFI. Early studies in the far field of the Rhine

ROFI (Simpson and Souza, 1995; Souza and James, 1996) have suggested that the dynamics are,

to a first order, two-dimensional, with cross-shore variability in density and currents dominating

over those in the alongshore direction. More recently, De Boer et al. (2008) showed that cross-shore
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straining is the dominant mechanism controlling the variability in water column stability and cur-

rent structure in this region. Consequently, all of our analyses is then focused on the cross-shore

dynamics that may lead to the formation of a TMZ. Our model is not intended to resolve along

coast variability and does not simulate processes that are characteristic of the near-field (and mid-

field) river plume region, such as the propagation of tidal plume fronts (Horner-Devine et al., 2017)

and alongshore advection or straining (De Boer et al., 2008). While alongshore processes have im-

plications for ROFI sediment transport, the simulations presented here focus on the simplest case

in order to understand the fundamental processes that lead to cross-shore sediment convergence

along this type of ROFI system.

4.3.1 Model setup

The model domain consists of open ocean boundaries at the north, south and west boundaries and

a coastal wall at the eastern boundary. The bathymetry is alongshore uniform, with a minimum

depth at the coastal wall of h = 3 (m) and maximum depth of h = 30 (m). The bathymetry was

taken from the bathymetric profile presented in van der Hout et al. (2017) (Figure 4.2a), which

we approximated to a 2-slope profile; a steep profile in the nearshore region (x < 1500 m) with

slope of α = 0.01 and a much milder profile towards deeper shelf waters with a slope of α = 0.001.

An exponential fit was later performed to obtain a smooth transition between slopes (Figure 4.3a).

The choice of a maximum depth of h = 30 (m) is representative of the Rhine ROFI region along

the southern North Sea (Pietrzak et al., 2011). The stretched vertical grid has N = 32 levels with

enhanced resolution in the near-bottom and near-surface regions (Figure 4.3a).

In order to avoid undesirable boundary effects, the alongshore domain was set 50 to km with a res-

olution of ∆y = 500 (m), for a total of 100 grid cells. All of the analyses and figures presented here

were made using model output from cross-sections located towards the middle of the domain. The

tide is specified as a progressive Kelvin wave and, in order to let the Kelvin wave decay completely,

the cross-shore domain spans 700 km (only part of the domain is shown here) but with variable grid

resolution; grid size increases linearly from a minimum of ∆x = 20 m in regions adjacent to the

coastal wall to a maximum of ∆x = 5000 m in offshore regions with flat bottom where dynamics
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Figure 4.3: (a) Model bathymetry and vertical terrain-following grid with near-surface and near-

bottom increased vertical resolution. Initial (b) and adjusted (c, due to thermal wind balance)

salinity structure for the base case scenario.
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are not of interest for this study.

Simulations are conducted following two steps; first, we let the system develop a thermal wind

balance in response to an imposed depth-uniform cross-shore density gradient (Figure 4.3b,c).

Salinities and temperatures are then clamped at the thermal wind values at Northern boundary, in

order to provide a constant buoyancy forcing that would result in the establishment of a bottom

attached buoyant coastal current (Figure 4.3c). No gradient boundary conditions are specified for

the salinity, temperature and suspended sediments at the Southern and Eastern boundaries. After

the thermal wind equilibrium has been reached and the buoyant coastal current has developed,

we force the system with tidal elevations and velocities at each of the open boundaries, which are

specified based on the expressions for a Kelvin wave with linear bottom friction (Jacobs, 2004;

De Boer et al., 2006; Roos et al., 2011). Chapman and Flather boundary conditions (Marchesiello

et al., 2001) were used for the tidal elevation and depth-averaged veloctiies, respectively, at the

Northern, Southern and Western boundaries.

In ROMS, the system of governing equations is closed using parameterizations of the Reynolds

stresses in terms of eddy viscosities and eddy diffusivities. Eddy viscosities and eddy diffusivities

were estimated using the κ − ε turbulence closure model (Umlauf and Burchard , 2003; Warner

et al., 2005). Background values for eddy viscosities and diffusivities are taken as Kv = 10−5 m2s−1

and Ks = 10−6 m2s−1, respectively. Bottom stresses are determined using a logarithmic drag layer

with a roughness length that results in a drag coefficient of approximately CD = 0.003.

The sediment transport calculations used ROMS algorithms, which are described in detail in

(Warner et al., 2008a). Calculations are initialized with zero concentrations in the water col-

umn, thus all the sediment in suspension in the model results from tidally-induced erosion from the

seabed. Boundary conditions for the sediment calculations are specified as zero gradient boundary

conditions at all boundaries.



82

4.3.2 Base Case

We start by describing the parameters used in the base case. Unless otherwise specified, all results

shown here correspond to this set of parameters. Runs are initialized with a cross-shore uniform

salinity gradient of 2×10−4 (psu/m), which results in a depth-uniform cross-shore density gradient

of approximately 1.523× 10−4 (kg/m−4). This value is representative of the far field region of the

Rhine ROFI (Rijnsburger et al., 2016). Vertical stratification is imposed with a constant salinity

gradient of 0.05 (psu/m), which results in a buoyancy frequency of N2 = 1.2 × 10−4 (s−2). The

width of the stratified region is set as 20 km, which is the typical cross-shore extension of the plume

(Souza et al., 2008). As a result of the horizontal and vertical stratification, the isopycnals start

uniformly diagonal as shown in Figure 4.3b. The model is forced with semi-diurnal tides with a

frequency of ω = 1.4054 × 10−4 s (M2 tidal constituent) and amplitude of η0 = 0.8 m, which is

characteristic of neap tides along the Rhine region (Flores et al., 2017; Rijnsburger et al., 2018).

The Coriolis parameter was set as f = 1.13 × 10−4 (s−1), corresponding to a latitude of 51◦. No

additional forcing is included in the simulations (e.g. winds, waves) since our primary focus is the

effect of ETS dynamics.

The sediment bed consists of 1 layer, with one class of fine and one class of coarse (sandy-sized)

sediments. Particle sizes are specified as 10 µm and 200 µm, respectively, corresponding to fine silts

and fine sands. Settling velocities and critical stress for erosion are specified based on the chosen

particle size; the settling velocity and threshold for erosion for the fine fraction are 0.1 mms−1 and

0.05 Pa, whereas for the sandy fraction these parameters are specified as 1 cms−1 and 0.2 Pa. The

erodibility constant is chosen to be 5×10−4 (kg/m2s) for both classes of sediment, which falls within

the range of reported values (Sanford and Maa, 2001). The bed is initialized with a silt fraction of

20% and a fine sand fraction of 80%, following observations along the Dutch Coast (Flores et al.,

2018; Huisman et al., 2016).

4.3.3 Numerical simulations

Other model runs start with the base case parameters, and they typically vary one of the remaining

model parameters. Horizontal density gradients range from 3.81 × 10−5 to 2.3 × 10−4 (kgm−4),
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corresponding to salinity gradients ranging from 5 × 10−5 to 3 × 10−4 (psum−1). A case without

stratification has also been included in order to investigate whether a TMZ would form form under

well-mixed conditions. The Coriolis parameter was estimated as f = 2Ω sin(ψ), where Ω and ψ are

the planetary rotation frequency and latitude, respectively, and was chosen to span latitudes from

26◦ to 56◦. Parameters such as settling velocity, tidal range and water depth were also varied. The

model runs used in this study are summarized in Tables 4.1 and 4.2. Model runs specified in Table

4.1 were performed using the bathymetric profile shown in Figure 4.3, whereas the models runs

specified in Table 4.2 were performed using a bathymetric profile with a much smoother transition

between shallow and deeper waters (not shown). In Tables 4.1 and 4.2, H refers to a mean water

depth computed based on the bathymetric profile,

H =
1

x0

∫ x0

0
h(x)dx (4.7)

where x0 corresponds to the cross-shore extension of the initially stratified region, x0 = 20 km.

To complete the parameter space with regard to the non-dimensional number described in section

4.2 a small number of simulations were conducted with varying density gradients and the Coriolis

parameter.

4.4 Model results

4.4.1 Density and current structure: ETS

The modeled current and salinity structure display periodic variations matching those observed in

ROFI systems with ETS (Figure 4.4). The time series shown in Figure 4.4 are for a time period

where a quasi-steady state has been reached, several tidal cycles after the tides were initiated. In

the Rhine, tidal elevations are in phase with tidal velocities due to the progressive Kelvin wave

character of the tide; positive alongshore velocities correspond to flood tide and negative velocities

correspond to ebb tide (Figure 4.4a,b). The alongshore velocities are stronger during the flood,

as the tidal flow and the density-driven circulation (thermal wind) act in the same direction. The

cross-shore velocities are 180◦ out of phase between the surface and bottom (Figure 4.4 c,d), and

show a marked two layer structure (Figure 4.4c) that is indicative of the presence of a pycnocline

at a depth of approximately 5 m below the surface. Maximum offshore and onshore velocities are
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Table 4.1: Model Runs

Cases Run ∂ρ/∂x (10−4kgm−4) f (10−4 s−1) H (m) η0 (m) ws (mms−1) Si Stk−

Base Case 1 1.52 1.13 22.8 0.8 0.1 1.55

2.66
Vary ∂ρ/∂x

2 0

1.13 22.8 0.8 0.1

0

3 0.381 0.39

4 0.762 0.77

5 1.143 1.16

6 1.714 1.75

7 1.910 1.94

8 2.09 2.12

9 2.28 2.33

Vary f

10

1.52

0.638

22.8 0.8 0.1

1.47 0.98

11 0.749 1.49 1.14

12 0.855 1.51 1.35

13 0.954 1.52 1.65

14 1.046 1.54 2.06

15 1.21 1.57 3.71

Vary η0
16

1.52 1.13 22.8
0.6

0.1
1.78 1.88

17 1.00 1.03 3.26

Vary ws

18

1.52 1.13 22.8 0.8

0.05

1.55 2.66

19 0.2

20 0.5

21 0.8

22 1

23 1.910 0.749 22.8 0.8 0.1 1.81 1.14

24 1.714 0.855 22.8 0.8 0.1 1.69 1.35

25 1.143 0.954 22.8 0.8 0.1 1.14 1.64

26 0.762 0.855 22.8 0.8 0.1 0.76 1.35
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Table 4.2: Model Runs

Cases Run ∂ρ/∂x (10−4kgm−4) f (10−4 s−1) H (m) η0 (m) ws (mms−1) Si Stk−

Vary ∂ρ/∂x

27 0

1.13 17.6 0.8 0.1

0

3.53

28 0.381 0.22

29 0.762 0.45

30 1.143 0.68

31 1.52 0.911

32 1.714 1.023

33 1.910 1.14

34 2.28 1.25

Vary f

35

1.52

0.638

17.6 0.8 0.1

0.86 1.28

36 0.749 0.88 1.49

37 0.855 0.89 1.77

38 0.954 0.9 2.15

39 1.046 0.9 2.7

40 1.13 0.91 3.52

41 1.21 0.92 4.88

Vary η0
42

1.52 1.13 17.6
0.6

0.1
1.56 2.65

43 1.00 0.61 4.28
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observed at slack tide, whereas minimum values are observed at times close to peak ebb and peak

flood tides. The observed cross-shore shear is on the order of 0.2-0.3 ms−1, which is of similar

magnitude as the vertical shear in the dominant alongshore currents (Figure 4.4b,d).

The semi-diurnal cycle of stratification-destratification is clearly observed in Figure 4.4f, with max-

imum stratification occurring close to high water (peak flood) and minimum stratification at low

water (peak ebb) as is characteristic of the Rhine ROFI (Simpson and Souza, 1995; De Boer et al.,

2006). The stratifying phase occurs from low water to high water, whereas the de-stratifying phase

occurs from high water until the following low water (Figure 4.4b,f). Due to the progressive char-

acter of the tidal wave both phases include part of the ebb and flood tides, differing from the

tidal straining mechanism observed in estuaries and ROFIs with standing tides where stratifica-

tion increases during the ebb and decreases during flood (Simpson et al., 1990; Jay and Musiak ,

1994; Scully and Friedrichs, 2007). Maximum and minimum top-bottom salinity differences are on

the order of 1 psu and 0.05 psu, respectively, suggesting that the water column almost reaches a

completely well-mixed state during the peak ebb flow at this particular location in 15 m of water

(Figure 4.4f).

The highest suspended sediment concentrations are observed at times when the water column is

stratified (Figure 4.4e,g). Suspended sediment concentrations show a marked semi-diurnal variabil-

ity (Figure 4.4g), indicating that the dynamics at this site are governed by horizontal advection.

Despite the fact that a quarter-diurnal signal resulting from local resuspension is not apparent

(Figure 4.4g), we note that the source of all sediment in the model is tidally-induced sediment

resuspension as we did not provide background concentrations throughout the water column. The

absence of a quarter-diurnal signal is explained by a limited supply of erodible sediment from the

bed (we only provided one sediment layer) and a small settling velocity. The cross-shore suspended

sediment fluxes (Figure 4.4h) shows both onshore and offshore fluxes that occur during the stratify-

ing and de-stratifying phases of the semi-diurnal cycle, respectively. The net near-bed transport is

landward (onshore) over the 3.5 tidal cycles shown in Figure 4.4h (gray line). Further examination

of the sediment fluxes and the mechanisms leading to subtidal transport is presented in Section 4.4.2.
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Figure 4.4: ETS and sediment fluxes for the base case. (a) Alongshore current. (b) Time series

of bottom (dashed line) and surface (solid line) and surface alongshore current. (c) Cross-shore

current. (d) Time series of bottom (dashed line) and surface (solid line) cross-shore current. (e)

Salinity structure. (f) Time series of top-bottom salinity difference, ∆S. (g) Suspended sediment

concentration. (h) Instantaneous (black line) and cumulative (gray line) near-bottom cross-shore

fluxes. All panels show data corresponding to a site located in approximately 15 m of water.

Positive alongshore current values correspond to the flood tide. Positive cross-shore current values

correspond to offshore flow.
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The ellipticity of the bottom and surface currents is shown in Figure 4.5a. Bottom currents show

positive ellipticity, consistent with the expected cyclonic rotation, while the surface currents show

negative ellipticity and thus rotate anti-cyclonically. Maximum near-bed and near-surface ellip-

ticities reach 0.5 and -0.3, respectively, leading to a maximum top-bottom ellipticity difference of

∆ε ∼ 0.8. These values are consistent with the field observations of Visser et al. (1994) and Souza

et al. (1997), and the model results of De Boer et al. (2006). The fact that near-bed currents show

greater ellipticity is attributed to the concentration of frictional effects in the lower layer due to the

presence of a pycnocline. Maximum tidal current ellipticities (surface and bottom) occur seaward

of the region of maximum horizontal density gradient (Figure 4.5a,b), in regions of high vertical

stratification. The tidally averaged salinity (Figure 4.5c) shows the structure of a bottom attached

buoyant coastal current that is characteristic of shallow river plumes (Chapman and Lentz , 1997;

Geyer et al., 2004; Horner-Devine et al., 2015). On a subtidal timescale, we observe a two layer

structure with a generally well-mixed bottom region as a result of the vertical mixing associated

with the tidal currents, and a very stratified upper layer. This is consistent with previous modeling

studies in the Rhine ROFI (Ruddick et al., 1995; De Boer et al., 2006).

The density and current structure are thus consistent with the ETS observed in the far field of the

Rhine ROFI (Visser et al., 1994; Simpson and Souza, 1995; Simpson, 1997). They are also consis-

tent with the field measurements presented in Figure 4.1, despite the fact that those measurements

were taken close to the Rhine River mouth where other processes, such as the advection of tidal

plume fronts (Horner-Devine et al., 2017; Flores et al., 2017; Rijnsburger et al., 2018), may obscure

the ETS dynamics.

4.4.2 Turbidity maximum zone and sediment fluxes

The main objective of this modeling study is to investigate whether ETS leads to cross-shore sedi-

ment convergence and the formation of a coastal turbidity maximum zone, such as the one depicted

in Figure 4.2a. For comparison, we also show the response of the system for the well mixed case,

i.e., when no initial stratification is specified. Suspended sediment concentrations for Run 2 (see

Table 4.1) are shown in Figure 4.6b, where it is clear that a localized turbidity maximum zone
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Figure 4.5: (a) Near-bottom (dotted line) and near-surface (dashed line) tidal current ellipticity,

and top-bottom ellipticity difference (solid line). (b) Near-bottom (solid line) and depth-averaged

(dashed line) cross-shore density gradients. (c) Subtidal salinity structure.
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did not form, although suspended sediment concentrations are generally high in nearshore regions.

Due to the absence of stratification, suspended sediments are mixed over the entire water column

and typical Rouse profiles are observed throughout the domain (Figure 4.6e,f). Suspended sedi-

ment concentrations are greater near the shore as a result of enhanced sediment resuspension, and

maximum depth-averaged concentrations occur at water depths of 5-8 m (Figure 4.6b). From this,

two important observations can be made; first, bed stress resulting from the tidal currents is large

enough to erode the seabed and resuspend fine sediments, and second, we do not observe asymme-

tries between the flood and ebb phases of the tide (Figure 4.6e,f).

The flow is significantly different for the stratified case (Base case, Run 1; Figure 4.6d). We find that

the combination of a tidal flow capable of resuspending fine sediments and ETS dynamics (as shown

in Figures 4.4 and 4.5) indeed result in the formation of a nearshore TMZ. We observe a localized

region with high suspended sediment concentrations extending between 1.5-4 km from the coast

and in water depths greater than 12m. Due to vertical stratification, the TMZ is confined to the

near-bed region. The location and extension of the TMZ is remarkably similar to the observations

reported by van der Hout et al. (2015), which are reproduced in Figure 4.2a. The landward limit of

the TMZ corresponds well with the tidally-averaged position of the salinity (density) front (Figure

4.4c) and the maximum near-bed horizontal density gradient (Figure 4.4b). The overall extension

and position of the TMZ is well predicted by the regions of high tidal current ellipticity, particularly

that of the near-bed currents, εb ≥ 0.5 (Figures 4.5a and Figure 4.6d).

Subtidal sediment fluxes and effective transport velocity

In order to investigate the mechanisms that lead to sediment convergence and the generation of

the TMZ, we decompose the residual cross-shore sediment flux into contributions from the residual

tidal current and the tidal fluctuations (Burchard et al., 2008; Schulz and Umlauf , 2016),

〈uC〉 = 〈u〉 〈C〉+
〈
ũC̃
〉

(4.8)

where u is the cross-shore velocity, C is the suspended sediment concentration, ũ = u − 〈u〉,

C̃ = C − 〈C〉 and the brackets denote the tidal averaging operator 〈u〉 = 1
T

∫ T
0 udt, where T is
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Figure 4.6: (a) Near-bed effective transport velocity (Equation 4.9) for the no stratification (NS) case. (b) Tidally-

averaged suspended sediment concentrations for the no stratification case. (c) Near-bed effective transport velocity for

the base case (BC). (d) Tidally-averaged suspended sediment concentrations for the base case. (e) Ebb (dotted lines)

and Flood (solid lines) suspended sediment concentration profile at a cross-shore section indicated by the leftmost

vertical red dashed line in panel (b). Blue indicates concentration for the no stratification case, black indicates

concentrations for the base case. (f) Same as e) but at a cross-shore location indicated by the rightmost red dashed

vertical line in panel b). (g) Residual transport components at the cross-shore location indicated by the leftmost red

dashed line in panel b). Blue indicates values for the no stratification case, black indicates values for the base case.

(h) Same as g) but at a cross-shore location indicated by the rightmost red dashed vertical line in panel b).
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the tidal period. The first term on the right hand side of Equation 4.8 represents the contribution

from the residual currents to the total subtidal transport, whereas the second term represents the

contribution from the covariance between the cross-shore velocity and sediment concentration. This

last term is usually referred to as tidal pumping (Scully and Friedrichs, 2007). Dividing Equation

4.8 by the tidally-averaged sediment concentration, 〈C〉, gives a quantity that can be interpreted as

an effective transport velocity at which suspended sediment is transported across isobaths (Schulz

and Umlauf , 2016),

ue = 〈u〉+

〈
ũC̃
〉

〈C〉
(4.9)

The effective transport velocity averaged over the near-bed region for the mixed and base cases is

shown in Figure 4.6a and 4.6c, respectively. A clear difference in magnitude is observed between

these two cases, with ue for the Base case being at least an order of magnitude greater than that

obtained for the unstratified scenario. Since suspended sediment concentrations are of similar mag-

nitude in both scenarios (Figure 4.6b and Figure 4.6d), the difference in the magnitude of ue is

explained by the differences in the cross-shore flow. Under well-mixed conditions, the Kelvin wave

velocities are not modified and the flow is predominantly coast parallel, whereas in the presence

of stratification ETS generates strong cross-shore currents (Figures 4.4d and 4.5a). Differences in

direction of transport are also observed between these two cases; ue is persistently directed sea-

ward (positive) for the unstratified case whereas ue is predominantly landward (negative) for the

stratified case. For the stratified case, a transition from offshore to onshore transport is observed

in water depths of approximately 15 m, which creates a region of transport convergence that is

collocated with the landward limit of the turbidity maximum zone (Figure 4.6c, d). Towards the

coast, a region of transport divergence (transition from onshore to offshore) explains the relatively

lower suspended sediment concentrations observed in intermediate water depths (6-12 m).

Individual terms contributing to 〈uC〉 at two cross-shore locations (indicated by the vertical dashed

lines in Figure 4.6b) are shown in Figure 4.6g,h. It is clear that the contributions from the residual

current dominate the residual sediment flux at both locations, and, since the direction of these

fluxes is opposite, it creates the convergence region where suspended sediments preferentially ac-
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cumulate. The covariance flux
〈
ũC̃
〉

generally opposes the fluxes driven by the residual current

at both locations, and is relatively more important at the shallower location. Notable differences

in magnitude exist between the stratified and well-mixed cases, as could be expected from the

magnitudes observed for ue (Figure 4.6a,c).

Mechanism of formation of the TMZ

To examine what is driving the net landward residual transport, Figure 4.7 shows the water column

structure over two tidal cycles and subtidal profiles of salinity, eddy viscosity, suspended sediment

concentrations, cross-shore velocities and cross-shore sediment fluxes at a cross-shore location in

17m of water (within the TMZ). In order to analyze the effects of ETS, these subtidal profiles have

been averaged over the stratifying and de-stratifying phases of the tidal cycle, rather than over

flood and ebb tides. The salinity structure shows that the water column is on average stratified at

this site during both phases (Figure 4.7a,b), however, the bottom layer is well-mixed during the

stratifying phase whereas some stratification is observed during the de-stratifying phase (Figure

4.7b). The near-bed stratification occurring on the de-stratifying phase acts to reduce turbulence

and creates an asymmetry in the eddy viscosity profiles that results in higher values of the eddy

viscosity during the stratifying phase (Figure 4.7d). The asymmetry in vertical mixing results in

larger onshore directed cross-shore velocities near the bed, as shown in Figure 4.7h. As a result of

the lower eddy viscosity values, considerable shear is observed in the near-bed cross-shore velocity

during the de-stratifying phase of the tidal cycle, which is offshore directed (Figure 4.7h). The net

result on a subtidal scale is a landward subtidal residual current near the bed.

Suspended sediments are confined to the lower layer (Figure 4.7e,f) and no significant differences in

sediment concentration exist between the stratifying and de-stratifying phases. Thus, the landward

subtidal sediment fluxes are predominantly driven by the asymmetries in the residual cross-shore

velocity rather than by asymmetries in the suspended sediment concentrations.

The results presented in Figures 4.6 and 4.7 suggest that the subtidal landward sediment fluxes
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Figure 4.7: (a) Salinity structure. (b) Mean salinity profiles for the stratifying (dotted line) and

de-stratifying phases of the tidal cycle. (c) Eddy viscosity. (d) Mean eddy viscosity profiles for

the stratifying (dotted line) and de-stratifying phases of the tidal cycle. (e) Suspended sediment

concentrations. (f) Suspended sediment concentrations profiles for the stratifying (dotted line) and

de-stratifying phases of the tidal cycle. (g) Cross-shore velocity. (h) Cross-shore velocity profiles

for the stratifying (dotted line) and de-stratifying phases of the tidal cycle.
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are driven by asymmetries in vertical mixing near the bed that result from the stratification cycle

created by the ETS dynamics. The cross-shore variability in vertical mixing asymmetry is shown

in Figure 4.8, along with the structure of the subtidal cross-shore and alongshore transports. The

asymmetry in eddy viscosity is obtained as |∆Kv| = Kv,s −Kv,d, where Kv,s and Kv,d correspond

to the mean values of eddy viscosity over the stratifying and de-stratifying phases, respectively.

We find that the structure of |∆Kv| explains the structure of the subtidal cross-shore transport

(Figure 4.8b) and the overall location of the TMZ. The largest values of |∆Kv| occur in water

depths between 12-20 m (Figure 4.8a), which coincides with regions of elevated landward near-

bed transport (4.8b). The change in the direction of transport that is observed in water depths

of approximately 15 m is collocated with the location where |∆Kv| significantly increases in the

offshore direction (Figure 4.7a,b), and, as shown in Figure 4.4b,c, it also coincides with the tidally-

averaged position of the salinity (density) front. The strong correlation between |Kv|, the subtidal

cross-shore transport and the location of the TMZ confirms that the TMZ is driven by the effects

of mixing asymmetries on the residual velocity profiles. The alongshore subtidal transport (Figure

4.8c) shows fluxes that can be much higher than those in the cross-shore direction, particularly

at intermediate water depths (10-15m). The alongshore shear is centered around the TMZ, and

coincides with the region of highest |∆Kv| (Figure 4.8a,c). The net residual transport within the

TMZ is directed towards the north (positive).

Influence of the horizontal density gradient

The magnitude of the density gradient is expected to have a direct impact on the occurrence, mag-

nitude and location of the TMZ. Figure 4.9 shows the effective transport velocity ue and suspended

sediment concentrations as a function of the initial horizontal density gradient for model Runs 1-9

(see Table 4.1). Results are shown in terms of a normalized cross-shore coordinate, x/W , where

W corresponds to the initial width of the stratified region (20 km). Regions of transport conver-

gence (transition from ue > 0 to ue < 0) are clearly identified in Figure 4.9a, and correlate well

with regions of high suspended sediment concentrations (Figure 4.9b). These regions of transport

convergence set the landward limit of the TMZ, which is clearly identified as a region of elevated

sediment concentrations that is detached from the coast, and that is observed to occur for initial
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Figure 4.8: Cross-shore structure of the asymmetries in eddy viscosity. (b) Cross-shore residual

sediment transport. Negative values correspond to onshore transport, positive values correspond

to offshore transport. (c) Alongshore residual transport. Positive values correspond to northward

transport and negative values correspond to southward transport. In all panels, the contour lines

correspond to the suspended sediment concentrations within the TMZ.
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density gradients greater than approximately 10−4 (kgm−4). We find that the landward limit of

the TMZ moves slightly onshore as the initial density gradient increases (Figure 4.9b), however,

not much variation is observed for initial density gradients greater than 1.5× 10−4 (kgm−4).

The TMZ is always in regions with large values of the top-bottom ellipticity difference, which is

indicated by the contour lines in Figure 4.9. Typically, the TMZ occurs in regions where ∆ε > 0.5,

which in turn are observed to occur for large values of the initial horizontal density gradient. It

should be noted that high concentrations are also observed in shallow waters (x/W < 0.1), but these

are not attributed to ETS since they occur in a well-mixed water column with ∆ε ∼ 0 (Figure 4.9b).

4.5 Discussion

4.5.1 Mechanism of formation of the TMZ

Figure 4.9 clearly shows that the occurrence of TMZ is linked to the occurrence of ETS, which

manifests in terms of high values of tidal current ellipticity. The existence of stratification, but

with no considerable elliptical tidal straining (low values of ∆ε), does not result in the formation of

a TMZ in intermediate water depths (Runs 3, 4, 28, 29). This was confirmed by model simulations

in which tidal amplitude η0 was significantly decreased (not shown). Reducing tidal amplitude

leads to a decrease in tidal velocity amplitude, which in turn limits magnitude of the cross-shore

velocities that lead to cross-shore straining. This suggests that the sole existence of a horizontal

density gradient is not enough to generate a TMZ, and that moderate to high tidal flow velocities

are needed in order to generate the convergence in transport.

In this study, we observe that the mechanism leading to residual onshore sediment fluxes in ROFI

systems with progressive tides is remarkably similar to the tidal straining mechanism that leads to

the formation of TMZ in estuaries (Jay and Musiak , 1994; Scully and Friedrichs, 2007). Although

the final result is arguably the same, the phasing between what was observed in our simulations and

observations in estuaries is different. In estuaries, more mixing near the bed is generated during

the de-stratifying phase of the tidal cycle that occurs during flood tide (Jay and Musiak , 1994;
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Figure 4.9: (a) Effective transport velocity. Contour lines represent top-bottom ellipticity difference,

∆ε. (b) Vertically averaged suspended sediment concentrations over the bottom 1 m. Contour lines

represent top-bottom ellipticity difference, ∆ε.
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Burchard et al., 2013). Here, ETS leads to enhanced mixing and a well-mixed region near the bed

during the stratifying phase of the semi-diurnal cycle, which corresponds to the transition between

low water and high water. These results are consistent with previous studies that investigated the

effects of ETS on the cycle of turbulence and TKE dissipation in the Rhine system (Fisher et al.,

2002; Souza et al., 2008; Fischer et al., 2009). Souza et al. (2008) found that the effect of ETS

is to create instability in the water column as the cross-shore shear forces denser higher salinity

water over fresher water. They hypothesized that the potential energy released by the straining

mechanism leads to convective motions and enhanced turbulence near the bed. In agreement with

this, we find higher values for the eddy viscosity during the stratifying phase of the semi-diurnal cy-

cle, in which near-bed velocities are directed onshore and thus force denser water over lighter water.

The influence of Earth’s rotation is necessary for the occurrence of tidal straining in shallow coastal

systems with progressive tides, as it sets the thickness of the cyclonic and anticyclonic boundary

layers. In such systems, like the Rhine, Earth’s rotation leads to the development of tidal straining

in a direction that is perpendicular to the direction of the tidal flow and that of the buoyant coastal

current, which flow parallel to the coast. As shown in Section 4.4.2, the fact that cross-shore

straining occurs in these systems can lead to the formation of turbidity maximum zones over long

stretches of coast (e.g. Figure 4.2). Coastal regions with progressive tidal waves can be frequently

found at mid latitudes, for which δ− >> δ+, suggesting that ETS and coastal TMZs, such as the

one observed in the Rhine (van der Hout et al., 2015), may occur in other river plume systems. For

example, progressive tidal waves are observed in the East China Sea (Wu et al., 2014), along the

Scottish and English coast in the North Sea (Huthnance, 1991).

4.5.2 Influence of particle size and Rouse number

The occurrence of turbidity maximum zones is conditioned to the particle size distribution of bed

sediments, as large particles cannot be maintained in suspension high above the bed by the tidal

stresses and turbulence. Here, we have restricted model simulations to very fine particles by pro-

viding a 20% bed concentration of medium to fine silts with small settling velocities (∼ 0.1 − 1

mms−1) to guarantee that sediment particles are able to stay in suspension for long periods of time
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and be transported as suspended load.

The cross-shore distributions of suspended sediment concentrations for different Rouse numbers

(Runs 18-22, settling velocities specified in Table 4.1) are shown in Figure 4.10. The Rouse number

has been computed using the settling velocity of the fine sediment fraction, which is assumed to pre-

dominantly form the TMZ. In order to better appreciate the variations of the suspended sediment

concentrations, the suspended sediment concentrations have been normalized by the maximum

observed concentrations, which typically occur in very shallow regions (x/W < 0.05). The distri-

butions of suspended sediment concentrations show that a coastal TMZ, identified as the second

peak in the cross-shore distribution of suspended sediment concentrations (around x/W ∼ 0.1),

exists for all Rouse numbers, albeit the maximum concentrations are certainly different. As dis-

cussed earlier, the first peak in the distribution of suspended sediment concentration occurs in very

shallow waters and does not result from ETS dynamics. We observe that the suspended sediment

concentrations decrease as the Rouse number (or settling velocity) increases, which is to be expected

as the amount of energy that sets the magnitude of the bottom stresses was kept fixed in these

simulations, via the tidal forcing. Peak suspended sediment concentrations in the TMZ range from

Cmax = 0.03 (kgm−3) to Cmax = 0.63 (kgm−3), which correspond to the maximum and minimum

Rouse numbers, respectively. Figure 4.10 shows that as the Rouse number increases, the cross-shore

extension of the TMZ becomes narrower, and the TMZ exhibits peak concentrations that are not

much greater than the background concentrations.

Since the hydrodynamics of the simulations shown in Figure 4.10 were kept the same, we conclude

that the characteristics of the TMZ rely heavily on the particle size distribution of bed sediments.

Here we have considerably simplified the sediment dynamics by including only one class of fine

sediments in the numerical simulations. We recognize that including particle size distributions may

result in different cross-shore distributions of suspended sediment concentrations, as the magnitude

of the residual and covariance sediment fluxes are affected by particle size (Schulz and Umlauf ,

2016; Burchard et al., 2013). For the simulations carried out in this study, we observe that the

subtidal sediment flux is always dominated by the tidal residual component, independent of the

settling velocity of bed sediments (not shown). However, the covariance fluxes do become more
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Figure 4.10: Normalized suspended sediment concentrations as a function of the Rouse number.

Values of the Rouse numbers and maximum concentrations observed in the TMZ are given in the

legend.

important as settling velocity increases, particularly in the near-bed region. Despite this, we do not

expect that including more complex particle size distributions would affect the conclusions obtained

with respect to the mechanisms of formation of the TMZ.

4.5.3 The parameter space of ETS and the TMZ

The occurrence of a coastal TMZ and ETS is analyzed in terms of the non-dimensional parameters

described in Section 4.2, the Simpson number (or horizontal Richardson number), Si, the anticy-

clonic Stokes number, Stk−, and the top-bottom ellipticity difference, ∆ε. Based on the definitions

of Si and Stk− (Equations 4.1 and 4.4), we can write

SiStk2− = −g
ρ

∂ρ

∂x

C2
0

(ω − f)2
(4.10)

Assuming that the constant C0 is known, or that it can be determined from previous studies

(Soulsby , 1983; Souza, 2013), Equation 4.10 is only a function of the horizontal density gradient
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and the Coriolis parameter. We will find that this expression provides suitable combinations of

horizontal density gradient and Coriolis parameter for which ETS and a TMZ could be expected

to occur.

Figure 4.11 shows where our model simulations fall in the (Stk−,Si) parameter space. Both Si and

Stk− have been computed using a mean depth value given by H (Equation 4.7). Velocity scales

have been provided in terms of the tidal Kelvin wave, at a cross-shore location corresponding to

H. As the Kelvin wave velocity decays slowly in the cross-shore direction, results are not sensitive

to the exact location of H. As discussed earlier, ETS in ROFI systems with progressive tides, such

as the Rhine, is generated by the counter-rotating surface and bottom currents which result in the

semi-diurnal straining of the density field. Therefore, the occurrence of ETS is determined in terms

of ∆ε, by requiring that ∆ε ≥ 0.5. In general, ∆ε ≥ 0.5 would indicate a significant degree of de-

coupling between the upper and lower layers (Visser et al., 1994) and guarantees the development

of tidal currents with strong cross-shore current component (about 20% of the dominant alongshore

currents).

The contour lines in Figure 4.11 correspond to constant values of SiStk2−. With the exception

of one run, model runs for which ∆ε ≥ 0.5 (shown as circles) are located above the SiStk2− = 6

contour line, suggesting that a limiting condition for the occurrence elliptical of tidal straining in

progressive tide ROFI systems can be taken as SiStk2− = 6. We observe that, in general, ETS

occurred at Simpson numbers greater than Si > 0.5 and anticyclonic Stokes numbers greater than

Stk− > 2.

The occurrence of a turbidity maximum region is linked to the occurrence of ETS (∆ε ≥ 0.5), as

indicated by the colorbar in Figure 4.11. This is also in line with the results shown in Figure 4.9,

where the TMZ was only observed in regions of high ∆ε. The peak suspended sediment concen-

trations in the TMZs are variable and typically range from 0.2-0.4 (kgm−3), and while there is no

apparent correlation between the observed peak concentrations and Si or Stk−, it is clear that a

TMZ generally occurs for runs with SiStk2− ≥ 3. Model runs with no TMZ were assigned zero

suspended sediment concentration (blue), even though concentrations can also be high (as shown
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in Figure 4.9b).

Combining what is observed in Figure 4.11 for the occurrence of ETS and the TMZ, the region

3 ≤ SiStk2 ≤ 6 can be interpreted as a transitional band; for SiStk2 < 3 neither ETS or a TMZ

occur whereas for SiStk2 > 6 they always occur in our simulations. Taking SiStk2− = α, with α in

the range of 3 to 6, we can rewrite Equation 4.10 as,

N2
x ≥ α

(ω − f)2

C2
0

(4.11)

where N2
x = −(g/ρ0)∂ρ/∂x. Equation 4.11 predicts the minimum value of the horizontal density

gradient that would be required at a specific latitude for the occurrence of ETS. Figure 4.12 shows

the limiting curve given by Equation 4.11. For example, for a typical cross-shore density gradient

of 1.5× 10−4 (kgm−4), the minimum latitude at which ETS could be expected to occur is approx-

imately 37◦. Alternatively, at a latitude of 25◦, Equation 4.11 indicates that a cross-shore density

gradient of approximately 5× 10−4 (kgm−4) would be required for ETS to occur. This value is far

too large for conditions typically observed in buoyant coastal currents, and suggests that ETS will

not occur at low latitudes given realistic values for the horizontal density gradient. We note that

the use of Equation 4.11 is limited to shallow regions (h ∼ 20− 30 m) where the tide behaves as a

progressive wave.

Overall, we find that the parameter space given by Si and Stk− provides a simple approach to

evaluate whether ETS could occur in shallow coastal regions for a given combination of density

gradient, tidal velocity, depth and latitude.

4.6 Conclusions

This chapter was motivated by field observations of a persistent offshore turbidity maximum zone

that extends for tens of kilometers along the coast in the Rhine ROFI system (Van Alphen, 1990;

Joordens et al., 2001; van der Hout et al., 2015). The aim of this study was to answer the following

questions: Can ETS lead to the formation of an offshore TMZ? And what are the mechanisms that

lead to cross-shore sediment convergence?
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4.11.

The major result of this idealized numerical modeling study is that ETS can indeed lead to the

formation of offshore turbidity maximum zones in ROFI systems with progressive tides. Our model

simulations reproduced the main dynamical features that are observed in the far field of the Rhine

ROFI, which include the semi-diurnal variations in stratification and the modification of the tidal

ellipses (Visser et al., 1994; Simpson and Souza, 1995; De Boer et al., 2006; Souza et al., 2008).

The location and extension of the TMZ we observe in the numerical simulations were shown to

match well with field observations (van der Hout et al., 2015, 2017).

The mechanism that leads to cross-shore convergence in the subtidal near-bed sediment fluxes is

driven by asymmetries in eddy viscosity that result from ETS dynamics. On a subtidal time scale,

the asymmetries in vertical mixing lead to landward cross-shore velocities in the near-bed region

and landward subtidal sediment fluxes in water depths greater than approximately 12-15 m. The

mechanism leading to landward residual sediment fluxes was found to be similar to the tidal strain-

ing mechanism that is observed to contribute to the formation of turbidity maximum zones in
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estuaries (Jay and Musiak , 1994; Geyer et al., 2001). The cross-shore structure of the asymmetries

in vertical mixing was found to explain the magnitude and direction of subtidal sediment fluxes,

and, by extension, the position of the TMZ and the magnitude of the observed suspended sediment

concentrations.

The location and extension of the TMZ, and magnitude of the suspended sediment concentrations

strongly depend on the Rouse number, in terms of the settling velocity. As the settling velocity

depends primarily on particle size, the dynamics of the TMZ and its generation are expected to

vary according to the particle size distribution of fine bed sediments. The formation a TMZ was

observed for settling velocities as high as 0.8-1 mms−1 (silts), although its magnitude and relative

importance with respect to concentrations in shallow water decreased with increasing settling ve-

locity.

The Simpson and the Stokes numbers, in combination with the top-bottom tidal current ellipticity

difference, were shown to provide a parameter space that successfully mapped the occurrence of

ETS and a coastal TMZ in our simulations. In general, we observed that ETS only occurred at

values of Si > 0.5 and Stk− > 2. The information needed to estimate the Simpson and the an-

ticyclonic Stokes numbers is frequently available from field observations (Equations 4.1 and 4.4),

such that the parameter space provided by Figures 4.11 and Figures 4.12 can be readily used to

evaluate whether ETS can occur over a specific coastal region. Evaluation of limiting cases in terms

of the required horizontal density gradients and latitudes suggests that ETS will not occur at low

latitudes (less than 25◦). It should be noted, however, that this study is limited to coastal seas with

shallow bathymetries in which the variations in the cross-shore density gradients are the dominant

dynamical feature. Nonetheless, these results can be relevant for several regions with progressive

tides in mid-latitudes, and may encourage future research regarding the occurrence of coastal TMZs

in regions of freshwater influence.

Finally, the ETS mechanism reproduced here is just one of the potential mechanisms that can

contribute to the formation of a coastal TMZ. Cross-shore transport near the bed regions may

also result from a wide variety of physical processes, such as wave-driven diffusion, wind-induced
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downwelling or upwelling (Lentz and Fewings, 2012), Stokes drift (Lentz and Fewings, 2012) or

gravity-driven sediment flows during extreme weather conditions (Flores et al., 2018; Traykovski

et al., 2007). It is very likely that all these mechanisms (and others) contribute to the maintenance

of the TMZ over long timescales.
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Chapter 5

THE INFLUENCE OF NON-EQUILIBRIUM BEDFORMS ON BED
STRESSES AND SEDIMENT RESUSPENSION IN THE PRESENCE OF

STRONG WAVE AND CURRENT FORCING

5.1 Introduction

Suspended particulate matter dynamics are of interest for a variety of ecological problems in coastal

ocean environments. For example, the transport of fine sediments is related to the fate of con-

taminants and water quality issues, as well as the inhibition of primary production and hypoxia

(Yoshiyama and Sharp, 2006). Engineering practices are also often conditioned to the natural

pathways of suspended sediments, as they can impair the optimal functioning of coastal projects.

Human intervention, such as dredging or beach nourishment, may lead to enhanced suspended sed-

iment concentrations and undesirable effects on the functioning of harbors and navigation channels

(Winterwerp et al., 2013). Thus, a better understanding of the physical processes that determine

sediment pathways and accumulation zones is essential to improve our capability of sustainably

manage coastal areas.

The transport of fine sediment involves resuspension, advection, dispersion and deposition processes.

Sediment resuspension transfers sediment particles from the seabed into the water column, where

they are advected by the dominant currents and diffused into the upper water column by the flow

turbulence. When turbulence is weak, sediment particles slowly settle and are eventually deposited

back onto the bed surface. The amount of sediment that gets entrained into the water column

depends on the shear stress acting on the bed, which results from the interaction between the

seabed itself and the overlying flow field, and on the bed sediment properties, such as grain size

and cohesiveness (Sanford and Maa, 2001; Van Prooijen and Winterwerp, 2010). More specifically,

sediment will be entrained into the water column when the bed stress exceeds a critical (threshold)

stress for erosion. The erosion of cohesive sediments (silts and clays, with d < 64 µm) is commonly

parametrized as (Partheniades, 1965; Sanford and Maa, 2001; Van Prooijen and Winterwerp, 2010)
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E = M (τb − τcr)k (5.1)

where M and k are empirical constants, τb is the bottom shear stress and τcr is the critical stress.

M , k and τcr can vary widely between sites as they depend on sediment material properties such

as grain size and porosity (Sanford and Maa, 2001; Grabowski et al., 2011; Brand et al., 2015).

Typically, researchers have opted for the use of linear relationship by setting k = 1 (Sanford and

Maa, 2001).

Estimation of the bed stresses that lead to sediment resuspension under current-dominated con-

ditions is a relatively simple task; if near-bed turbulence measurements are available, the inertial

dissipation or the eddy correlation methods can be readily used (Kim et al., 2000). The well-known

law of the wall can also be applied (e.g Kim et al., 2000; Lacy et al., 2005)under current-dominated

conditions if the near-bed velocity profile was measured, or a quadratic drag law can be used if

only a point velocity measurement is available (e.g. Rippeth et al., 2002). Under the simultaneous

presence of waves and currents, bottom stress results from the non-linear combination of wave and

current effects. The enhanced turbulence within the wave boundary layer increases the effective

roughness that the current feels, increasing the drag and retarding the overlying currents (Grant

and Madsen, 1979). Measuring bed shear stress under wave-and-current forcing is a much more

difficult task since measurements need to be taken within the wave-boundary layer, which is only

a few centimeters thick. As a result, several models for predicting bed shear stress in the wave-

current boundary layer have been developed throughout the years. In these models, bottom stress

is usually estimated in terms of bulk wave parameters (height, period, direction), near-bottom cur-

rent measurements and estimates of bed roughness (Grant and Madsen, 1979; Wiberg et al., 1994;

Soulsby et al., 1993; Styles and Glenn, 2000).

An accurate estimation of bottom stresses is extremely relevant both in field and modeling studies,

since they exert a first order influence on sediment transport processes (e.g., Equation 5.1). Among

all parameters involved in the computation of the bed stresses, bed roughness is often the most

challenging to estimate (Lacy et al., 2005; Scully et al., 2018). Sandy seabeds in shelf seas are
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often covered with small scale bedforms (ripples) that result form the action of waves, currents

or a combination of both (Li and Amos, 1998; Soulsby et al., 2012). These bedforms increase the

drag that the seafloor exerts on the overlying flow (Scully et al., 2018; Drake and Cacchione, 1992;

Drake et al., 1992), and thus have to be accounted for when estimating the bed stresses. Bedforms

have also been shown to increase wave dissipation (Ardhuin et al., 2003) and influence the vertical

distribution of suspended sediments (Gutierrez et al., 2005; Li et al., 1996). Bed stresses, near-bed

turbulence and mean flows in turn affect the characteristics and evolution of the bedforms, such

that sediment transport processes are determined by a feedback loop between the hydrodynamics,

bedforms and sediment properties (Soulsby , 1997).

Bedform roughness is usually incorporated into models as a function of the geometric properties

of the bedforms, i.e., bedform height (η) and wavelength (λ), in the form of kb = αη2/λ, where α

is a constant (Grant and Madsen, 1982; Nielsen, 1992; Soulsby , 1997). Bedform dimensions can

be measured in the field with the use of acoustic instrumentation, such as rotary sonars or acous-

tic ripple profilers (Thorne and Hanes, 2002; Traykovski , 2007; Bolaños et al., 2012; Scully et al.,

2018). Data from these instruments can be processed to extract bedform height, wavelengths and

orientation with good spatial and temporal resolution (Traykovski et al., 1999; Bolaños et al., 2012;

Scully et al., 2018). However, these type of instruments may not be available for field studies and

in this case bedform geometry is estimated indirectly. Numerous formulations have been proposed

to predict η and λ, most of which are based on bulk wave parameters (Nielsen, 1981; Wiberg and

Harris, 1994; Styles and Glenn, 2002; Pedocchi and Garcia, 2009) and developed both in laboratory

setting and in the field. These formulations are often site specific, and there is large dispersion in

terms of model skill such that there is no widely accepted universal formulation (Nelson et al., 2013).

Most small-scale bedform predictors assume that the bedforms are in equilibrium with the forcing

conditions, which is only true if enough time has lapsed for bedforms to adjust to the hydrodynamic

forcing (Nelson et al., 2013). If that is not the case, bedforms will actively change their dimen-

sions and if the forcing conditions change continuously, the transient character of the bedforms

will persist in time (Davis et al., 2004; Nelson and Voulgaris, 2014). Both laboratory and field

experiments have found that the adjustment time of bedforms can be longer than the time over
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which the forcing changes (O’Donoghue and Clubb, 2001; Traykovski , 2007). Bedforms can also be

washed out if the forcing is too strong, or, under weak forcing, they can remain unchanged as no

sediment transport can be sustained (Soulsby et al., 2012). None of these features is accounted for

in equilibrium bedform parameterizations.

In order to accurately reproduce the drag exerted by the seabed on the overlying flow, bed rough-

ness needs to be properly quantified in bottom boundary layer models (Scully et al., 2018). While

equilibrium bedform dimension predictors have been incorporated into wave-current boundary layer

models to account for bottom roughness (Scully et al., 2018; Lacy et al., 2005; Bolaños et al., 2012),

results largely depend on the degree to which these predictors can reproduce bedform dimensions.

Non-equilibrium ripple dynamics can result in large spatio-temporal variation in the drag coefficient

(Scully et al., 2018) and therefore need to be incorporated into the modeling of bed shear stresses.

Time-dependent ripple models that account for the non-equilibrium evolution of ripples have been

proposed (Traykovski , 2007; Soulsby et al., 2012; Nelson and Voulgaris, 2015). Soulsby et al. (2012)

proposed a fully time-evolving model that predicts the height, wavelength and orientation of bed-

forms on sandy seabeds generated by currents, waves or both, that includes processes dealing with

the threshold of motion, bedform wash-out and biological degradation. It is of interest, and one

of the main objectives of this study, to evaluate the results of incorporating time-dependent ripple

dynamics in the estimation of bed shear stresses.

For the particular case of the Dutch coast, Meirelles et al. (2016) analyzed bedform data from an

Acoustic Ripple profiler deployed in 12m depth during the STRAINS field campaign in the fall of

2014. They found that current ripples dominated the small scale bedform dynamics throughout

most of the deployment, whereas wave ripples were found to dominate during storm periods, which

occurred sporadically. Meirelles et al. (2016) classified the ripples in terms of visual inspection

(Amos et al., 1988) and in terms of a dimensionless mobility number (Amos and Collins, 1978),

suggesting that the latter performs poorly when the bedforms are not in equilibrium with the hydro-

dynamic forcing. This further emphasizes the need to account for non-equilibrium ripple dynamics

in environments where both waves and currents are equally important, such as the Dutch coast.
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The challenges in the estimation of near-bed sediment transport processes go much further than

the accurate estimation of bedform dimensions and bed stresses. Measuring sediment resuspension

or erosion rates in the field is a difficult task, due to the high-frequency of the dynamics involved

and because it requires measurements at the water-sediment interface. However, inferences can be

made from near-bottom turbulence measurements (Davidson et al., 1993; Brand et al., 2010, 2015).

The one-dimensional equation for vertical sediment diffusion in the water column can be written

in terms of the divergence of the turbulent sediment flux and the gravitational settling flux,

∂C

∂t
= − ∂

∂z

(
w′c′

)
− ws

∂C

∂z
(5.2)

where C is suspended sediment concentration, w′ and c′ are the turbulent fluctuations in vertical

velocity and sediment concentration, respectively, and ws is the sediment settling velocity. Advec-

tion terms have not been considered in Equation 5.2, as is frequently the case in field studies (Fugate

and Friedrichs, 2002; Brand et al., 2010). When measured close to the bottom and provided lateral

processes are of second importance, the vertical turbulent sediment flux w′c′ can be interpreted

as the resuspension flux (Davidson et al., 1993; Brand et al., 2010, 2015; Scheu et al., 2015) as it

represents the upward flux of suspended matter induced by turbulence, and responds directly to

processes like loosening, consolidation and erosion limitation by a depth-dependent critical stress

or changes in bed composition. Turbulent sediment fluxes can be measured directly with ADVs

by properly calibrating acoustic backscatter to suspended sediment concentrations (Fugate and

Friedrichs, 2002; Brand et al., 2010). The occurrence of resuspension events as inferred from w′c′

can be verified by comparing the critical shear stress with the bed stresses, and also by checking

sediment concentration profiles and bed level measurements, if available.

In this chapter, we use field data to investigate bottom boundary layer sediment dynamics in a

shallow, sandy inner shelf region (12m water depth) that is subjected to strong current and wave

forcing. We present simultaneous measurements of near-bed Reynolds stresses, wave and current

velocities, bedform geometry, suspended sediment concentrations and turbulent sediment fluxes

with the goal of i) incorporating non-equilibrium bedform dynamics in the estimation of bed shear

stresses and ii) using measurements of near-bed turbulent vertical fluxes to obtain field estimates
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of the M and τcr parameters.

5.2 Methods

5.2.1 Instrumentation and data

The Stratification Impacts on Nearshore Sediment transport (STRAINS) experiment made hydro-

dynamic and sediment transport measurements in the Rhine region of freshwater influence along

the Dutch coast in 2013 and 2014. Near-bottom dynamics, turbulence and bed characteristics were

measured using a benthic frame deployed in 12 m of water. Three-dimensional flow velocities were

measured using three synchronized 6 MHz Sontek Acoustic Doppler Velocimeters (ADVs), sampling

at 16 Hz and located at 0.25, 0.5 and 0.75 m above the bottom. The ADVs were mounted on an arm

away from the frame to avoid turbulent perturbations due to the frame itself. The ADVs recorded

10-min bursts every 15 minutes, for a total of 2990 data bursts. Fast-sampling OBSs and microCT

were deployed to measure near-bottom concentrations of suspended sediments and conductivity,

respectively. These instruments sampled at 16 Hz and were collocated and synchronized with the

ADVs to obtain turbulent fluxes of sediment and buoyancy.

The bedform data used here were processed and first published by Meirelles et al. (2016). We thank

Saulo Meirelles from the Delft University of Technology for kindly providing these data. These data

correspond to hourly three-dimensional seabed images that were acquired by an Acoustic Ripple

Profiler (ARP), that provided bed elevation over a circular area of approximately 12 m2, operating

at 1.1 MHz. The echo intensity recorded by the ARP was converted into bed elevation, interpo-

lated to a regular Cartesian grid, detrended and corrected for tilt variations of the benthic frame.

The final seafloor image resolution was 1.95 cm per pixel, which provides the lower limit of the

horizontal features that can be detected. Ripple parameters are extracted from the seafloor images

using discrete 2D Fourier analysis, following the procedure outlined in Perron et al. (2008).

Bed material cores were taken on deployment day at different water depths, while in transit from

the 18 m isobath to the 12 m deployment site. Samples were taken from the cores and sized using a

Malvern size analyzer to obtain particle size distribution. All sites showed a mixture of fine sands
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and silts, and very small proportions of clay-sized material. A substantial increase in coarseness

was not observed between the 18m and the 12m site, even though medium-to-coarse sands were

observed at the 12 m site in small proportions (5-10 %). Median particle size at the 12 m site was

d50 = 200 µm, with a fraction of silts and sands of approximately 20% and 80%, respectively.

5.2.2 Near-bottom currents, Reynolds stresses and turbulent sediment fluxes

The raw ADV data were quality controlled and de-spiked using the three-dimensional phase space

algorithm of Goring and Nikora (2002). Near-bottom mean tidal velocities were estimated by time

averaging over a 10-min period, and turbulent velocity components u′, v′ and w′ were obtained

by removing the tidal trend. The mean and the turbulent N-E horizontal velocity components

were rotated to alongshore and cross-shore components, using the inclination of the major axis of

the tidal ellipses which resulted in a rotation angle of 42.5 degrees from the North. Alongshore

velocities are positive towards the northeast and cross-shore velocities are positive in the offshore

direction. The harmonic analysis done to obtain tidal ellipses was performed using the T-TIDE

code (Pawlowicz et al., 2002).

The shallowness of the field site and the presence of high waves during storms required the use

of a wave-turbulence separation method to obtain reliable estimates of the Reynolds stresses and

fluxes, since wave motions were likely to penetrate all the way to the seabed. To reduce the wave-

induced bias on the Reynolds stresses we used the linear filtration technique proposed by Shaw and

Trowbridge (2001), which relies on the identification of coherent motions between two independent

sensors. The sensors have to be separated by a vertical distance larger than the length scale of

the turbulent eddies (which scale with the vertical distance from the bottom) but smaller than the

correlation scale of wave motion. Here, we have used a vertical separation between instruments of

∆z = 0.5 m using our lowest and highest ADVs. The measured and wave-filtered Reynolds stresses

are used to assess the quality of our combined wave-current bottom stress estimates, by comparing

the modeled and measured current friction velocities, u∗c.

Vertical turbulent sediment fluxes were estimated using the eddy correlation method (Kim et al.,
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2000; Brand et al., 2010, 2015). Typically, both c′ and w′ are determined from high frequency

ADV measurements, where ADV backscatter is properly calibrated to yield suspended sediment

concentrations (Voulgaris and Meyers, 2004; Fugate and Friedrichs, 2002). Fugate and Friedrichs

(2002) showed the validity of this approach for cohesive sediments in an estuarine environment.

Alternatively, we compute the turbulent sediment fluxes using a combination of collocated fast-

sampling ADVs and OBSs. Since OBSs are more sensitive to the smaller particle sizes (Lynch et al.,

1997), our estimates of turbulent fluxes are more representative of the fine sediment dynamics.

Estimations of turbulent fluxes are obtained at the three vertical levels 0.25mab, 0.5mab and

0.75mab.

5.2.3 Wave parameters

Representative wave parameters at our 12 m site were computed using the high-frequency ADV

velocity measurements. Representative bottom orbital velocity (ubr) and the representative wave

frequency associated with ubr were obtained from the frequency spectra of horizontal velocities,

following Madsen (1995) and Wiberg and Sherwood (2008) as

ubr =

√
2

∫
(Suu + Svv) df (5.3)

fbr =

∫
fSuudf∫
Suudf

(5.4)

where Suu and Svv are the spectra of horizontal velocities u and v. The spectra was calculated after

performing the wave-turbulence separation method, thus avoiding inclusion of turbulence energy

into the calculations of wave parameters.

5.2.4 Bedform geometry prediction

Because of their importance to bottom boundary layer dynamics and sediment transport processes,

a vast number of studies aiming to predict ripple dimensions have been conducted over the years

both in laboratory and field conditions. Nelson et al. (2013) presents a detailed review of 13 of

such ripple predictors. Ripple predictors are commonly based on non-dimensional numbers, such
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as the Mobility number (Nielsen, 1981; Van Rijn et al., 1993) or the Shields parameter (Grant and

Madsen, 1982), but also on wave and sediment parameters (Wiberg and Harris, 1994; Traykovski ,

2007; Pedocchi and Garcia, 2009).

Here we test 3 ripple predictors and compare predicted ripple heights and wavelengths against

measured data. The predictors were chosen because they use different sets of parameters to estimate

ripple dimensions. The Wiberg and Harris (1994) predictor (hereafter WH94) is based on the wave

orbital excursion normalized by the median sediment particle size, d0/D50. The original WH94

formulation involves iteration, however, Malarkey and Davies (2003) presented a modification that

facilitates its implementation,

λorb = 0.62d0 (5.5)

λano = 535D50 (5.6)

λsub = 535D50 exp

[
− log (λorb/λano) log(0.01d0)

log(5)

]
(5.7)

η =
d0

exp

[
B2 −

√
B3 −B1 log

(
d0
λ

)] (5.8)

where B1 = 10.526, B2 = 7.59 and B3 = 33.6. Wavelength subscripts indicate orbital, anor-

bital and suborbital ripples. The limits for orbital, suborbital and anorbital ripples are given by

d0/D50 < 1754, 1754 < d0/D50 < 5587 and d0/D50 > 5587, respectively.

Grant and Madsen (1982) (hereafter GM82) proposed a parameterization based on the Shields

parameter,

θw =
τw

(s− 1)gD50
(5.9)

where τw is the wave-induced shear stress. Their predictor gives increasing wavelengths for increas-

ing Shields parameter up to a limiting value, given by

θB = 1.8θcr

(
D1.5
∗
4

)0.6

(5.10)
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where θcr is the critical Shields parameter for sediment movement and D∗ is the non-dimensional

particle diameter,

D∗ = D50

(
g(s− 1)

ν2

)1/3

(5.11)

For θcr < θ ≤ θB, ripple heights and wavelength are given by,

η = 0.22

(
θ

θcr

)−0.16
Aw (5.12)

λ =
η

0.16
(

θ
θcr

)−0.04 (5.13)

whereas for θ > θB,

η = 0.48

(
D1.5

4

)0.8(
θ

θcr

)−1.5
Aw (5.14)

λ =
η

0.28
(
D1.5

4

)0.6 (
θ
θcr

)−1 (5.15)

where Aw is the wave orbital amplitude. θcr can be obtained from Soulsby (1997) as

θcr =
0.3

1 + 1.2D∗
+ 0.055 (1− exp(−0.02D∗)) (5.16)

Pedocchi and Garcia (2009) (hereafter PG09) suggested that ripple dimensions are related to the

ratio of wave orbital velocity to particle settling velocity, Uw/ws. They proposed expressions for

η and λ for three different grain size regimes, based on the particle Reynolds number, Rep =√
(s− 1)dD3

50ν. Considering the median particle size of bed sediments at our field site, here we

use the expression for the 9 ≥ Rep < 13 range. This range corresponds to a particle size interval

between 177− 220 µm. The equations for ripple height and wavelength are given by,

η = 0.1d0

[
(0.055Uw/ws)

4 + 1
]−1

(5.17)

λ = 0.65d0

[
(0.040Uw/ws)

2 + 1
]−1

(5.18)

(5.19)
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The settling velocity ws can be obtained following Soulsby (1997) as

ws =
ν

d50

[(
10.362 + 1.049D3

∗
)1/2 − 10.36

]
(5.20)

5.2.5 Bed stresses

Measurements

Turbulence measurements within the wave boundary layer were not made. However, the ADV

measurements were able to resolve near-bottom turbulence, and were used to obtain the current-

induced friction velocity u∗c as

u∗c =

√
u′w′

2
filt + v′w′

2
filt (5.21)

where the subscript filt indicates that the Reynolds stresses were wave-filtered to eliminate any

wave bias, as outlined in section 2. The measured current friction velocity u∗c is compared with

the modeled current friction velocity from Grant and Madsen (1979) in order to assess model

performance.

Grant and Madsen (1979) wave-current interaction model

The Grant and Madsen (1979) model is a wave-current interaction model that allows for the spec-

ification of a dynamic bed roughness, which feeds the model hydrodynamics. One of the main

assumptions of the model is the existence of a constant stress layer where the bottom stress is

approximately equal to the turbulent Reynolds stress. If no waves are present, the velocity profile

in the bottom boundary layer is logarithmic and it scales with the friction velocity u∗c,

U(z) =
u∗c
κ

log

(
z

z0

)
(5.22)

where κ ≈ 0.4 is the von Karman constant and z0 is the hydrodynamic roughness, where velocity

goes to zero. The boundary layer for steady currents typically extends for meters above the bed.

In contrast, the wave-boundary layer only extends for a few centimeters above the bed, due to

the oscillating nature of orbital motions. Grant and Madsen (1979) propose that in a combined

wave-current flow, the influence of the wave boundary layer is to increase the apparent roughness
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felt by currents. Currents are thus reduced near the bed as a result of the increased turbulence in

the wave boundary layer. The influence of the waves is modeled by an increase of the eddy viscosity

in the wave boundary layer, which scales with wave-current friction velocity u∗cw that characterizes

the maximum stress associated with the combined effect of waves and currents. Grant and Madsen

(1979) proposed the following eddy viscosity profile,

νt =

 κu∗cwz z < δw

κu∗cz z > δw
(5.23)

where δw is the height of the wave boundary layer. The wave-current friction velocity u∗cw is

obtained as (Madsen, 1995)

u∗cw = u∗w

[
1 + 2

(
u∗c
u∗w

)2

cos θ +

(
u∗c
u∗w

)4
]1/4

(5.24)

where θ is the angle between waves and currents and u∗w is the friction velocity associated with

the wave stresses, obtained as

u∗w =

√
1

2
fwub (5.25)

where fw is a wave friction factor (which depends on bed roughness) and ub is the bottom wave

orbital velocity. The velocity profiles outside and within the wave boundary layer are then given

by

U(z) =


u2∗c
κu∗cw

log
(
z
z0

)
z < δw

u∗c
κ

log

(
z

z0a

)
z > δw

(5.26)

where z0a is the apparent roughness felt by the currents due to the presence of waves. Bottom

roughness is included as a Nikuradse roughness, z0 = kB/30, where kB is the physical roughness of

bottom irregularities such as ripples.

The modified Grant and Madsen (1979) model will be used to obtain bottom stresses resulting

from different bottom roughness predictions, and these predictions will be compared against our

turbulence measurements.
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Prediction of time-evolving ripple dynamics

Soulsby et al. (2012) presented a fully time-evolving model for predicting the dimension of ripples

generated by waves, currents or a combination of both. This model will be used in combination

with the Grant and Madsen (1979) boundary layer model to estimate bed stresses. By comparing

with measured data we will show that bed stress calculations using this approach are improved

with respect to the the use of equilibrium bedform dimension predictors.

In the Soulsby et al. (2012) model, the time evolution of ripple properties under a varying forcing

field is modeled as a perturbation from its equilibrium value. The equation governing the time-

evolution of bedform dimension is given by,

dη

dt
=

β

Te
(ηeq − η) (5.27)

where Te is a characteristic timescale, β is a coefficient that governs the rate of change of η, ηeq is the

equilibrium value and η = η(t) is the time dependent bedform height. In general, Te, β and ηeq are

functions of time. Equivalent equations are used for the time evolution of bedform wavelength and

orientation. Soulsby et al. (2012) provide expression for ηeq and λeq, which are based on an extensive

review of available formulations. Moreover, the model provides expressions for both current and

wave dominated ripples, where the criterion to establish wave or current dominance is based on the

skin friction Shields parameter,

θw =
(1/2)fwU

2
w

g(s− 1)D50
, θc =

(CDU
2

g(s− 1)D50
(5.28)

such that if θw > θc ripples are wave dominated, and if θc > θw ripples are current dominated. For

wave-dominated ripples, equilibrium heights and wavelengths are given by

λ

A
=
[
1 + 1.87 · 10−3∆

(
1− exp{−(2.0 · 10−4∆}1.5

)]−1
(5.29)

η

λ
= 0.15

[
1− exp{−(5000/∆)3.5}

]
(5.30)

where ∆ = A/D50, with A being the orbital amplitude and D50 the median particle size diame-

ter. For current-dominated conditions, equilibrium heights and wavelength are based on empirical

expressions for the maximum ripple height and wavelengths,
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ηmax = d50202D−0.554∗ 1.2 < D∗ < 16 (5.31)

λmax = d50
(
500 + 1881D−1.5∗

)
1.2 < D∗ < 16 (5.32)

where D∗ = [g(s−1)/ν2]1/3D50 is the non-dimensional particle size and ν is the kinematic viscosity

of water. The effect of wash-out ripples and sheet flow at large current speed is also included by

applying a linear reduction in ripple height according to limits based on the Shields parameter,

θwo = 1.66D−1.6∗ (5.33)

θsf = 2.26D−1.3∗ (5.34)

(5.35)

where the subscripts wo and sf refer to wash-out and sheet flow. Expressions for the ripple height

are then given by

ηeq = pre-existing value for 0 < θc < θcr (5.36)

ηeq = ηmax for θcr < θc < θwo (5.37)

ηeq = ηmax

(
θsf − θc
θsf − θwo

)
for θwo < θc < θsf (5.38)

ηeq = 0 for θc > θsf (5.39)

where θcr is the critical Shields parameter for motion initiation. Wavelengths are assumed to be

unaffected by wash-out. For both wave and current dominated ripples, evolution of height and

wavelength occurs only if θ > θcr, that is, that the threshold for motion is achieved. Otherwise, the

model assumes that ripples are not modified (relict ripples). The parameters controlling the time

evolution of ripple dimensions (Te and β) are also specified for wave-dominated or current-dominated

conditions, as the timescales for waves and currents are intrinsically different. For wave-dominated

conditions, the timescale Te is set to be equal to the wave period. The β parameter for wave

dominated conditions is given by
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βw =
2.996ψ1.07

21700 + ψ1.07
(5.40)

where ψ = U2
w/g(s−1)d50 is the wave mobility parameter. The timescale for currents is less obvious

than of the waves, and is taken to be related to the time that it takes for the volume per unit with

of a ripple to be delivered by the volumetric bedload transport rate. The expression for Tc is given

by

Tc =
ηmaxλmax

[g(s− 1)D2
50]

1/2
(5.41)

Laboratory experiments (Baas, 1993) showed that for current generated ripples, bedform height

evolved faster than the wavelength, hence, different β parameters are required. These are given by

βη =
20(θc − θcr)1.5

2.5 + (θc − θcr)1.5
(5.42)

βλ =
12(θc − θcr)1.5

2.5 + (θc − θcr)1.5
(5.43)

(5.44)

For further details on the derivation of these empirical expressions, the reader is referred to Soulsby

et al. (2012). The time stepping procedure involves solving the differential equation given by

Equation 5.27, which can be done using a Runge-Kutta scheme of the 4th order. At each time step,

wave or current dominance has to be established, the equilibrium values, Te and β coefficients have

to be computed and the equation for ηt+1 (or λt+1) has to be solved. If θ < θcr then ηt+1 = ηt. The

critical Shields parameters can be obtained from the expression proposed by Soulsby et al. (1997)

as

θcr =
0.3

1 + 1.2D∗
+ 0.055[1− exp(−0.02D∗)] (5.45)

Combining a wave-current boundary layer model and a ripple evolution model

The wave-current boundary layer model proposed by Grant and Madsen (1979) and the time-

dependent ripple evolution model proposed by Soulsby et al. (2012) are combined to obtain estimates
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of the bed shear stress. This approach presents the advantage that it allows for a two-way feedback

between bottom roughness and hydrodynamics, as bedforms evolve in response to the bed stresses

but also participate in the determination of such stresses. The time stepping procedure is as follows:

1. Compute bottom roughness based on ripple dimensions (kB = η2/λ)

2. Compute wave and current friction velocities according to Grant and Madsen (1979)

3. Compute wave and current Shields parameters

4. If θ > θcr, decide wave or current dominance

5. Compute equilibrium dimensions and time evolution parameters

6. Solve differential equation for η and λ

7. Recompute bottom roughness and repeat until convergence is achieved.

The procedure converges quickly. Bottom roughness can be initiated with an initial estimation for

η and λ or by setting equilibrium values. In what follows, we will refer to this approach as NEB

(Non-Equilibrium Bedforms).

5.3 Data analysis and results

5.3.1 Bedform observations

Forcing conditions and bedform parameters derived from the Acoustic Ripple Profiler are shown

in Figure 5.1. Bedforms were always present during the deployment, and show a relatively stable

background level with bedform height of η ≈ 2 cm and wavelength λ ≈ 0.5 m (Figure 5.1a,b)

attained during weak forcing conditions (neap tide and low waves, e.g. days 260-264 and 275-

277). We observe a strong correlation between bedform dimensions and bottom orbital velocity

(Figures 5.1a,b,d), with bedform heights and wavelengths rapidly increasing during the storm of

days 264-266. During this storm, bedform height and wavelength reached η = 4 cm and λ = 1

m, respectively. The wave events of days 268, 278 and 281 are also reflected in an increase of
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bedform height, however, bedform wavelength seems to be less sensitive to wave orbital velocity

than bedform height (e.g. day 278). 2D bedforms are observed when the wave forcing is strong

(e.g. Figure 5.1 f, g, i), whereas irregular 3D beforms are present when waves are low and the

forcing is current-dominated (Figure 5.1 h, j). Bedform steepness is relatively low (Figure 5.1c),

with values in the range of η/λ = 0.05− 0.08, and with no clear relation to the wave forcing. Tidal

currents are also able to induce modify bedform dimensions. When wave forcing is low, spring tide

currents result in variations of both bedform height and wavelength (e.g. days 270-273). On the

other hand, neap tide currents do not seem to induce clear variations in bedform dimensions (e.g.

days 260-264 and 273-278), most likely because the threshold for motion was not exceeded.

5.3.2 Bedform predictions

Bedform dimension predictions for the GM82, WH94 and PG09 models are shown in Figure 5.2.

When the threshold for sediment movement was not exceeded (θ < θcr), we have chosen to keep

the previous value rather than to set bedform dimensions to zero. None of the predictors is able to

capture the measured variability in η or λ, and all of them show a clear tendency to overestimate the

bedform height. From all three predictors, Pedocchi and Garcia (2009) gives the best results with

respect to η, however, values are typically overestimated by 2 to 4 cm (Figure 5.2a). Wavelengths

are somewhat better predicted by all models, particularly during periods of strong wave forcing

(Figure 5.2b). The Grant and Madsen (1982) and Wiberg and Harris (1994) models accurately

predict wavelengths during the first storm of days 264-266, reproducing wavelengths on the order

of 1m. The wave event of day 267 is also well reproduced by both predictors in terms of bedform

wavelength. During the periods of high wave forcing, both WH94 and GM82 give bedform heights

and wavelength that result in η/λ ∼ 0.15− 0.17, which is thought to be the equilibrium steepness

value for orbital ripples (Wiberg and Harris, 1994). Overall, the Grant and Madsen (1982) predictor

seems to give the best results regarding bedform wavelength. Note that for a considerable part of

the measurement period the threshold for sediment motion was not exceed by the wave stresses,

and thus the values remained unchanged. In reality, during these periods the bedforms will be

dominated by the current forcing, such that variations in bedform dimensions still occur. These

variations are clearly observed in the field data (Figure 5.2), though they are generally smaller than
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Figure 5.1: Bedforms and wave forcing. (a) Bedform height. (b) Bedform wavelength. (c) Bedform

steepness. (d) Representative bottom wave orbital velocity. (e) Representative wave period. (f)-(j)

Seafloor images corresponding to times indicated in panel (a).



126

260 265 270 275 280 285 290
0

0.05

0.1

0.15

0.2

η
(m

)

Data
GM82
PG09
WH94

260 265 270 275 280 285 290

Day

0

0.5

1

1.5

λ
(m

)

a) Bedform height, η

b) Bedform wavelength, λ

Figure 5.2: Bedform predictors. (a) Bedform height. Measured data (black line), GM82 (blue line),

WH94 (green line) and PG09 (red line) predictors. (b) Bedform wavelength. Measured data (black

line), GM82 (blue line), WH94 (green line) and PG09 (red line) predictors.

those induced by the waves.

5.3.3 Bed stress estimations

Measured bedforms versus flat bottom

In this section we compare field estimates of u∗c against predictions from the Grant and Madsen

(1979) model. Model calculations have been carried out using bottom roughness values derived

from field measurements of bedform dimensions. For comparison, we have also included model

estimates where we have used a constant bottom roughness derived from the particle size of bed

sediments, kB = 2.5D50 (Nielsen, 1992).



127

0 0.01 0.02 0.03 0.04

u∗,ADV (m/s)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04
u
∗
,G

M
+
r
ip
p
le
(m

/s
)

a)

0 0.01 0.02 0.03 0.04

u∗,ADV (m/s)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

u
∗
,G

M
+
d
50
(m

/s
)

b)

Figure 5.3: Friction velocity predictions versus measured data. (a) Bottom roughness derived from

measured ripple dimensions (b) Bottom roughness derived from median grain size, D50

A direct comparison between the wave-filtered ADV measurements and model output is shown in

Figure 5.3. Modeled u∗c agrees well with the wave-filtered turbulence measurements when measured

bedform dimensions are used to estimate bottom roughness (Figure 5.3a). While there is dispersion

in the data, the agreement is excellent when considering binned values (R2 = 0.95). This shows

the consistency of the boundary layer model when bottom roughness is accounted for properly.

Modeled current friction velocities obtained from D50 show a clear underestimation with respect

to the measured values, particularly in the large u∗c range (Figure 5.3b). This suggests that the

use of D50 only might be justified in low energy cases, when the seabed is expected to remain

approximately flat.

Bedform predictors and time-evolving ripple dynamics

The comparison of measured and modeled friction velocities, for cases where bottom roughness

was derived using bedform dimensions from the GM82, WH94 and PG09 predictors are shown in

Figure 5.4. All three models show a consistent overestimation of bed stresses for the entire range

of measured values, with the overestimation increasing at large values of u∗c. This is the result of
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Figure 5.4: Friction velocity predictions versus measured data. ((a) Modeled current friction ve-

locity using the GM82 ripple dimension predictions and the Grant and Madsen (1979) bottom

boundary layer model versus the measured wave-filtered current friction velocity. (b) Modeled

current friction velocity using the WH94 ripple dimension predictions and the Grant and Madsen

(1979) bottom boundary layer model versus the measured wave-filtered current friction velocity. (c)

Modeled current friction velocity using the PG09 ripple dimension predictions and the Grant and

Madsen (1979) bottom boundary layer model versus the measured wave-filtered current friction

velocity.

the observed overprediction of bedform heights at times of strong wave forcing (Figure 5.2). The

fact that the PG09 models gives the best results from all three models might be explained by the

better estimations of bedform height, since bottom roughness is included in the model as η2/λ.

Model-data comparison of u∗c improves considerably when combining the Grant and Madsen (1979)

boundary layer model with Soulsby et al. (2012) ripple evolution model (Figure 5.5c). Opposite to

what was observed for the equilibrium bedform predictors (Figure 5.4), the agreement between mod-

eled and observed u∗c improves as u∗c increases. This approach computes bed stresses and bedform

dimension simultaneously, and results in a much better reproduction of the bedform height, par-

ticularly during strong wave forcing periods (Figure 5.5a). However, the agreement in wavelength

predictions is very poor (Figure 5.5b such that wavelength dimensions are severely underpredicted

during times of high waves and remain more or less stable during low wave forcing. Despite the lat-
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ter, the overall agreement in friction velocity is very good, and better than the agreement achieved

with any of the standard bedform predictors. Similarly to what was observed in Figure 5.4c for the

PG09 predictor, the fact that good u∗c predictions can be obtained with a poor reproduction of λ

suggests that bedform height controls the bottom roughness due to the quadratic dependence. It

is worth noting that even though the Soulsby et al. (2012) model accounts for current-dominated

bedforms, the bedform dimensions during times of low wave activity are not well reproduced (e.g.

days 273-278).

In order to evaluate whether bed stress estimates can be further improved, we use the Grant and

Madsen (1982) model as the equilibrium predictor in the Soulsby et al. (2012) bedform evolution

formulation, replacing the predictor proposed in their study (Figure 5.6). Estimates of u∗c are

greatly improved with respect to the case shown in Figure 5.4a, where we did not include the

time-dependent ripple dynamics. We also observe a substantial improvement in bedform height

predictions (Figure 5.6a), but at the expense of the bedform wavelength predictions (Figure 5.6b).

Similar calculations using the PG09 predictor (not shown) showed that bedform height predictions

were also improved, but that changes are not significant during high wave forcing periods. The

difference in response between both predictors can be explained by the fact that the GM82 formu-

lation uses the wave-induced stress to obtain the equilibrium bedform dimensions. An advantage

of this approach is that the equilibrium predictor in the Soulsby et al. (2012) model can be easily

interchanged and thus predictors that have been proven to work satisfactorily at a specific site can

be readily used.

5.4 Fine sediment resuspension

In this section we present near-bed sediment concentrations and fluxes in order to gain insight

about the resuspension of fine sediments under the influence of large waves and strong currents.

In particular, we will make use of Equation 5.46 to infer how the resuspension coefficient M varies

according to i) how bed stresses are estimated and ii) the wave and current forcing.
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Figure 5.5: (a) Measured (black line) and predicted (red line) bedform height. (b) Measured (black

line) and predicted (red line) bedform wavelength. (c) Modeled current fiction velocity using the

Soulsby et al. (2012) ripple evolution model and Grant and Madsen (1979) versus measured current

friction velocity.

5.4.1 Turbulent sediment fluxes

The near-bed vertical turbulent sediment fluxes, sediment concentrations and bed stresses are shown

in Figure 5.7. In Figure 5.7, bed stresses correspond to those estimated using the Grant and Madsen

(1979) model and measured bedform data. Both the near-bottom turbulent sediment fluxes (Figure

5.7c) and suspended sediment concentrations (Figure 5.7d) follow the wave forcing closely (Figure

5.7a,b), with the highest concentrations and fluxes occurring during the storms of days 264-266 and

days 281-284. Resuspension due to tidal currents is observed primarily during spring tides (e.g.

days 267-270 and 285-288), however, the contribution of tidal currents to the total bottom stress

frequently exceed that of waves (Figure 5.7a,b).
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Figure 5.6: (a) Measured bedform height (black line), predicted bedform height using the GM82

predictor (as in Figure 5.2, red line) and modeled bedform height using the Grant and Madsen

(1979) boundary layer model in combination with the Soulsby et al. (2012) model, using GM82 to

estimate equilibrium bedform dimensions (blue line).

Fine sediment resuspension

In what follows, we assume that the vertical turbulent fluxes w′c′ provide a good estimate of fine

sediment resuspension. This assumption neglects horizontal processes, and assumes that the very

near-bed sediment concentrations are determined by a vertical balance (Equation 5.2). The as-

sumption that w′c′ provides a good estimate of fine sediment resuspension is supported by Figures

5.7 and 5.8, which show a clear correlation between the turbulent fluxes, sediment concentrations

and bed stresses.

The erosion of fine sediment is typically modeled using a linear formulation (Partheniades, 1965;

Van Prooijen and Winterwerp, 2010; Sanford and Maa, 2001),

E = M (τcw − τcr) (5.46)

As discussed previously, the accurate estimation of the erosional fluxes rely on the accurate pre-



132

0

1

2

3

τ
(P

a
)

a) Wave and Current stress

τw

τc

0

1

2

3

4

τ
c
w
(P

a
)

b) Combined wave-current stress

0

0.05

0.1

w
′
c
′
(g
m

−
2
s−

1
)

c) Vertical Turbulent Sediment Flux

260 265 270 275 280 285 290

Day in year 2014

0

100

200

300

400

C
(g
m

−
3
)

d) Suspended sediment concentration

C(0.25)
C(0.75)

Figure 5.7: Bed stresses, turbulent sediment fluxes and suspended sediment concentration. (a)

Wave (black line) and current (red line) stresses. (b) Combined wave-current stresses. (c) Vertical

turbulent sediment flux. Gray line corresponds to the raw data and black line corresponds to a

2-hr median filter. (d) Suspended sediment concentrations at 0.25mab (black line) and 0.75mab

(red line).



133

diction of the bed stresses, but also on the resuspension parameter M and the critical stress for

erosion, τcr. These parameters are extremely difficult to estimate directly in the field as they re-

quire high resolution measurements at (or very close to) the seabed. Numerical models, such as

ROMS or DELFT3D, usually require M and τcr to be specified by the user for sediment transport

calculations. Thus, is of practical importance to have good estimates of the M parameter derived

from field measurements.

Field estimates of M and τcr have been obtained by setting E = αw′c′, where α is a proportionality

constant that is function of distance above the bed (Brand et al., 2015). As we did not have the

information to estimate α, we have chosen to set α = 1, which may lead to a slight underestima-

tion of the erosional fluxes. A least-squares linear regression between w′c′ and τcw then provides

estimates of M and τcr. Evidently, both M and τcr will vary according to the bed stresses that

are used as input in Equation 5.46. We consider that the bed stresses obtained using measured

bedform dimensions will provide the best estimates of M and τcr.

Linear fits to Equation 5.46 are shown in Figure 5.8, for cases where the bottom stresses (τcw) were

computed using measured bedform geometry (black squares), d50 (red squares) and for the NEB

approach (blue squares). While dispersion is observed regarding the instantaneous τcw and w′c′

values (see dashed lines in Figure 5.8), a linear relation is indeed observed for the binned values,

particularly at high values of τcw. The linear regressions to Equation 5.46 are performed using the

binned values, and the values we obtained are shown in Table 5.1. Table 5.1 also shows values

obtained for cases where the GM82, WH94 and PG09 were used to estimate bottom roughness. We

observe that fitted values of both M and τcr are very similar for the cases of bed stresses computed

using measured bedform dimensions and for the case where we used the Soulsby et al. (2012) model,

as both of these approaches resulted in very good estimates of the bed stresses (Figure 5.8). This

further confirms that the NEB approach provides a robust method for the estimation of the bed

stresses. We see that the use of d50 results in a severe overestimation of the M parameter, which is

twice as high as the value obtained when measured bedform where used to estimate stresses (Figure

5.8). The opposite is true with respect to τcr, as the value obtained for the d50 case is substantially

lower. M and τcr values for cases where the GM82, WH94 and PG09 predictors were used in
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Figure 5.8: Combined wave-current bed stress versus turbulent sediment flux, for the cases where

bed stress was estimated using the Grant and Madsen (1979) model and estimates of bottom

roughness obtained from measured bedform dimensions (black squares), d50 (red squares) and the

Soulsby et al. (2012) model. These values correspond to bin averages of the data. Solid lines

correspond to the fits to Equation 5.46. Dashed lines correspond to the 25th and 75th percentiles

for the case where measured bedforms were used in the computation of bed stresses (black squares).

the estimation of stresses are shown in Table 5.1, where it can be appreciated that τcr is clearly

overestimated. Overall, we see that these values are in general agreement (order of magnitude)

with values presented in the literature (Sanford and Maa, 2001) and values used along the Dutch

coast (Van Kessel et al., 2011). However, a direct comparison of the values found in this study

with values found in other field sites or in the laboratory is not possible due to all the factors that

affect the erodibility of fine sediments.
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Table 5.1: Fitted M and τcr parameters

Case M (kg/m−2s−1Pa−1) τcr (Pa)

Bedforms 7.78·10−6 0.19

d50 1.28·10−5 0.03

NEB 7.74·10−6 0.15

GM82 2.94·10−6 0.3

WH94 3.27·10−6 0.32

PG09 4.08·10−6 0.13

5.5 Discussion

5.5.1 Non-equilibrium ripple dynamics

Non-equilibrium ripple dynamics affect bottom drag and bed stresses, thus directly influencing

coastal circulation patterns in continental shelves (Scully et al., 2018). Accounting for the time-

dependent development of ripple dimensions (height, wavelength) was shown to improve the esti-

mates of bed stresses with respect to the traditional approach of using equilibrium ripple predictors

in order to obtain bottom roughness (Figures 5.5 and 5.6).

The (Soulsby et al., 2012) model uses the following equation to solve the time-dependent bedform

dynamics,

dη

dt
=
β

T
(ηeq − η) (5.47)

where ηeq and η = η(t) are the equilibrium bedform height and the actual bedform height at time t,

respectively. Evidently, if η(t) = ηeq then dη/dt = 0 and the bedforms are in equilibrium with the

forcing conditions. The time evolution of dη/dt for a subset of the data is shown in Figure 5.9, which

allows for the identification of equilibrium and non-equilibrium bedform conditions. This case is

the same as the one presented in Figure 5.5. We see that predicted bedform dynamics rapidly reach

a state that is close to equilibrium (dη/dt ≈ 0) shortly after start of the big storm of days 264-266.
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This is consistent with laboratory observations showing that ripple dimensions rapidly attain equi-

librium dimensions under strong wave forcing (O’Donoghue and Clubb, 2001; Marsh et al., 1999).

Non-equilibrium conditions are typically observed under lower energy conditions, either under de-

caying wave forcing (e.g. day 266) or current-dominated conditions (Figure 5.9a,c). In particular,

ripple dynamics are frequently predicted to be out of equilibrium at times close to peak flood tide,

when current stresses (Shields parameter, θc) exceeds both the wave stresses and the critical stress

for sediment movement. Under these conditions, the model predicts decreasing bedform height as

the current Shields number exceeds the washout limit (θc > θwo). Ripple heights quickly recover

after peak flood reaching η = ηmax for current dominated conditions. This suggests that the limits

given by Equations 5.39 may not apply to this specific field site, or, alternatively, that the grain

size may not be appropriately characterized, as it is expected to continuously vary thoughout the

deployment.

5.5.2 Fine sediment resuspension

Estimates of the resuspension parameter M and τcr were shown to be very sensitive to the approach

followed to estimate bed roughness (Figures 5.8 and Table 5.1). In Figure 5.8, we used the complete

dataset (30 days) to estimate M and τcr in order to obtain values that are representative of a wide

range of forcing conditions. The M and τcr values are thus expected to be highly influenced by

the periods of high wave forcing that occurred during the storms, which led to highest turbulent

sediment fluxes (Figure 5.7). A fit to Equation 5.46 for a period with current-dominated conditions

(low wave forcing) results in M = 1.06 × 10−5 (kgm−2s−1Pa−1) and τcr = 0.03 Pa. These values

are very different from those obtained with the use of the complete data set. The critical stress

for erosion decreases almost by an order of magnitude in response to the lower stresses observed

during current-dominated conditions, and its value aligns much better with what can be expected

for the critical stress of fine (silt-sized) sediments. A possible interpretation of this is that during

current-dominated conditions, fine sediment resuspension results from the erosion of a fluff layer

that forms during slack tides when tidal currents cease and fine sediments are allowed to settle.

This fluff layer erodes easily and thus the critical stress for erosion is very low.
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This contrasts with results shown in Figure 5.8 and Table 5.1 for the cases where bottom roughness

was obtained from measured bedform data or the NEB approach, as the inferred critical stress

is more representative of fine sands rather than silts. This is found to be consistent with studies

suggesting that fine sediment erosion during high energy periods is dominated by the release of

fines that are stored within the sandy matrix (Van Kessel et al., 2011). Since the big storm of days

264-266 was the first storm of the fall season in 2014, an alternative explanation for the elevated

critical stresses is that the bed sediments may have presented a large degree of consolidation, as

they were allowed to consolidate for a long period of time during calm summer months. The critical

stress for erosion has been shown to depend on a wide variety of factors, such as the proportion of

sands and fines, geochemical properties (mineralogy, PH) and organic content and biological prop-

erties (Grabowski et al., 2011; Dickhudt et al., 2011). From our measurements, we cannot really

differentiate between all the processes that might lead to differences in τcr.

5.6 Conclusions

In this chapter, we used near-bed turbulence and bedform geometry measurements to i) investigate

the effects of incorporating a time-dependent bedform evolution model into bed stress calculations

and ii) obtain field estimates of the M and τcr parameters based on vertical turbulent sediment

fluxes w′c′.

Using the measured wave-filtered Reynold stresses as the reference values, we found that the best

agreement in the prediction of bed stresses was obtained for the case where measured bedforms

(height, wavelength) were used to estimate bottom roughness. As bedform geometry measurements

are rarely available due to the sophisticated instrumentation that is required, we tested 3 different

bedform dimension predictors and found that all three overestimated both the bedform dimensions

and the bed stresses at this particular field site.

We proposed a methodology to include time-dependent ripple dynamics into bed stress calculations.

This approach combines the Grant and Madsen (1979) boundary layer model and the Soulsby et al.
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(2012) bedform evolution model, and was shown to improve bed stress estimates when compared to

those obtained from the use of standard ripple geometry predictors. Bedform dimensions obtained

by this approach were also improved, however, discrepancies with field data were still obvious,

particularly for current-dominated conditions. The combination of these models presents three

main advantages; first, it does not require additional information with respect to that required by

standard bedform predictors and the Grant and Madsen (1979) model. Second, a two-way feed-

back is established between the bed stresses, and bottom roughness, as bed stresses participate in

determining the evolution of the bedforms and bedforms participate in setting the magnitude of

the stresses via the bottom roughness. And third, since the Soulsby et al. (2012) model relies on

equilibrium ripple predictors to compute the time-dependent ripple dimensions, the predictor can

be adapted to use an equilibrium formulation that gives good results at any specific field site.

The dynamics observed regarding the resuspension of fine sediment highlight the importance of

waves and storms in the sediment transport dynamics along the Dutch coast. The vertical tur-

bulent sediment flux data were incorporated into a linear erosion formulation and used to obtain

field estimates of the resuspension parameter M and the critical stress for erosion taucr. These

parameters were shown to be highly sensitive to the quality of the bed stresses used in the calcu-

lations. When using the best stress estimate (using measured bedform data), the critical stress for

erosion was found to be τcr ≈ 0.2 (Pa). This value is more representative of fine sands than fine

sediments, supporting the hypothesis that the entrainment of fines primarily occurs when sands

are being mobilized during storms. Values of M are within an order of magnitude of previously

reported values and might serve to inform sediment transport models in the Dutch coast region

along the southern North Sea.
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Chapter 6

CONCLUSIONS

6.1 Summary

In this thesis, field measurements and a numerical model were used to investigate the processes

that lead to cross-shore sediment transport in the Rhine region of freshwater influence. Transport

dynamics were investigated in different dynamical regions of the plume; the measurements, which

were taken close to the the Rhine river mouth, are representative of the mid-field plume dynamics,

whereas the numerical model was designed to be representative of the far-field region. Overall, we

presented a comprehensive description of several physical processes that lead to cross-shore trans-

port, including the first report of the occurrence of a WSGF in this region (Chapter 3).

Density stratification plays a crucial role in the cross-shore transport dynamics all along the ROFI.

In Chapter 2, collocated measurements of flow velocity, suspended sediment concentration and

salinity were used to evaluate the magnitude and direction of sediment transport over a 30-day

period, with emphasis on near-bed transport. Results indicate that baroclinic processes contribute

to sediment transport on a wide range of time scales. Tidal plume fronts generate offshore fluxes

in the lower half of the water column that usually last for a few hours. These results are consistent

with the observations of Horner-Devine et al. (2017). The net contribution of fronts, however,

depends on the state of water column stratification on longer timescales. Persistent water column

stratification was found to lead to landward (onshore) subtidal sediment fluxes, such that a net

offshore transport due to fronts will only occur when ambient stratification is low.

Storms play a dominant role in the dynamics of this shallow region, as they are able to destroy

stratification and mobilize large amounts of bed sediments through wave-induced resuspension.

Two storms, spanning a total of 6 days, accounted for more than half of the observed suspended

near-bed transport. The transport direction during both storms was offshore, and the transport
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was strongly influenced by the occurrence of cross-shelf winds (Lentz and Fewings, 2012). The

main conclusion from these observations is that, regardless of the proximity of the river mouth,

both barotropic and baroclinic processes are equally relevant for the net cross-shore transport in

the mid-field region. The switching between these conditions in response to the forcing conditions

will determine whether sediments are exported to the shelf or accumulated in the nearshore.

Storms have the potential of contributing to cross-shelf transport not only in terms of suspended

load throughout the water column, but also in terms of the generation of wave-supported gravity

driven flows. In Chapter 3, we presented the first field measurements of the occurrence of a WSGF

event derived from a sandy seabed. This has important implications for the sediment budget along

the Dutch coast and many other regions around the world, where WSGF were not thought to

occur. Analysis of the observed WSGF dynamics showed that the force balance that is typically

used to model these events in muddy environments (Wright and Friedrichs, 2006; Traykovski et al.,

2007) also governs the dynamics of gravity-driven sediment flows in environments with a much

coarser particle size distribution. Richardson number calculations suggest that particle size limits

the amount of downslope transport in the WSGF and the characteristics of the turbulent suspension.

One of the main features of sediment transport dynamics along the Rhine ROFI is the existence

of a nearshore turbidity maximum zone, that extends for at least 40 km along the coast (van der

Hout et al., 2015, 2017). The high rates of transport observed during the WSGF event suggest

that these episodic events may contribute to the maintenance of this TMZ along the Dutch coast.

In Chapter 4, a numerical model was used to show how the cross-shore tidal straining mechanism

contributes to the generation and maintenance of this nearshore TMZ. We found that tidal strain-

ing generates landward residual sediment fluxes that result from an asymmetry in vertical mixing

between the stratifying and de-stratifyng phases of the tidal cycle. Model results are consistent

with the field observations of (van der Hout et al., 2015) in terms the location and extension of

the TMZ. The mechanism for sediment convergence is similar to the mechanism that leads to the

formation of estuarine turbidity maxima (Jay and Musiak , 1994; Burchard et al., 2013), but in

the case presented here the effects of Earth’s rotation result in sediment convergence in a direction

that is perpendicular to the direction of the freshwater flux. A parameter space obtained based
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on the model simulations suggests that similar dynamics might be observed in other ROFI systems.

Bottom friction plays an important role in the dynamics of the Rhine ROFI and the observed

transport mechanisms. Near-bed turbulence and bedform measurements were used to investigate

sediment dynamics in the bottom boundary layer, primarily in terms of the estimation of bed

stresses and the resuspension of fine sediments from a mixed sand-silt seabed (Chapter 5). The

effect of bottom roughness on the estimation of bed stresses was tested by comparing the near-bed

Reynold stresses against the output of a widely accepted wave-current interaction model (Grant

and Madsen, 1979). The best agreement was found for cases where measured bedform data was

incorporated into the model. The use of bottom roughness as inferred from particle size distri-

bution was found to underpredict bed stresses, whereas the use of bedform dimension predictors

from the literature (Wiberg and Harris, 1994; Pedocchi and Garcia, 2009) overpredicted bottom

stresses. The combination of a time-dependent bedform predictor (Soulsby et al., 2012) and the

wave-current interaction model (Grant and Madsen, 1979) was shown to improve bed stress es-

timates and perform similarly to the case where measured bedform dimensions were used. This

methodology provides a simple approach to consider non-equilibrium ripple dynamics in the esti-

mation of bed stresses, and does not require additional information other what is usually required

to estimate bed stresses.

Analysis of near bed turbulent sediment fluxes confirmed the importance of wave forcing in the

sediment transport dynamics along the Rhine ROFI. The highest vertical turbulent sediment fluxes

were observed during storm periods, and the fluxes correlated well with the magnitude of the

combined wave-current bottom stresses. Measurements of the near-bed vertical turbulent fluxes

w′c′ were used to estimate the critical stress for erosion and the erodibility constant that are

typically used to model the erosion of cohesive sediments.

6.2 Open questions

While much was learned from the measurements and analyses presented here, a number of questions

remain unanswered. Many of these questions arose over the course of this Ph.D. work and in

response to the findings exposed in previous chapters. Open questions are listed below:
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• What is the effect of alongshore processes on the sediment transport dynamics in this region?

Are tidal plume fronts able to mobilize fine sediments as they propagate to the shore?

• What is the frequency of occurrence of WSGF events? What is the role of fine sediments

in WSGF dynamics on sandy sites? What is the critical fraction of fines that is needed to

generate a WSGF?

• How does particle size affect the characteristics of the turbid turbulent suspension in WSGFs?

Is the critical Richardson number related to particle size, or Rouse number?

• Is cross-shore tidal straining the dominant mechanism contributing to the formation of nearshore

TMZ? Does this TMZ exist all along the Dutch coast, as it is hypothesized? Is there a seasonal

variability, and an alonghore variability?

• Can a TMZ such as the one studied here occur in ROFI systems where the tide behaves as a

standing wave? How do surfzone processes contribute to the maintenance of TMZ?

• What is the role of tidal currents during periods of wave-dominated bedforms, and vicev-

ersa? Are there other dynamical models that may better describe the temporal evolution of

bedforms?

6.3 Future directions

Among all the physical processes discussed here, the occurrence of a WSGF on a sandy environment

was probably the most important finding. While much has been learned from previous reports of

WSGF on muddy shelves (Traykovski et al., 2007; Hale and Ogston, 2015), the occurrence of WSGF

on environments with much coarser particle size may involve a very different set of dynamics. Fu-

ture field and laboratory experiments are needed in order to understand how these flows form and

evolve in mixed size environments, and how larger particle size affects the turbulent characteristics

of the sediment suspension. The inherent difficulty in predicting these events occur suggests that

laboratory experiments may be better suited to study these flows in a systematic way. Although

some work has been carried out to investigate high-density suspensions with mixed particle sizes
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(Lamb and Parsons, 2005; Hooshmand et al., 2015), the fraction of coarse sediment in these stud-

ies was small in comparison with the field observations we have presented here. High resolution

measurements of suspended sediment concentrations, turbulence, and perhaps most importantly,

of the particle size distribution within the sediment-water mixture, are required in order to better

understand the dynamics of these flows. Research on these topics would likely be impactful as

WSGF are not phenomena that are restricted to ROFI systems, and thus have implications for

cross-shelf exchange processes in many regions worldwide.

Characterizing near-bed turbulence and bed stresses in the presence of waves, currents, bedforms

and overlying stratification remains a challenge. Recent work has shown how large spatial and

temporal variations in drag result from non-equilibrium ripple dynamics, ripple anisotropy and

sediment type (Scully et al., 2018). All these processes affect coastal circulation and sediment

transport processes on the continental shelf. While several bedform dimension predictors are avail-

able in the literature, the vast majority of these assumes that the bedforms are in equilibrium with

the forcing conditions. These type of models are widely used, primarily because of their simplicity

since they require bulk wave or current parameters that are commonly available in field studies.

However, the dispersion in the predictions obtained from these models suggests that accurate in-

formation about the state of the seabed may not be obtained from such formulations, which has

important implications for coastal circulation and transport models. Further research is needed in

terms of developing time-dependent bedform models, such as the ones proposed by Soulsby et al.

(2012) or Traykovski (2007), capable of evolving bedform dimensions on short time scales in re-

sponse to changing wave and current forcing. Similarly, further research is needed regarding the

parameterization of current-dominated bedforms. The study of these type of bedforms has been

somewhat neglected when compared to the study of wave-generated bedforms, despite the fact that

tidal currents can often be comparable to wave orbital velocities and may dominate dynamics for

longer periods of time.

Perhaps one of the largest remaining questions is how the dynamics observed in the Rhine ROFI may

translate to other ROFI systems. The results presented in Chapter 4 suggest that a coastal TMZ

may occur in other regions that are influenced by horizontal density gradients, however, observations
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in other systems have not been reported. Field observations of tidal straining in coastal seas have

been mostly restricted to the Liverpool Bay ROFI (Simpson et al., 1990; Verspecht et al., 2009b) and

the Rhine (Simpson et al., 1993; Simpson and Souza, 1995). Thus, future investigations hoping to

better understand where and when tidal straining dynamics might be expected in coastal seas, and

what is their effect on transport dynamics are required. For the particular case of the Dutch coast,

further research (hopefully field-based) oriented to investigate the asymmetries in near-bottom the

turbulence processes that control the transport of fine sediments is highly recommended.
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