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Recent decline of sea ice coverage in the Arctic Ocean has resulted in a substantial seasonal

wave climate. Waves generated in the open water are attenuated far into the sea ice, but are a

defining feature of the marginal ice zone (MIZ). In autumn, waves in the MIZ can be large due

to the significant open water area following the minimum ice extent. Waves are expected to

affect ice cover development through both kinematic and thermodynamic processes. In this

research, I use observations from 2015 in the Beaufort Sea region to improve understanding of

key feedbacks between waves and sea ice, and describe implications for autumn ice formation.

In the MIZ, where surface waves are often present, much of the ice forms through the

‘pancake cycle’. Gradients in wave orbital velocities across the surface cause small ice crystals

to be herded into increasingly larger, rounded floes. Modeling the relative motion between

ice floes is the basis for describing pancake ice growth, as well as the attenuation of wave

energy associated with their motion. Here, existing models for ice motion and growth are

evaluated using coincident measurements of waves and pancake sea ice made using shipboard

stereo video. The observations are well captured by existing models, and relative velocities

of floes are typically small compared to the mean orbital velocities. The models for relative

motion of pancake sea ice due to waves can be subsequently used to estimate attenuation of

wave energy due to floe motion. Under the conditions observed, estimates of wave energy

loss from ice-ocean turbulence are much larger than those from pancake collisions, and can



account for most of the observed wave attenuation.

In addition to the general trends of sea ice growth in the Arctic in autumn, ice edge

advance can be temporarily reversed as a result of upper ocean mixing by wind and waves.

Observations during a high wind and wave event demonstrate how heat released from the

upper ocean can melt significant amounts of newly formed pancake sea ice. Measurements

from drifting buoys and ship-based platforms are used to construct heat and salt budgets,

which give a consistent picture of the air-ice-ocean evolution. Following the event, there was

less heat remaining in the upper ocean and sea ice formation quickly resumed.

The young ice cover formed throughout the autumn significantly changes the way in

which momentum is transferred from the wind to the waves, and into the ocean below. Using

coincident measurements of sea ice, wind, surface waves, and near-surface turbulence across

a range of conditions, I quantify the relationship between new sea ice formation, attenuation

of waves, and suppression of near-surface turbulence. Sea ice formation reduces the wind

input transfer velocity by attenuating the short waves, which simultaneously suppresses

the wave-driven near-surface turbulence. As ice thickens and grows, the ice provides the

dominant roughness for wind input. Based on the observations, I suggest parameters for

estimating near-surface turbulence in thin pancake and frazil ice, which are ubiquitous in

autumn marginal ice zones.

The results of this research provide validation and parameterization for a new class of sea

ice models that include dynamic and thermodynamic floe processes. Constraining rates of

pancake ice growth is important as it occurs at a much faster rate than simple thermodynamic

ice growth, and it is believed to be more common in the Arctic Ocean in recent years. Yet,

as the timing of the ice-edge advance shifts later into stormier autumn months, waves from

storm events may play an increasing role in delaying ice advance. Thus, the coupled wave-ice

interactions examined are likely to become increasingly important in determining the state

of the autumn Arctic Ocean with the growing wave climate.
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1.1 Motivation

Sea ice forms from frozen seawater in the cold, polar oceans. At its maximum extent, it can

cover as much as 10% of the earths ocean. Although the remote locations where sea ice forms

means that most people will never encounter it, sea ice affects our daily lives through its role

in the earth’s climate. The high albedo of sea ice cover on the ocean results in the reflection

of much of the incoming solar energy. This property leads to the albedo feedback, in which

high albedo helps to maintain cold polar temperatures and allows seasonal sea ice to persist.

The global temperature gradient maintained by this feedback is key to ocean circulation and

global weather patterns. Additionally, the drift of sea ice feeds ocean overturning cells by

transporting freshwater from polar ice-covered oceans to lower latitudes [Pellichero et al.,

2018]. For those species who inhabit the Arctic, sea ice plays many fundamental roles from

serving as critical habitat, to buffering and protecting the coast on which communities are

built.

As sea ice forms at the thin interface between the atmosphere and ocean, it is constantly

evolving in response to forcings from the atmosphere above and the ocean below. As the

world’s air and ocean temperatures increase, the Arctic has been losing sea ice - the extent

at the end of summer is about half what it was 30 years ago. This decline means there is less

‘protection’ for the Arctic Ocean from solar inputs, and has direct and indirect effects on

the northern hemisphere and globe [Vihma, 2014; Moon et al., 2019]. The resulting Arctic

amplification may accelerate Greenland ice sheet loss due to increased heat transfer from the

ocean [Stroeve et al., 2017]. Additionally, the loss of coastal sea ice has resulted in accelerated

erosion of Arctic coasts and built environments [Overeem et al., 2011]. Overall, the loss of

Arctic ice is expected to have substantial implications for and costs to society [Euskirchen

et al., 2013].

As a result, there has been significant scientific and media focus recently on the declining

trend in minimum annual sea ice coverage (red line in Fig. 1.1), which occurs in September.

However, the extent of sea ice throughout the entire seasonal cycle has been on the decline.
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Figure 1.1: Sea ice extent in the Arctic Ocean since 1980. Blue and red lines show extent at

maximum and minimum respectively, and purple line is the difference between the two (also

known as the seasonal ice cover). Data courtesy of the National Snow and Ice Data Center

(nsidc.org/arcticseaicenews/charctic-interactive- sea-ice-graph/).

The maximum extent of Arctic sea ice typically occurs in March, and has decreased nearly

2 million square kilometers since 1980. This decline is less extreme than that of the summer

minimum, resulting in a statistically significant increase in the difference between the two

(purple line in Fig. 1.1; 0.37 ± 0.08 × 106 km2/decade). The difference between the annual

minimum and maximum represents the portion of the sea ice that forms in the autumn and

winter and melts in the spring each year, and is referred to as the Seasonal Ice Zone (SIZ).

The factors controlling autumn ice growth are an important part of understanding the full

seasonal cycle.

A consequence of the dramatic reduction in ice coverage at the beginning of autumn is that

there is greater area for production of waves. Waves in open water are often limited by the

distance of open water from land, referred to as the fetch. The dependence of wave energy

on fetch has been empirically described as a logarithmic fit between the nondimensional

parameters [Young , 1999]: nondimensional energy and fetch are defined as E = g2H2
s

16U4 and

X = gx
U2 , respectively, where Hs is significant wave height, g is gravitational acceleration, U is
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Figure 1.2: Nondimensional fetch versus nondimensional wave energy in the Beaufort Sea,

estimated for two different platforms. [Reproduced from Smith and Thomson, 2016].

wind speed and x is dimensional fetch distance. While the near-complete ice coverage of the

Arctic basin historically prevented substantial wave growth, ice edge retreat increases the

typical distance between land and ice pack. Thomson and Rogers [2014a] used a combination

of in situ observations and a numerical wave model to show that the traditional definition

for fetch can be altered to include the distance from the sea ice edge. Empirical open water

fetch relationships hold for observations in the Beaufort Sea region. However, these simple

nondimensional fetch scalings did not work under all wind conditions and did not hold in

areas with local ice cover.

Additional observations of waves throughout open water and the marginal ice zone of

the Beaufort Sea in 2014 were used to further explore controls on wave growth in Smith

and Thomson [2016]. (Further details on this work can be found in the author’s master’s

thesis: Smith [2016].) The approach from Thomson and Rogers [2014b] was applied to all

observations in open water by defining the fetch as the distance from ice and land. Although
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the waves observed in 2014 generally appear to follow classic fetch scalings (Fig. 1.2), only

26% were purely fetch-limited. The rest were limited by the duration that the wind has

been blowing. Such duration limitation on wave growth is common throughout open oceans,

as fetch increases. The transition towards waves limited primarily by wind duration, rather

than fetch, is likely indicative of more total wave energy. The resulting swell is less limited

by ice extent and carries more energy into the ice cover. Although these observations are

specific to the Beaufort Sea region, model hindcasts suggest that the fraction of swell to wind

sea is increasing in nearly all basins of the Arctic Ocean [Li et al., 2019a].

While we treat the ice similar to land for the purpose of predicting wave energy in open

water, in reality, wind in the marginal ice zone is capable of generating short, fetch limited

waves in the open water distance between distinct pieces of ice, known as floes [Smith and

Thomson, 2016]. The distance between floes acts as a ‘effective fetch’ which is a function

of the fractional ice cover (Fig. 1.3). The resulting exponential relationship for ice cover

and fetch can be used to cumulatively estimate wave evolution over a range of ice covers

[Gemmrich et al., 2018].

With increasing open water area in the emerging Arctic Ocean, waves are likely to have

a larger role to play. Average wave energy is increasing across all basins, both outside and

in the ice [Li et al., 2019a]. The growth of waves outside and within the marginal ice zone

is expected to have a variety of implications for the air-sea-ice system. This thesis will use

observations from autumn to address the question: what are the effects of storms and waves

when the ice begins to regrow and advance southward? The aim of this work is to provide

descriptions and parameterizations of key processes that may play an increasing role as the

Arctic Ocean continues to evolve.

The remainder of this chapter will introduce the basic ocean and sea ice properties that

provide the foundation for the subsequent chapters, then give an overview of field observations

and outline the remaining chapters. The processes that will be described therein are shown

schematically in Fig. 1.4.
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Scaling observations of surface waves in the Beaufort Sea

8Elementa: Science of the Anthropocene • 4: 000097 • doi: 10.12952/journal.elementa.000097

is quantitatively justified for bulk wave statistics, but is a simplification of the physical processes that create 
the complex wave field of the marginal ice zone. The attenuation of waves by an ice field is a well-described 
process that is illustrated in the two-dimensional wave spectra resulting from on-ice winds (dashed line in 
Figure 9). Here, the resulting wave spectra is a combination of high-frequency wind sea generated by local 
winds and a low-frequency swell component from attenuated incoming waves. In comparison, the wave 
spectra measured in off-ice winds has a similar shape at the high frequencies, as a result of local wind sea 
wave generation, but with lower energies overall and lacking the low-frequency swell component (solid line 
in Figure 9). These wave spectra represent three-hour averages of wave conditions during off-ice winds on 
September 5, and on-ice winds on September 14. They were chosen due to similarity in all conditions except 
for wind direction; average wind speed for both is 10.0 m/s, ice concentrations were qualitatively similar 
based on on-board SWIFT images, and average wind directions were respectively 331° and 71° (i.e., off-ice 
and on-ice with an east-southeast ice edge).

The damping of short waves by the ice field also causes the ocean to become less efficient at gaining energy 
from the wind (Zippel and Thomson, 2016). This feedback suggests that under the on-ice wind conditions, 
the increased energy at low frequencies from incoming swell also contributes to the increased energy at higher 
frequencies, as the presence of swell provides opportunity for further wave generation. Under off-ice wind 
conditions, the isotropic and low energy wind field provides little opportunity for a substantial wave field to 
develop. This result confirms the findings of Masson and LeBlond (1989), that generation of a wave field in 
the MIZ is severely limited, but the extent to which this is true depends on the existing wave field and wave 
direction. Thus, the spectral distribution of energy will depend highly on the wave history and basin scale when 
on-ice winds and waves exist, and primarily on the local wind stress, u* , when winds are off-ice (Figure 9).

Additionally, the use of the ‘effective fetch’ to describe wave generation in partial ice cover assumes that 
the majority of the wave energy comes from wind blowing over patches of open water, and that the distances 
between floes will be relatively homogeneous for a given fraction of ice cover. Relevant distances for wave 
generation and attenuation at a given ice concentration will also depend on floe sizes and distribution (Robin, 
1963; Steele et al., 1989; Bismuth, 2016). Strong winds blowing over a thick sheet of sea ice has also been 
shown to be capable of generating waves in the ice, but of a small magnitude that can be considered negligible 
for the wind and wave conditions observed here (Crocker and Wadhams, 1988). The more relevant process 
for consideration in the MIZ is the re-radiation of wave energy by heaving ice floes. Floe-floe interactions 
in the MIZ can cause nonlinear transfers of energy and increased directional spread (Wadhams et al., 1986). 
These processes are complex and difficult to model, but are necessary to consider to predict the directional 
spectrum of waves in partial ice cover.

Sensitivity to ice products
We have shown a strong dependence of wave energy on open water distance as a function of ice extent in 
both open water and partial ice in the Beaufort Sea. However, the ability to make predictions based on these 
relationships depends on the accuracy of the ice product used. There are a number of ice products readily 
available online, and they vary in the methods for detecting the ice edge and thresholds for determining ice 
presence. Here, we have chosen to use the NIC IMS product for ice extent when measuring waves in open 
water and the University of Bremen AMSR2 product for ice concentration when measuring waves in partial 

Figure 7 
Nondimensional ‘effective fetch’ 
and ice cover fraction.
Exponential relationship of 
nondimensional ‘effective fetch’  
distance, χice with local fraction 
of ice cover, A. Colors correspond 
to instruments as seen in 
Figure 1. Nondimensional open 
water distance for waves in ice 
were determined from fit in 
Figure 6. Error estimates of ice 
cover fraction are the standard 
deviation of ice concentration 
values within a 30-km radius of 
SWIFT location. Error estimates 
in χice are carried through from the 
associated NRMSE in Figure 6.
doi: 10.12952/journal.elementa.000097.f007
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Figure 1.3: Exponential relationship of local fraction ice cover and nondimensional effective

fetch distance, Xice. [Reproduced from Smith and Thomson, 2016].

1.2 Background

1.2.1 Ocean wave basics

Ocean surface waves are a form of gravity waves generated by wind stress. Linear wave

theory describes waves as simple, sinusoidal fluctuations, which can be described by the

height, length, and frequency. The height is the distance from trough to crest, and the

length is simply the distance between each crest or trough. The wave frequency is the

inverse of the wave period, which is the time that it takes for a complete wave cycle to pass

a point.

In reality, the ocean wave field is composed of irregular waves with a variety of heights,

directions, and frequencies. Using Fourier analysis, wave fields can be decomposed into

a combination of linear waves of different frequencies. The result is summarized in a wave

spectrum, which gives the energy (proportional to the wave height squared) at each frequency.
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ECg

Open water High energy waves; low ice cover Low energy waves; high ice cover

dECg/dx > 0
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z
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ε ε ε

wind

Figure 1.4: Schematic showing how the propagation of wave energy flux (ECg) into sea ice

drives a number of small-scale processes. Relative velocities of ice floes due to waves result

in collisions and formation of pancake sea ice. Waves enhance the mixing from wind over

the upper ocean, increasing the potential to entrain warm sub-surface water.
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It is most common to use the 1D wave spectrum, which gives the scalar wave energy at each

frequency, E(f). A 2D wave spectrum is necessary to represent the directionality of the wave

field, E(f, θ).

Bulk parameters calculated from wave spectra are useful for describing the characteristic

waves in a wave field. The significant wave height describes the characteristic height as:

Hs = 4

√∫
E(f)df (1.1)

or four times the area under the wave spectrum. The characteristic frequency is typically

either defined as the frequency at the peak of the spectrum fp, or as an energy weighted

frequency

fe =

∫
fE(f)df∫
E(f)df

(1.2)

The peak and energy weighted periods (Tp, Te) are the inverses of these, respectively.

An important property of ocean waves is that they exhibit frequency dispersion (often

referred to simply as dispersion), in which waves of different wavelengths travel at different

speeds. Longer waves travel faster than short waves, which explains why the swell are often

the first waves to arrive from a storm. The dispersion relation connects the wave period and

wavelength (L)

L =
g

2π
T 2 tanh

(
2π
h

L

)
(1.3)

where h is the water depth. A result of this relationship is the phase speed or velocity (cp),

which is a function of the wave period in deep water

cp = gT/(2π) (1.4)

Returning to the idealized picture of a linear wave as a sinusoidal motion, we can imagine

that a fluid parcel at the surface moves back and forth with each wave following the wave

orbits. The orbital motion is in the direction of wave propagation at the crest of the wave,

and opposite to the direction of propagation in the trough. The particle trajectories make

approximately a round path in deep water, and the diameter of this path decreases with

distance below the surface.
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In reality, the trajectories associated with orbital velocities are not perfectly circular, as

the forward velocities are slightly larger. A water particle near the surface moves slightly

forwards with the passage of each wave. This results in a net velocity in the direction of

wave propagation, known as the Stokes drift. As with the orbital velocity, the magnitude of

the Stokes drift decays with depth below the surface.

1.2.2 Sea ice formation basics

Formation of new sea ice typically begins in the autumn in the Arctic, and continues through-

out the winter. After the top few meters of the ocean have been cooled to the freezing point,

sea ice begins growing [Weeks and Ackley , 1986]. In quiescent conditions, the ice forms as

a thin crust at the surface called nilas (Fig. 1.5e), and thickens through the subsequent

freezing of water molecules at the interface of ice and water, called congelation. In contrast,

sea ice formation in turbulent water begins with individual ice crystals called frazil (Fig.

1.5a). Accumulation of ice crystals near the ocean surface forms a layer of grease ice (Fig.

1.5b), which may form into pancake sea ice (Fig. 1.5c) if surface waves are present.

While there has been a large amount of research focused on understanding ice growth be-

ginning in quiescent conditions [i.e. Anderson, 1961; Maykut , 1986], there has been relatively

little work to understand grease and pancake ice formation in the presence of surface waves.

Grease ice forms when the surface turbulence is insufficient to keep frazil crystals suspended.

The subsequent rate of thickening has been found to be directly proportional to the fraction

of open water, which allows for rapid heat flux from the ocean to the air [Naumann et al.,

2012]. Generally, the grease ice layer will be thicker under higher wind speeds [Winsor and

Björk , 2000]. Recent modeling has shown that the net sea ice growth is much higher under

turbulent conditions, when frazil forms rather than nilas [Matsumura and Ohshima, 2015].

Pancake sea ice floes begin to form from grease ice when the fraction of solid ice is

sufficiently high (about 30%) [Maus and De La Rosa, 2012]. Pancakes are rounded discs,

typically with slightly upturned edges as a result of wave motion and collisions between the

pancakes. Using observations of pancakes from the Weddell Sea in 2000, Doble et al. [2003]
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a)	Frazil	ice	 b)	Grease	ice	

c)	Pancake	ice	 d)	Cemented	pancake	ice	

e)	Nilas	 f)	Rafted	level	ice	

Figure 1.5: Photos of the sea ice types commonly observed throughout autumn ice formation.

found that most of their thickening occurs by deposition of frazil on top. Although the

congelation growth at the bottom of the pancakes was similar to that under calm conditions,

thickening by growth on the top results in 2-3 times faster growth rates [Doble, 2009]. As

waves are further damped and heat loss continues, pancakes begin to weld to their neighbors

(Fig. 1.5d) and further thicken through the congelation process.

Throughout the winter, ice pack that has formed from either nilas or cemented pancake

floes continues to thicken. Ice that has grown through one winter season is called first-year

ice. When this growth has begun as pancakes under wind and wave forcing, there will be

a thicker layer of randomly oriented crystals, while ice that has growth from nilas will be

primarily congelation or columnar.
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1.2.3 Waves in sea ice

The effect of sea ice cover on a wave field can be clearly seen from ships and in imagery; sea

ice damps wave energy such that the wave field is often noticeably less choppy inside the ice

edge. Early field observations of waves in sea ice showed that decay was not constant across

all frequencies, and that ice preferentially attenuates higher frequencies [Wadhams et al.,

1988]. These observations also suggested a roll-over in attenuation at the higher frequencies,

but it has since been suggested that this is likely a result of wind input [Li et al., 2017].

Additionally, wave attenuation rates are exponential with distance from the ice edge. As a

result, long swell waves have been observed to penetrate hundreds of kilometers into the sea

ice during storm conditions [Kohout et al., 2014]. The change in wave energy with distance

can be expressed as

E(f, x) = E(f, 0)e−αx (1.5)

where α is the frequency-dependent attenuation coefficient, and E(f, 0) and E(f, x) are the

wave energy incident and observed some distance x into the ice, respectively [e.g., Wadhams ,

1975].

The two dominant mechanisms leading to wave attenuation are scattering and dissipative

processes. Scattering is a conservative process, but reduces wave energy in the sea ice by

redistributing incoming energy in all directions. Dissipative processes include turbulence

due to friction, viscosity, inelastic floe-floe collisions, and floe flexure and breakup. The

relative importance of scattering and dissipation is still an active area of research; dissipative

processes are thought to dominate for most of the MIZ.

The basic approach for considering the attenuation of waves in ice in global wave models

such as WaveWatch III (WW3) is to include an additional term in the radiative transfer

equation. The radiative transfer (or Boltzmann) equation describes the evolution of wave

energy as a balance of source and sink terms

∂E(f)

∂t
+ (cg · ∇)E(f) = Sin − Sds + Snl − Sice (1.6)

The terms on the left represent the evolution of wave energy as a function of frequency,
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where cg is the wave group velocity (half of the phase velocity cp in deep water). The source

terms are on the right-hand side, where Sin is the wind input, Sds is the dissipation of wave

energy, and Snl is the non-linear transfer between wave frequencies. Dissipation of wave

energy typically occurs through wave breaking and generation of turbulence. The final term,

Sice, represents the damping of wave energy due to sea ice.

Approaches to modeling Sice can be divided into conservative redistribution due to scat-

tering, and non-conservative attenuation by dissipation. Scattering models are strongly

dependent on the floe size distribution, as each floe contributes to isotropic redistribution of

some of the wave energy. Dissipative attenuation has been quantified primarily in viscous

and viscoelastic models. In viscous models, the entire sea ice layer is represented as a ho-

mogenous viscous medium, with a viscous parameter based on sea ice characteristics such as

floe size and concentration. Inclusion of elasticity is necessary to describe possible changes

in the dispersion relation in sea ice [Shen, 2019]. Although the mechanisms parameterized

are different, both scattering and dissipation can result in a similar observed attenuation. It

is likely that both are happening simultaneously to some degree throughout the MIZ. All of

the current schemes for wave attenuation have been implemented in WW3 [WaveWatch III

Development Group, 2016; Rogers et al., 2018], allowing the user to decide which mechanisms

they would like to consider.

1.2.4 Atmosphere-ice-ocean interactions

The wave-ice interactions described in the previous sections are part of the larger coupled

atmosphere-ice-ocean system in which energy and momentum are exchanged. The wind

transfers momentum from the atmosphere to the underlying ocean depending on the rough-

ness of the surface. The atmosphere drives the flux of energy into or out of the ocean as a

result of radiative, sensible, and latent heat fluxes. The presence of sea ice modifies both

of these. Sea ice alters the transfer of momentum from the atmosphere to the ocean by

reducing the surface roughness, which is often expressed using a drag coefficient (Cd). The

drag coefficient is typically around 1.3×10−3 in the open ocean [Smith, 1988], but is reduced
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in small pancake ice cover to Cd = 0.9−1.5×10−6 [Guest and Davidson, 1991]. Additionally,

sea ice results in the reflection of up to 90% of incoming solar radiation. The resulting total

heat flux between the surface and atmosphere, Fatm, is typically negative in the autumn

Arctic (from the ocean to the atmosphere), with more heat loss over the ocean than in sea

ice-covered areas [Persson et al., 2018a].

The transfer of momentum and energy from the atmosphere to the ocean largely occurs

within a shallow surface mixed layer, which has nearly homogenous physical properties.

The depth of the mixed layer is a result of the balance between turbulent mixing (which

destabilizes stratification) and buoyancy fluxes (which stabilize stratification). Turbulent

mixing in the mixed layer is mostly generated by wind stress, but may also be enhanced by

waves and convection [D’Asaro, 2014]. Buoyancy fluxes are generally a result of heat input

or loss from the atmosphere, evaporation, precipitation, or sea ice melt, resulting in a change

of the density gradient at the base of the mixed layer.

The mixed layer depth (MLD) is tens to hundreds of meters deep globally, but in the

western Arctic is typically only around 8 m in summer and 30 m in winter [Peralta-Ferriz

and Woodgate, 2015]. The Arctic MLD has been observed to be deepening in recent years.

This appears to be more a result of decreases in buoyancy (due to less freshwater input) than

increase in wind-driven turbulent mixing [Peralta-Ferriz and Woodgate, 2015].

Within the upper few meters of the mixed layer, the energy associated with turbulence

(known as turbulent kinetic energy, or TKE) is elevated above values expected by law-of-the-

wall scalings as a result of wave breaking (i.e., whitecaps). The production of turbulence from

wave breaking at the surface is typically assumed to be in balance with the TKE dissipation

rate (ε), and has been observed to be many orders of magnitude higher than background

levels [Gemmrich and Farmer , 2004]. It is approximately in local equilibrium with the wind

input [Thomson et al., 2016a], which does work as a function of wind speed and the dynamic

roughness elements. In the ocean, short waves are the primary surface roughness, and so

the effective transfer velocity is related to phase speed of the waves [Gemmrich and Farmer ,

2004]. The dissipation rate over the depth of a couple significant wave heights typically scales
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as z−2 [Terray et al., 1996], and is further elevated within one significant wave height of the

surface due to wave energy dissipation of microbreakers [Sutherland and Melville, 2015].

In sea ice, it has been suggested that the equilibrium between the wind and waves should

be maintained [Zippel and Thomson, 2016]. However, the dissipation rate of TKE is lower as

a result of the damping of short waves. The reduction in the TKE production and dissipation

is then likely a function of the fractional ice cover [Zippel and Thomson, 2016].

1.3 The 2015 ‘Sea State’ observational campaign

The observed decline in sea ice extent has increased the interest of the U.S. Navy in under-

standing and predicting sea ice conditions in the Arctic Ocean. Safe and efficient operation

in this region requires accurate forecasting of both the sea state and the sea ice edge and

evolution. Motivated to improve predictive skill, the Office of Naval Research has funded

a number of large collaborative research programs in recent years. The overarching goals

of these programs are to characterize key processes in the Arctic Ocean, develop coupled

ice-ocean-wave-atmosphere regional models, and advance technologies to allow for sustained

Arctic observational capability. There have been four completed and ongoing Departmental

Research Initiatives (DRIs) funded in support of these goals: ‘Emerging Dynamics of the

Marginal Ice Zone’, ‘Sea State and Boundary Layer Physics of the Emerging Arctic Ocean’,

‘Stratified Ocean Dynamics in the Arctic’ (SODA), and ‘Arctic Mobile Observing System’

(AMOS).

The observations for the entirety of this dissertation were completed during the field cam-

paign of ‘Sea State and Boundary Layer Physics of the Emerging Arctic Ocean’ (hereafter

referred to as ‘Sea State’), which took place in autumn 2015 in the Beaufort and Chukchi

Seas [Fig. 1.6; Thomson et al., 2015]. This program was specifically motivated by the ob-

served increase in wave activity in the Western Arctic with declining sea ice cover [Thomson

et al., 2013b]. A primary goal of this program was to improve skill in forecasting sea state

in the Arctic Ocean, both in open water and in sea ice. The observational campaign addi-

tionally aimed to improve understanding of heat and mass exchange between the ocean and
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3. Flux stations, in which surface fluxes of heat and momentum were measured from the bow of the ship
while holding a heading into the wind.

4. Ship surveys, in which an Underway Conductivity-Temperature-Depth (UCTD) was regularly deployed
along a track. The ship surveys also include marine X-band radar wave-current-ice observations, visual
ice observations, EM ice thickness measurements, ice camera recordings, continuous meteorological
and flux observations, infrared radiometry, and radiosonde balloon launches.

Generally, the wave experiments took precedent whenever there was a favorable forecast for waves, and the
other modules fit in around these events. Table 1 in Cheng et al. (2017) summarizes the conditions for each
wave experiment. The ice stations were selected to span a range of ice types, including multiyear floes. The
flux stations were designed to capture both on-ice and off-ice winds over both open water and new ice. The
underway surveys provide unique autumn measurements of air-ice-ocean structure and interactions in thin
ice and the nearby open water. These include a “race track” pattern repeated at the shelf break for several
days near the end of the cruise. The UCTDs connect the shallow waters of the Chukchi Sea with the deep
basin of the Beaufort Sea.

Figure 2. Map of cruise track and buoy deployments, overlaid on the ice andwave conditions at the end of the experiment.
This is the final frame of a movie, which is included as supporting information S1, showing the progression of the entire
research cruise.

Table 1
Wave-Ice Interaction Schemes in WAVEWATCH III

Scheme Mechanism

IC0 Partial blocking, scaled by ice concentration; high concentration treated as land
IS1 Simple conservative diffusive scattering term
IS2 Floe-size dependent conservative scattering, combined with ice break-up,

and anelastic and/or inelastic dissipation due to ice flexure
IC1 Simple dissipation, uniform in frequency
IC2 Basal friction, laminar and/or turbulent
IC3 Ice as viscoelastic layer (Wang & Shen, 2010), frequency-dependent
IC4 Assorted parametric and empirical formulae, most being frequency-dependent
IC5 Ice as viscoelastic layer (extended from Fox and Squire, 1994), frequency-dependent

10.1002/2018JC013766Journal of Geophysical Research: Oceans

THOMSON ET AL. 8676

Figure 1.6: Map of cruise track from the Sea State field campaign in Beaufort and Chukchi

Seas in the fall of 2015. Colored points show wave buoy deployments during all wave exper-

iments. Shading shows the sea ice coverage and arrows depict wave height and direction at

the end of the experiment (November 10). (Reproduced from Thomson et al. [2018])

atmosphere during autumn ice advance.

The in situ observations during the 42-day cruise, from late September to early November,

were supplemented by remote sensing observations. The cruise was divided into different

sampling modules, with the majority dedicated to event-based wave experiments in which

large numbers of wave buoys were deployed for periods of hours to days. Thomson et al.

[2018] describes the other sampling modules and the key findings of the program. In total,

there were eight wave experiments spanning a range of wave conditions, with a key finding

being the prevalence of pancake sea ice formation in the emerging Arctic Ocean.



15

1.4 Outline

This dissertation will use observational data from the wave experiments during the ‘Sea

State’ program to improve understanding of the role of waves in autumn ice formation. The

processes that are explored are shown schematically in Fig. 1.4, and are organized into

chapters as outlined here:

In Chapter 2, stereo video observations are used to measure the relative velocities of

pancakes floes, and evaluate existing models for ice motion. The results provide insight into

pancake growth rates and rates of wave energy loss, both of which can result from floe-floe

collisions. This chapter has been submitted to the Annals of Glaciology as:

Smith, M, and J. Thomson. Submitted. Pancake ice kinematics and dynamics

using shipboard stereo video. Annals of Glaciology.

Chapter 3 describes an event in which a large amount of ocean heat release melted

thin, new sea ice in the Beaufort Sea. Heat and salt budgets for the event are presented, and

discussed in the context of heat fluxes from prior observations under thicker ice in the region.

The role of waves are explored by comparing the evolution under different wave forcing. This

chapter is reproduced, with only minor changes, from:

Smith, M., S. Stammerjohn, O. Persson, L. Rainville, G. Liu, W. Perrie, R. Robert-

son, J. Jackson, and J. Thomson. 2018. Episodic Reversal of Autumn Ice Advance

Caused by Release of Ocean Heat in the Beaufort Sea. Journal of Geophysical

Research: Ocean, 123. doi:10.1002/2018JC013764

Chapter 4 aims to parameterize near-surface turbulence in new marginal ice zones. Mea-

surements from SWIFT buoys deployed in pancake and frazil ice cover are used to describe

different regimes controlling how energy is transferred into the upper ocean. This chapter

has been reproduced from:
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Smith, M, and J. Thomson. 2019. Ocean Surface Turbulence in Newly Formed

Marginal Ice Zones. Journal of Geophysical Research: Oceans, 124. doi:10.1029/

2018JC014405

Finally, Chapter 5 summarizes the dissertation and implications, and suggests directions

for future research.
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Chapter 2

PANCAKE SEA ICE KINEMATICS AND DYNAMICS USING
SHIPBOARD STEREO VIDEO
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2.1 Introduction

Pancake ice is a type of sea ice that is often found in areas where new ice formation is

coincident with large surface waves. This ice type has been commonly observed in the

Southern Ocean [Treshnikov , 1967; Lange et al., 1989] as well as the Arctic Ocean, but

previously observations in the Arctic were limited to areas open to other oceans such as the

Okhotsk Sea and Bering Sea. Observations of pancake ice in the Central Arctic basin have

become more commonplace with seasonal sea ice retreat in recent years [Thomson et al.,

2018]. Pancake ice has also been observed in large bodies of freshwater, including a number

of northern lakes and rivers [e.g., Rumer et al., 1979; Campbell et al., 2014].

Conceptually, pancake ice formation and growth can be divided into three sequential

stages: the formation of a grease or frazil ice layer, formation and growth of pancake floes,

and the formation of composite pancakes by welding together of individual floes [Shen et al.,

2001]. Both the growth and welding of pancake floes depend strongly on the presence of

dynamic wave motion. The gradient of wave orbital velocities across each wave drive relative

motion of floes towards (and away from) each other (Fig. 2.1). This motion can result in

the floe-floe collisions that are critical to pancake formation and subsequent growth. Doble

et al. [2003] and Doble [2009] found that growth due to collisions is primarily a result of

the ‘scavenging’ of frazil ice from the water onto the tops of pancake floes. Doble [2009]

suggested that scavenging occurs because of the reduction in frazil area as floes converge

with wave motion.

There has been substantial observational and theoretical progress to understand the trans-

formation of waves propagating into sea ice [Shen, 2019]. Although many mechanisms have

been proposed and examined to account for the attenuation of wave energy in sea ice, it is

still not clear which mechanisms dominate [Squire, 2019]. Part of the challenge is that the

dynamics are sensitive to ice type. The collisions of sea ice floes are one proposed mechanism

that can dissipate wave energy [Shen and Squire, 1998]. This may be relatively important in

pancake sea ice, where the energy associated with the impact is observed to accelerate the ice
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Figure 2.1: Schematic of motion induced by wave orbital motion at surface without ice (top)

and with ice (bottom). The gradient in orbital velocity (Vη) results in relative velocity of ice

floes (∆Vobs) which causes floes to converge on the front face of the wave and diverge on the

back face of the wave. Direction of wave energy flux (ECg) is from left to right.
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growth. Another proposed mechanism for energy dissipation is the generation of turbulence

by shear between the rough ice and the ocean below [Kohout et al., 2011]. Quantification of

each proposed attenuation mechanism based on wave and ice conditions is needed for accu-

rate prediction of wave conditions throughout sea ice-covered areas. The field observations

for such quantification are rare, but efforts to model floe motion due to waves have advanced

our understanding of these processes.

Modeling efforts to describe ice floe motion in periodic wave fields have utilized simple

physical models to predict the kinematics and dynamics. The simplest model that can be

thought of is that ice will simply follow wave orbital velocities (Fig. 2.1). A 2D model of a

sea ice field was able to produce physically reasonable results of floe motion and collisions by

simply assuming that floes follow orbital motions at the free surface [Rottier , 1992]. Many

models for sea ice motion have been based on the slope-sliding model [Rumer et al., 1979]

in which there is an additional force on floes as a result of gravity pulling them down the

sloped surface of each wave [Grotmaack and Meylan, 2006]. This theory has been utilized

to describe expected frequency and magnitude of floe collisions [e.g., Shen and Ackley , 1991]

and the associated attenuation of wave energy [Shen and Squire, 1998]. Another model

using linear-potential flow theory has been suggested to be applicable where floe diameters

are approximately equal to or greater than the wavelength [Meylan et al., 2015].

Recent work has developed a numerical model for ice floe motion [Herman, 2011, 2013].

This model framework was adapted in Herman [2018] to describe surge motions, similar to

those predicted by the slope-sliding model, and the resulting collisions. A crucial difference

between the model by Herman [2018] and prior models is the method for computing the

forces. While previous models assumed that the floes are infinitely small and forces were

computed at the center of mass, the Herman model integrates forces over the surface of each

floe.

A number of laboratory studies in recent years have examined the accuracy of models

and theory describing ice floe motion and collisions. Experiments testing the response of a

single floe to a wave field have found that floe motion can largely be predicted by simple
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models when the radius is small compared to the wavelength [e.g., Meylan et al., 2015; Yiew

et al., 2016]. Investigations of collisions have mostly used two floating disks representing

ice floes to show that collisions can similarly be predicted by these simple models for floe

motion [e.g., Yiew et al., 2017; Li et al., 2018]. There have, to our knowledge, not been any

phase-resolved field observations of floe motion within natural sea ice or realistic wave fields

(i.e., directional and irregular seas). The lack of measurements of pancake sea ice motion

in the field stems largely from the difficulty of measuring them. Not only are ice-covered

areas with substantial surface waves challenging to work in, but capturing lateral ice motion

requires both spatial and temporal coverage.

Stereo camera systems have been gaining popularity as a method for measuring three-

dimensional ocean wave fields from both stationary and mobile platforms. A number of

recent studies have demonstrated the utility of this method in capturing phase-resolved wave

processes, such as wave slope and breaking [Schwendeman and Thomson, 2017; Benetazzo

et al., 2017]. Additionally, shipboard stereo cameras are useful for measuring properties of

ice-covered areas. Prior studies utilized stereo cameras to provide consistent and continuous

estimates of sea ice characteristics, including thickness, texture, and floe size distribution

[Rohith et al., 2009; Niioka and Kohei , 2010; Alberello et al., 2019]. To our knowledge, only

one study has utilized stereo imagery to capture waves in ice [Campbell et al., 2014]. They

used a shore-based stereo imaging system on a lake to measure changes in wave spectra

and energy flux through three different ice types. Their results indicated the potential of

stereo systems for capturing the complex dynamics of waves in sea ice with both spatial and

temporal characterization of the surface.

Here, a shipboard stereo video system is used to provide unique phase-resolved mea-

surements of pancake sea ice floe velocities relative to each other. Measurements of relative

velocities under a variety of wave conditions are compared to two models for pancake motion,

with the goal of determining which model best describes in situ observations. We resolve

the convergence (and collision) of ice floes at the crests of individual waves, as well as the

divergence in the troughs of waves. We determine a characteristic relative velocity of the



22

ice floes for each set of conditions, and we relate these to bulk wave parameters. We then

discuss the implications of the results for growth and development of pancake floes, and for

wave energy loss in pancake ice. The relative velocity between floes is the primary variable

controlling whether floes collide and the turbulence produced by their motion, so is thus

applied as the key kinematic parameter for describing these dynamics.

2.2 Methods

2.2.1 Shipboard stereo camera setup

Measurements were made from shipboard stereo systems mounted on the rails of 04 deck of

the R/V Sikuliaq during the ‘Sea State and Boundary Layer Physics of the Emerging Arctic

Ocean’ experiment that took place October - November, 2015. All observations were made

in newly formed ice in the Beaufort Sea marginal ice zone. A full map of the cruise track

and description of conditions can be found in Thomson et al. [2018].

Two stereo systems [Schwendeman and Thomson, 2017] were mounted on the starboard

and port rails aft of the bridge, 16.5 m above mean sea level. Each system consists of two

Point Grey Flea2 cameras separated by 2 meters, as shown in Fig. 2.2a. Each of these

cameras has a 9-mm fixed focal length lens, giving an approximately 30◦ horizontal field of

view, and was mounted with a look angle 18◦ below horizontal. An additional Point Grey

Flea2G camera was mounted centered between the Flea2 cameras, with a 2.8-mm fixed focal

length lens. This camera had a wider field of view in order to capture the horizon in most

images and allow the calculation of pitch and roll following Schwendeman and Thomson

[2015]. All cameras record at 5 Hz.

A Novatel combined inertial motion unit (IMU) and global navigation satellite system

(GNSS) was mounted with the cameras on the port side. The antennas can be seen in the

photo in Fig. 2.2a. This IMU system is used to measure the position of the cameras, as well

as the pitch and roll of the ship.

This study utilizes stereo observations made during five periods. Table 2.1 shows the
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Figure 2.2: Stereo setup and example of processing steps. Panel (a) shows the stereo setup

on the port side rail of the R/V Sikuliaq, with IMU-GNSS antennas mounted alongside

cameras for stereo retrieval. Subsequent images show (b,c) an example of a pair of rectified

stereo images, (d) the corresponding disparity map (in pixels), and (e) the resulting surface

elevation map.
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Table 2.1: Summary of bulk wave and ice conditions for observations. Wave parameters are

obtained by processing 30-minutes stereo video bursts, and ice observations are from both

processing stereo images (radius, r) and shipboard visual observations (thickness, z).

Observation Hs [m] Te [s] Le [m] r [m] z [cm] kr []

11 Oct 21:30 2.5 7.2 82 0.65 8 0.05

24 Oct 22:20 1.0 4.5 31 0.65 ∼20 0.13

24 Oct 23:18 0.9 4.6 34 0.52 5 0.10

01 Nov 19:17 1.0 4.3 29 0.51 6 0.11

01 Nov 19:35 1.1 4.8 37 0.58 7 0.10

date and starting time, and bulk wave and ice conditions for each. Stereo observations are

collected in up to 30 minute bursts, which are processed to determine bulk wave character-

istics following the steps described in the next section. Approximately 135 seconds of each

observation are processed to characterize floe motion.

2.2.2 Wave estimates from stereo video

The stereo images are processed to obtain wave results following the methods described in

Schwendeman and Thomson [2017]. The basic processing steps are calibration of the camera

system, synchronization of all data streams, rectification of images, and rotation to earth

reference frame. The methods are summarized here, but additional details may be found in

Schwendeman and Thomson [2017].

Calibrations for the stereo camera setup are produced using the built-in routine in the

Matlab Computer Vision toolbox. Sets of images of a 5x10 black and white checkerboard with

4” squares were acquired after the cameras were mounted on the ship during mobilization,

prior to data collection. The Matlab calibration routine utilizes these image to determine

both intrinsic and extrinsic parameters of the stereo cameras.

The Novatel IMU data were separately recorded, and thus it is necessary to synchronize
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with images in post-processing. Offsets between the image and IMU data streams are deter-

mined using the cross-correlation of the time series of the pitch of the ship derived from the

horizon tracking method from Schwendeman and Thomson [2015] and that recorded by the

Novatel. These offsets are used to align IMU pitch and roll with the images, as the IMU is

more accurate than the horizon tracking method, particularly in low wave conditions.

Rectification is a transformation process to project images onto a common plane, and

is necessary for identification of matching pixels. Rectification slightly warps the epipolar

lines in each image to make them horizontal, such that it appears that the images are simply

horizontally offset. Pixels from left images are them mapped onto the right images to create

a disparity map, showing the difference in pixel location for the same geographic location

at each point. This is done using the Semiglobal algorithm in the Matlab Computer Vision

Toolbox. An example of a pair of images and the resulting disparity map is shown in Fig.

2.2b-d.

The disparity map is rotated into the Earth reference frame in order to produce a surface

elevation map in which waves can be observed. This is done using pitch and roll values

from the synchronized IMU times series. Elevation map results are then interpolated onto

a regular grid with 0.25 m spacing. An example map of surface elevations is shown in Fig.

2.2e.

Wave spectra are calculated from the gridded elevation maps using the Fast Fourier

Transform (FFT) of the time series of surface elevation at each point, with 75% overlap.

This is equivalent to treating each grid cell as a virtual wave buoy. The resulting spectra are

then averaged together (all grid points) for each 5-minute burst of data analyzed. Bulk wave

characteristics are determined from the spectra, including the significant wave height (Hs),

peak wave period (Tp), and energy-weighted wave period (Te). The energy-weighted wave

period, defined as Te =
∫
E(f)df∫
fE(f)df

, is used to estimate average wavenumber k and wavelength

Le for use in subsequent calculations. Wavelength is calculated using Le = gT 2
e /2π as Collins

et al. [2018] did not find any indication of deviation from linear deep water dispersion in these

ice types.
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Comparison with wave buoys

Previous application of this stereo setup in open water by Schwendeman and Thomson [2017]

showed good agreement with traditional measurements from wave buoys. Here, we evaluate

the stereo performance in the presence of sea ice before proceeding with the analysis. Spectra

from the stereo system in sea ice are compared with simultaneously deployed SWIFT wave

buoys. SWIFT buoys capture the wave signal by measuring horizontal displacement with

a GPS receiver in 8-minute intervals, as described in further detail in Thomson [2012] and

Smith et al. [2018a]. Figure 2.3 shows a comparison of wave spectra measured on 11 Oct

2015 21:30, where SWIFT 15 was within 2 km of the ship, and SWIFT 14 was approximately

20 km from the ship. The spectrum produced from the stereo video observations (black line)

captures all the key features of the spectra from the wave buoys. There is a small amount of

extra energy at the peak period as a result of uncorrected ship motion, which was observed

in the open water comparison done by Schwendeman and Thomson [2017] as well, and

additionally too much energy observed at frequencies below 0.06 Hz. There is clear noise

contamination at high frequencies (f > 0.4 Hz), but those frequencies are beyond the scope

of the present study.

Wave orbital velocities

The velocity due to wave orbitals Vη is the underlying motion that ice floes move with, and

relative to, with the passage of each wave (Fig. 2.1). An estimate of the phase-resolved

wave orbital motion can be calculated by applying linear wave theory using the time series

of surface elevation, η, as

Vη(t) =
2π

T (t)
η (2.1)

Here, we use a time series of wave period T calculated from the η signal using the zero-crossing

method with a smoothing interval of 2 seconds. This phase-resolved estimate represents a

spatial average of velocities over the gridded domain. We can use the definition of η =
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Figure 2.3: Comparison of wave spectra estimated from stereo video (black) with observations

from two SWIFT wave buoys (light blue and green). Observations are from 11 Oct 21:30.

Hs

2
cos(kx− ωt) to estimate the time-average of the absolute orbital velocities as

〈
|Vη|
〉

=
2Hs

Te
. (2.2)

2.2.3 Estimates of relative ice velocity

Observation of relative ice velocities

Estimates of relative sea ice velocities are made using a series of ortho-rectified images from

one side of the stereo pair, recorded at 5 Hz. We use the left image, but the results are

unaffected by the side chosen due to the overlapping footprint. An example of a single

ortho-rectified image projected to geographic coordinates is shown in Figure 2.4, where the

ship is located approximately at y = 0.

All estimates are made over a 8 x 25 m box centered in the domain, demonstrated by the

blue rectangles in Fig. 2.4. Some observations contained periods with substantial rolling,
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Figure 2.4: Example of (a) original and (b) thresholded images from stereo camera on 11

Oct 2015 21:30, projected onto geographic reference frame. Blue boxes represent the analysis

box over which all values in Figure 2.6 are estimated. (c) Histogram of pixel intensities from

original image. The horizontal line represents delineation of ice and open water based on

Eq. 2.5.

such that the footprint of the stereo camera system changed significantly over time. The size

of the analysis box was chosen to balance the desire to minimize the effect of rolling (by using

a smaller box) with the need to provide a robust estimate (by doing a large spatial average).

When the rolling was substantial enough such that any part of the analysis box was not

captured, those images were ignored in subsequent calculations. The aspect ratio of the box

was chosen to have the smallest reasonable width. As the wave propagation direction was

typically parallel to the ship (or, in the x-direction of Fig. 2.4) this isolates the phase of a

wave propagating through the box. The analysis box dimensions chosen limit the observable

wave period to a minimum of 2.3 seconds.

Characteristic relative velocities of pancake floes (∆Vobs) are calculated from images using
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Figure 2.5: Schematic demonstrating the calculation of average distance between floes, in

Eq. 2.4, using the areal concentration and floe radius. This method assumes uniform floe

radius and uniform floe spacing. Dotted lines demonstrate the increase in floe distance D as

floes diverge at some future time t+ 1.

the change in average distance between floes. In order to calculate average distance between

floes, we assume that the floes in each image have uniform radius and are evenly spaced,

such that the areal concentration A can be estimated as

A =
1
2
πr2

l2
(2.3)

where l is the length of the box formed by connecting center of floes (shown schematically

in Fig. 2.5). The average distance between floes is calculated as:

Dobs(t) =

√
π(2r)2

4A(t)
− 2r (2.4)

where r is floe radius, and overbars indicate spatial averages (Fig. 2.5). Estimation of r and

A to determine Dobs from observations are described below and demonstrated in Figure 2.6.
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Floe radius is determined from the equivalent diameter of objects in thresholded images,

produced using an adaptive threshold from the Matlab image processing toolbox. The right

panel of Fig. 2.4 shows an example thresholded image, where each white object is considered

an individual floe. An average r is calculated for each frame. A linear fit to the time series of

radius r is used to avoid noise associated with the adaptive threshold algorithm and specific

floes moving in or out of the box. Shading in Figure 2.6a-d represents the propagation of

standard error associated with this linear fit, which is small. The accuracy of the estimate

of radius is also limited by the pixel size, which is approximately 2 cm in the near-field and

12 cm in the far-field.

The change in areal concentration of sea ice over time, A(t), is calculated from the

change in pixel intensity I(t). Concentration is calculated from the pixel intensity, rather

than the coverage in thresholded images, as the adaptive threshold used adjusts based on the

brightness so that resulting binary images do not well represent changes in concentration over

time. However, the thresholded images give a good estimate for the average areal coverage

for the entire time series, as can be qualitatively seen in the example in Fig. 2.4. The average

areal concentration from binary, thresholded images (Athresholded) is used to normalize the

pixel intensities, such that the average value produced by both methods are equivalent:

A(t) =
I(t)〈

I(t)
〉
/
〈
Athresholded

〉 (2.5)

The distribution of pixel intensity is not clearly bimodal (Figure 2.4c), as would be ideal to

clearly separate sea ice from open water. The threshold value (shown by the vertical black

line) is instead determined as the pixel intensity that is necessary to produce that same

average concentration that is estimated by applying an adaptive threshold. An example of

the concentration estimated from thresholded images and pixel intensities is shown in Fig.

2.6b. Throughout, the overline is used to represent a spatial average, and brackets are used

to represent a temporal average.

Time series of average distance between floes (Fig. 2.6c) are calculated from time series of

average radius and concentration using Eq. 2.4. The time series of average distance between
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floes is linearly de-trended if it is complete (i.e. without any periods of substantial rolling),

and smoothed with a span of 5 points (1 second). Time series of relative velocity between

floes are then calculated using the change in average distance between floes,

∆Vobs(t) =

(
dDobs(t)

dt

)
1

2
(2.6)

The derivative of the distance over time must be divided by two to determine the relative

speed of each floe in a pair. In order to avoid artificially introducing a lag, this derivative

is done using distances before and after each point in time, i.e. ∆V (i) =
(Di+1−Di−1

ti+1−ti−1

)
1
2
. The

result is a characteristic speed of ice floes relative to each other within the domain. Although

this estimate is spatially averaged within the domain, it is phase-resolved in time.

Prediction of ice velocities based on wave slope

Relative motion between floes is expected based on the gradient of orbital velocities along the

sloped wave surface, as shown in the schematic in Figure 2.1. We can estimate this relative

motion using the map of surface elevation over the field of view for each frame, produced

from the stereo video processing (e.g., Fig. 2.4). A 2D linear fit is used to estimate the

maximum slope ( dη
dx

) within the processing box in each frame. The spatial average of the

relative velocity between floes is then

∆Vη(t) =
2π

Te

dη

dx
2r (2.7)

The average diameter of floes (2r) is used here as approximate scale over which relative

motion is occurring.

Prediction based on Herman model

The average relative velocity of floes predicted by the Herman [2018] model is also calculated

using the change in distance between floes. The average distance between floes based on

Herman’s Eq. 27 is:

DH(t) = 2r
(1− A

A

)
− 2
(Hs

2

)
sin
(kr
c

)
cos
(
ωt+

kr

A

)
(2.8)
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Figure 2.6: Example time series of observed floe characteristics, demonstrating methods

used to estimate relative velocities. (a) Linear fit (blue line) to average radius in each frame

(grey line). Shading represents standard deviation of values from frames. (b) Aerial ice

coverage determined from image intensity (Figure 2.4a), normalized to the average coverage

in thresholded images (Figure 2.4b; Eq. 2.5). (c) Distance between floes calculated using

Eq. 2.4. (d) Characteristic relative velocity of floes calculated using Eq. 2.6.
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This equation assumes initially equally spaced floes with identical radii, and disregards the

effect of friction. We use the time-averaged concentration,
〈
A
〉
, such that the time variation

is primarily a result of the wave motion η averaged over the box in Fig. 2.4:

DH(t) = 2r
(1−

〈
A
〉〈

A
〉 )

− 2 η sin
( kr〈
A
〉) (2.9)

Similar to Eq. 2.6, the relative velocity between floes predicted by Herman [2018] is the

change in average distance between floes over time:

∆VH(t) =

(
dDH(t)

dt

)
1

2
(2.10)

2.3 Results

2.3.1 Example phase-resolved velocities

The time series in Figure 2.7 shows an example of phase-resolved orbital and relative floe

velocities using the first 45 seconds of the observations from 11 Oct 21:30. The net motion

of floes due to orbital velocities (Fig. 2.7b), calculated from mean surface elevation (Fig.

2.7a), is approximately an order of magnitude larger than the relative motion of floes (Fig.

2.7d). As ice floe motion closely follows the wave motion, relative velocities are expected to

be small.

The comparison of relative velocities from observations with predictions from the two

models in Fig. 2.7d show that both models are able to describe magnitude of velocities, as

well as key features of temporal variability. Comparison of the time series’ predicted by the

Herman model and wave slope methods with observations have correlation coefficients of

R2 = 0.62 and R2 = 0.77, respectively. We can further see that the Herman model predicts

relative velocities well because it is capturing variability in the average distance between

floes (Fig. 2.7c).
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Figure 2.7: Example time series of mean and relative velocity estimates for the first 45

seconds of observations on 11 Oct 21:30. (a) Mean surface elevation; (b) mean orbital

velocity (Eq. 2.1); (c) average distance between floes from observations and Herman model;

and (d) relative velocity estimates for the three different methods.
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2.3.2 Comparison of relative velocities

Relative velocities were estimated using the three methods described for all five observation

periods (Table 2.1). Figure 2.8 compares the average relative speed
〈
|∆V |

〉
determined by

each method as a function of bulk wave steepness (Hs/Le). In general, both models replicate

the observations well. The bars represent the standard deviation of relative speed, and so are

expected to be large based on the variation in velocity at different points in a wave period.

We generally observe larger relative velocities of floes with increasing wave steepness. Steeper

waves are expected to result in a larger gradient of orbital velocities at the surface. There

was no significant phase lag between the observed relative velocities and predictions from

the models for any of the observations.

Velocity estimates from observations are expected to have some error based on the as-

sumptions behind Eq. 2.4: that floes have uniform shape and radius, and are evenly spaced

at all times (Fig. 2.5). Although typically disc-shaped, pancakes are rarely perfectly circular;

pancake sea ice has an average aspect ratio of 1:1.6 [Alberello et al., 2019]. The ellipticity

of pancakes will affect absolute values of Dobs calculated, but should have minimal affect on

relative distance and thus relative velocity if an equivalent radius is used. The calculation of

relative distances and velocities are more likely to be affected by assuming that floes are all

the same average radius and evenly spaced. Floe size distributions of pancakes do not seem

to follow any sort of power law distribution, but do typically have some spread in observed

radii [Alberello et al., 2019]. Due to the challenge of identifying and tracking individual

floes, we are unable to calculate the associated error. These assumptions emphasize that

calculated Vobs should be treated as a characteristic relative speed, rather than an absolute

relative speed.

Velocity estimates from both models are strongly dependent on the choice of defining

wave period and the associated wavenumber. The energy-weighted wave period is used

throughout to best represent the wave conditions driving motion of floes. Use of the peak

wave period results in substantially lower estimates of relative velocity for all methods (not



36

Figure 2.8: Average absolute value of relative floe velocities from observations (blue) com-

pared with expectation based on gradient in orbital motion from wave slope (yellow), and

Herman model (red), as a function of wave steepness (determined from bulk parameters).

Bars represent standard deviation of absolute values of relative velocities.

shown).

2.3.3 Relative velocity estimates from bulk wave and ice parameters

The model estimates in Figure 2.8 require detailed knowledge of the time evolution of mean

surface elevation η, in addition to bulk wave and ice characteristics. As this information is

rarely available, we introduce estimates from these models that rely solely on bulk estimates.

We propose a method to estimate relative velocities based on bulk parameters by using the

definition of η = Hrms

2
cos(kx− ωt) to estimate the wave slope

dη

dx
=
kHs

2
√

2
· −sin(kx− ωt) (2.11)

Here, Hrms = Hs/
√

2 has been substituted in so that the more commonly reported significant

wave height can be used. To get a characteristic value of relative velocity, comparable to
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those in Fig. 2.8, we average the absolute value and substitute in k = 2π/L to get〈∣∣∣dη
dx

∣∣∣〉 =
πHs

Le
√

2
· 2

π
=

2Hs√
2Le

(2.12)

where
〈〉

represents a temporal average. Substituting this back into Eq. 2.7 gives

〈
|∆Vη|

〉
=

8π√
2
· Hsr

TeLe
(2.13)

As wave orbital velocities are proportional to Hs/Te (Eq. 2.2), Eq. 2.13 can be re-

arranged to determine relative floe velocity normalized by mean floe velocity as a function

of the ratio of average radius to wavelength. Figure 2.9 compares the normalized velocity

determined from bulk parameters (grey line) with values from observations and both models.

The prediction using bulk parameters generally captures the observed patterns, but with

values that are an average of 50% higher than observations. The over-prediction may be a

result of the drag and added mass of the ice floes, both of which would reduce the relative

velocities. In our observations, average floe radius is typically a few percent of the wavelength

and relative velocities are around 5-10 percent of wave orbital velocities.

The simple model using bulk parameters predicts that normalized relative velocities

should increase with larger values of r/Le. The observed normalized relative floe veloci-

ties generally follow this pattern, with the main exception being the observation furthest to

the right in Figure 2.9, which is from the 24 Oct 22:20 case. This observation coincided with

the thickest sea ice. Here, added mass associated with sea ice may be important. However,

both models agree well with observations, which indicates that conditions resulting in lower

relative velocities are well captured by the time variation of the wave field.

The shaded error bar in Fig. 2.9 shows the standard deviation in relative speed that would

be expected based on the same assumptions behind Eq. 2.13. The deviation of observations

from the mean (blue bars) are comparable to those predicted. Disparities in both mean and

standard deviations of relative velocity observations and bulk predictions may be a result of

divergence from monochromatic wave shape, and the smaller spatial and temporal coverage

of the domain compared to bulk parameters.
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Figure 2.9: Average relative floe velocities normalized by orbital velocities as a function of

the ratio of average floe radius to bulk wavelength. As in Fig. 2.8, points represent velocities

from observations (blue), expectation based on gradient in orbital motion from wave slope

(yellow), and Herman model (red), and bars represent standard deviation of absolute values

of relative velocities. The grey line represents expectation based on linear theory, determined

by bulk wave parameters (Eq. 2.13), and shading represents the standard deviation of relative

velocity resulting from the assumption of monochromatic regular waves.
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Figure 2.10: Contour plot of average relative floe velocity predicted using linear theory with

bulk wave and ice parameters (Eq. 2.13). Filled points show observed values within the

parameter space.

Predictions of relative velocity based on Eq. 2.13 are shown in Fig. 2.10 for a range of

wave and ice values that may be expected in sea ice. Across the parameter space, relative

velocities are always small (O(10−1)). These relative velocities have implications for energy

loss associated with collisions and turbulence, as discussed further in the next section. Values

are expected to increase as both wave orbital velocities (
〈
|Vη|
〉
) and relative floe size (r/Le)

increase.

It should also be noted that observations presented here span a narrow parameter space

compared to what might occur in polar oceans. Wave heights range from 0.9-2.5 meters, and

energy-weighted periods range from 4.3-7.2 seconds, with all but one observation between

4-5 s (Table 2.1). Values of kr, which have been proposed to have an inverse relationship

with how closely ice follows wave motion [Herman, 2018], are all well below one (i.e., we

expect the ice to follow the wave motion quite closely).

We can derive a similar expression for characteristic relative velocities predicted from
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bulk characteristics using the Herman 2018 model by integrating Eq. 2.9.

〈
|∆VH |

〉
= 2

Hs

Te
· sin

(8π2

g

r

T 2
eHs

)
(2.14)

This simple model can also be re-arranged to determine relative velocities normalized by

orbital velocities (Eq. 2.2) as a function of bulk wave parameters and average floe radius.

Predictions using this equation show similar patterns based on bulk wave parameters as

those predicted by Eq. 2.13, and so are not shown here. Herman [2018] suggested that floes

should more closely follow wave motion as kr approaches 0 and that floe motion is less a

function of the radius when 2π
k
> 10r, as is the case for all observations here (Table 2.1).

In this regime of small floes, observed relative floe motions do not vary significantly from

the wave motion. As ice floes become larger, we may expect the Herman [2018] model to

become more accurate. However, this has not been tested as we have sparse observations

throughout the parameter space (Fig. 2.10). More observations are needed to determine the

validity of these models under such conditions.

2.4 Discussion

2.4.1 Implications for pancake growth

It is well understood that the formation of pancakes occurs as a result of wave motion during

ice formation conditions, but our ability to predict the growth rate and size of pancake floes

is still limited. Shen et al. [2001] proposed a theoretical model for growth of pancake ice in

a wave field, in which the lateral extent of floes is limited by either tensile or bending stress

resulting from the surface wave field. Their theoretical model allows estimation of floe radius

based on the tensile stress resulting from the wave field as

r =
1

2

√
C2L2

e

π2Hs

2
gρice

(2.15)

where C2 is tensile mode parameter representing the bonding strength associated with freez-

ing. Roach et al. [2018b] used simultaneous observations of floe growth and wave conditions
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Figure 2.11: Average floe radius, scaled by wavelength, as a function of skin temperature.

Yellow points are from this study, and black point is from Roach et al. [2018b]. R2 = 0.45

from a SWIFT buoy during a pancake formation event to provide the first in situ valida-

tion of this model. The radius increased linearly as a function of the tensile failure mode√
2L2

e/Hs (see their Fig. 8), indicating that lateral growth was well captured by the tensile

stress model (Eqn. 2.15). Based on the fit, the tensile mode parameter was estimated as

C2 = 0.167 [N/m2] for the observed conditions. This value is expected to vary under different

conditions, and to be related primarily to the temperature.

We use the observations from the present study to test these formulations for pancake

growth. The observations span a range of atmospheric and ocean conditions, suggesting a

range of tensile mode parameters. We find that the radius of floes, scaled by the wavelength,

is related to the skin temperature Tskin, measured here by a floating thermistor [Persson

et al., 2018a] as shown in Fig. 2.11. This suggests that the skin temperature is important

for lateral growth of floes, and may be used to constrain the tensile mode parameter, C2.

We use the average radii and tensile failure modes based on bulk wave characteristics to

calculate the C2 for each observation (Eq. 2.15). C2 values ranged from 2.1 to 39 N/m2.

Values from this study and Roach et al. [2018b] are compared with the skin temperature in

Figure 2.12. These results show that there is a good negative correlation between Tskin and
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Figure 2.12: Tensile mode parameter C2 as a function of the ocean skin temperature Tskin.

Yellow points are those determined for this study using Eq. 2.15, and black point is from

Roach et al. [2018b]. Logarithmic fit to these data (grey line) is given in Eq. 2.16.

C2 (R2 = 0.46). A logarithmic fit gives the function

ln(C2) = −3.2Tskin − 2.7 (2.16)

As these observations span a small range of floe sizes, additional observations within the

parameter space may improve this relationship or illuminate dependencies on other key

variables. Parameterizations of the tensile failure mode may then be used to estimate typical

floe sizes as a function of ocean skin temperature and bulk wave parameters by merging with

Eq. 2.15. Additionally, combining these results with the simple models in Eqs. 2.13 and 2.14

may allow estimation of the normalized relative velocity with only ocean skin temperature

and wave height.

2.4.2 Implications for wave energy loss

Improving estimates of the rate of wave energy dissipation remains an essential question

for progressing understanding of waves in sea ice [Shen, 2019]. Many possible mechanisms

contributing to the total rate of wave energy attenuation have been proposed. Here, we
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discuss two possible mechanisms related to the relative velocities observed: collisions and

turbulence.

The motion of floes with waves can result in collisions of floes, particularly when ice

concentrations are high and waves are large. The force associated with floe-floe collisions

has been described as a mechanism for wave energy attenuation [Shen et al., 1987]. Collisions

are also a key component of pancake ice formation and growth [Shen et al., 2001], and the

associated energy goes at least in part into lateral floe growth and evolution (such as through

welding). Dissipation of wave energy from collisions is expected to scale with the relative

kinetic energy of the ice floes. We estimate it here, in a fashion similar to the formulation

in Shen et al. [1987], by using the square of the observed relative velocities to describe the

change in kinetic energy that occurs when ice floes collide a rate of once per wave period Te

:

Dcollisions ≈
∆KE

ATe
≈

1
2
ρicezice

〈
|∆Vobs|

〉2

Te
(2.17)

This represents the maximum kinetic energy that can be harvested by floe-floe collisions,

assuming a restitution coefficient of 0 [Shen et al., 1987].

Additionally, the differential velocity of ice relative to the water results in turbulence

generation at the ice-ocean interface, which may dissipate wave energy. Kohout et al. [2011]

made estimates of wave attenuation associated with this process, which showed frequency

dependence in agreement with field observations of attenuation. Dissipation of wave energy

from turbulence generated by shear between pancakes and the ocean scales with the relative

velocity, so is approximated here using observed relative velocities as:

Dturbulence ≈ ρw
〈
|∆Vobs|

〉3
(2.18)

where ρw is the density of the ocean water. This approximation is similar to scalings that

are used for law-of-the-wall boundary layers, though such a classic layer is not necessarily

expected beneath pancake ice. Here,
〈
|∆Vobs|

〉
is analogous to the friction velocity u∗, or the

velocity scale of the energy containing eddies in a turbulent cascade. This is supported by

the magnitude of the turbulent velocity fluctuations (also a few cm/s) measured just below
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Figure 2.13: Boxplot showing total dissipation of wave energy D expected to be a result of

floe-floe collisions and ice-ocean turbulence generation, compared to the dissipation associ-

ated with observed wave energy attenuation between wave buoys (yellow). Each bar shows

the average, inter-quartile range, and total range for the five observations.

the ice using SWIFT buoys [Smith and Thomson, 2019].

We compare total dissipation rates estimated for the two relevant wave energy loss mech-

anisms (Dcollisions and Dturbulence) with those calculated from observed wave attenuation

(Figure 2.13). Total wave energy dissipation per unit area is estimated based on observed

wave attenuation as the change in wave energy between two SWIFT wave buoys [temporally

collocated by Cheng et al., 2017] as

Dattenuation ≈
dECg
dx

(2.19)

Some of the SWIFT deployments used here are up to 3 km away from the stereo video

observation area, but are expected to generally capture the same wave attenuation conditions.

These observations correspond to average wave attenuation rates ranging from α = 2× 10−5

to 2× 10−4.

The estimates of energy dissipation from ice-ocean turbulence are larger than those from

from collisions. Although there can be high kinetic energy loss associated with collisions,

they are brief in time compared to the relatively continuous energy loss that can occur via



45

turbulence generation. As both proposed attenuation mechanisms scale with the relative ice

velocities, they are expected to increase with wave steepness. This is consistent with results

from a recent laboratory experiment which found that attenuation is greater for the same

sea ice with a steeper wave field [Toffoli et al., 2015].

Observations from the Sea State experiment in 2015 have resulted in a number of recent

studies providing insight into turbulence under pancake and frazil sea ice. Measurements of

near-surface turbulent dissipation across a range of wave and sea ice conditions were used to

suggest that the production of turbulence underneath thin pancake sea ice largely balances

the wind input [Smith and Thomson, 2019]. Using the same dataset, Voermans et al. [2019]

showed that the turbulence underneath the ice can account for nearly all of the observed wave

attenuation. Although the mechanisms proposed in these papers may seem contradictory,

the results of the present study help us reconcile the results.

We find that the relative velocity of floes, which likely generates turbulence through

ice-ocean shear, is a function of the bulk steepness of the waves (Fig. 2.8). The input of

wind energy into the waves will increase (or maintain) wave steepness [e.g., Plant , 1982],

even as energy is being attenuated by the sea ice. Smith and Thomson [2019] found that

the rate of wind input is suppressed in the ice, but that the wind is still doing work on the

surface. Thus, this wind work may maintain wave steepness (which would otherwise decrease

rapidly in ice), which in turn drives the relative motion of the pancakes and turbulent eddies

of a similar kinematic scale just below the ice. In other words, dissipation (and therefore

attenuation) increases with higher wind input because the waves are generating turbulence

through relative ice motions. This is in agreement with recent work showing that wind input

may contribute a significant portion of the attenuated wave energy, and so is essential to

consider in order to accurately predict wave energy [Li et al., 2017].

The sum of wave energy dissipation that is estimated by these relative velocities is still

somewhat lower than the dissipation required to explain the observed wave attenuation

(Fig. 2.13). This discrepancy is likely a result of other attenuation mechanisms that have

not been considered here. For example, recent work by Rabault et al. [2019] suggested that
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the convergence of frazil may create small scale eddy structures that dissipate energy via

turbulence. This has similar underlying mechanisms to attenuation from pancake collisions

discussed. However, it can occur much more frequently due to the potentially small size

and high concentration of frazil, and so could dissipate more energy overall than floe-floe

collisions.

All of these possible mechanisms are encapsulated in the viscosity and elasticity parame-

ters used in viscous and viscoelastic models for attenuation [e.g., De Carolis and Desiderio,

2002; Wang and Shen, 2010; Sutherland et al., 2019], which are calibrated by fitting the

model to observations [Cheng et al., 2017; Doble et al., 2015]. However, one major critique

of these models is that unrealistically high viscosity values are necessary in order to describe

attenuation observations. For the observations used in this study, Cheng et al. [2017] cal-

culated viscosity parameters generally between 3.2-5.2 m2/s, except for a value of 27 m2/s

from the first observation (11 Oct). The mechanism proposed by Rabault et al. [2019] could

possibly account for the extremely high viscosity values necessary to reproduce attenua-

tion observations using viscous models, but there has not yet been any work to constrain

dissipation via this mechanism. Describing this process is challenging due to the lack of

knowledge regarding frazil concentration and distribution in the water column. Determining

the dominant attenuation mechanism specific to different wave and ice conditions remains a

key requirement, as well as a key challenge, for understanding wave-ice interactions.

2.5 Summary

Shipboard stereo video is able to simultaneously resolve wave motion and relative motion of

pancake floes. Stereo video captured in the Beaufort Sea in 2015 provides the first in situ

observations of relative floe motion in a wave field that are resolved in both space and time.

The relative velocities of floes are captured well by existing models using observations

of the surface elevation and slope. Simplifications of these models that utilize bulk param-

eters predict the general magnitude of relative velocities, but may somewhat over-estimate

velocities, especially as sea ice radii increase. Additional observations under different wave
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forcing and ice conditions are necessary to determine the appropriate correction factors for

estimating characteristic relative floe velocity with bulk parameters only.

The relative velocity of floes is relevant for two possible mechanisms that contribute to

wave energy loss: floe-floe collisions and turbulence from ice-ocean shear. Estimates of wave

energy loss from ice-ocean turbulence exceed those from pancake collisions, and can explain

most of the observed wave attenuation. The steepening of waves with wind input in the ice

may increase the relative velocities of floes, and thus the attenuation of wave energy through

turbulence may be intrinsically related to wind forcing.
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Chapter 3

EPISODIC REVERSAL OF AUTUMN ICE ADVANCE
CAUSED BY RELEASE OF OCEAN HEAT
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3.1 Introduction

Autumn in the Arctic Ocean is characterized by decreasing temperatures, decreasing solar

radiation, and strong heat fluxes from the ocean surface to the atmosphere. Areas of open

water freeze as the sea ice advances southwards, with ice formation largely controlled by

changing atmospheric conditions and reduced solar input.

In recent decades, the total area of seasonally open water has expanded, and thus a greater

area of ice advance is required to return to the full winter ice cover [Jeffries et al., 2013]. This

spatial signal is accompanied by a temporal one: the ice advance has also been occurring

later each autumn [Meier , 2017; Stroeve et al., 2016]. This is especially true in the Beaufort

Sea, the marginal sea north of Alaska and western Canada that contains the southernmost

part of the deep Canada Basin. For the Beaufort Sea in particular, the transition from open

water to seasonal ice has been occurring an average of 1-2 days later per year, with a net shift

of ice advance from 1979 to 2010 almost one month later in the climatology [Stammerjohn

et al., 2012]. This delayed ice advance is responsible for longer open water periods [Galley

et al., 2016].

Some consequences of summer sea ice decline over the Canada Basin include enhanced

surface wave generation, greater air-sea exchanges, and increased solar heating of the upper

ocean. Large expanses of open water in the summer Arctic Ocean in recent years allow winds

to form large swells that propagate into the ice pack [Asplin et al., 2012, 2014]. Observations

of discrete large wave events [Asplin et al., 2012; Collins et al., 2015; Thomson and Rogers ,

2014b] are indicative of a general shift in the wave climate towards larger waves in the

Beaufort Sea [Stopa, 2016; Thomson et al., 2016b]. The extent to which the increasing

wave climate has enhanced mixing in the surface waters, via mechanisms such as Langmuir

turbulence [D’Asaro et al., 2014], is not known. Larger surface waves increase turbulent fluxes

and gas exchange at the surface [Loose et al., 2009]. In open water, there are significantly

larger energy exchanges between the upper ocean and the atmosphere [Maykut , 1978]. In

the marginal ice zone, the area of transition between open ocean and sea ice pack, the high-
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frequency portion of the wave spectrum is suppressed [Zippel and Thomson, 2016]. Although

there are clear signals of these mechanical changes in the expanding marginal ice and open

water zones, the thermodynamic feedbacks are not well understood.

The longer period of open water has delayed autumn ice advance by increasing the amount

of solar radiation stored in the upper ocean [Jackson et al., 2010]. The surface mixed layer

in the Canada Basin is typically shallow (0 to 10 m) at the beginning of autumn. This is

a result of freshwater input (sea ice melt and river input) and the lack of strong forcing

(i.e., storms) to cause mixing during summer [Peralta-Ferriz and Woodgate, 2015]. During

summer in the Canada Basin, sea ice melts to form a stratified layer called the summer

halocline that is typically observed at 10 to 20 m [Jackson et al., 2010]. Stratification in

the summer halocline traps solar radiation, forming a near-surface temperature maximum

(NSTM) that typically resides at 20 to 35 m and is a common feature in the Beaufort Sea

region of the Arctic Ocean [Maykut and McPhee, 1995]. The NSTM typically has a salinity

between 28-30 psu, and is defined as being less than 31 psu [Jackson et al., 2010]. It stores

a substantial amount of heat, with an average of 0.24◦ above freezing in the eastern Canada

Basin (as observed in October 2005) [Jackson et al., 2010]. Although the NSTM has been

observed as a year-round feature, it normally deepens, cools, and disappears throughout the

autumn and winter [Jackson et al., 2010; Steele et al., 2011]. The saltier, cooler region below

the NSTM is thought to be the remnant winter mixed layer from the prior year [rWML

Jackson et al., 2010]. Below the rWML is Pacific Summer Water (PSW), which is a warm,

relatively salty water mass, typically between 30-32 psu and over 0.5◦C in the Canada Basin

[McLaughlin et al., 2011].

Average temperatures of both the surface mixed layer and NSTM have been increasing as

a result of longer open water season in recent decades, which provides increased opportunity

for input of solar radiation to the upper ocean [Jackson et al., 2010; Perovich et al., 2007;

Stroeve et al., 2014]. In particular, the NSTM in the Canada Basin warmed by about 1.5◦C

and freshened by about 4 psu from 1993-2009 [Jackson et al., 2011]. Additionally, the summer

halocline and NSTM have been shallower on average, with shoaling observed from 2002-2007
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likely due to the increase of in situ sea ice melt [Jackson et al., 2010].

Various studies using ice mass balance buoys (IMBs) and ice tethered profilers (ITPs)

deployed on thick, multi-year ice floes in this region have shown entrainment of heat from

the ocean mixed layer and NSTM to be a primary driver of sea ice melt through summer

and autumn. Perovich et al. [2008] used IMB data to show that solar heating of the ocean

was a primary driver for bottom melt of sea ice during the summer of 2007. Jackson et al.

[2012] used ITPs deployed on 3-m thick ice floes north in the Canada Basin to show that

solar heat stored in the NSTM during the following autumn and winter was periodically

entrained into the mixed layer, corresponding to brief periods of bottom melt of thick sea

ice. Similarly, Timmermans [2015] observed melt at the bottom of 3-4 m thick ice floes as

a result of erosion of the NSTM. The correlation of ice thinning with loss of heat from the

NSTM suggests that oceanic heat fluxes are causing sea ice melt and decreased winter ice

growth. The ice melt that would be inferred from the total loss of ocean heat is only 20-60%

more than the observed basal sea ice melt [Timmermans , 2015], indicating that the majority

of upper ocean heat flux goes into the ice, rather than the atmosphere.

The seasonal entrainment of heat from the NSTM into the surface mixed layer in the

Canada Basin is generally presumed to be a result of shear-driven mixing from wind and

ice motion [Jackson et al., 2012]. Strong wind or rapidly drifting ice causes relative motion

between the surface mixed layer and NSTM, which results in mixing at the summer halocline.

Although shear-driven mixing generally dominates, convective mixing due to salt plumes can

occur under low ice-ocean relative velocities [Barthélemy et al., 2015]. Convective mixing

and overturning of the halocline as a result of brine rejection with sea ice growth has been

observed by studies in the eastern Arctic Ocean, near Svalbard and Greenland [Ivanov et al.,

2016; Roach et al., 1993], where the surface mixed layer in the eastern Arctic Ocean is

on the order of 100 m deep with weak stratification (approximately 1 psu). However, the

characteristic temperature and salinity profiles in the Canada Basin have comparatively

shallow, strongly stratified surface waters that further reduce the likelihood of convective

mixing [McLaughlin et al., 2011]. Even with rapid ice formation throughout autumn in the
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Beaufort Sea, mixing at the summer halocline and entrainment of heat from the NSTM is

likely to result from high-wind events rather than brine rejection [Yang et al., 2004]. In fact,

it has been suggested that autumn storms, of increasing cyclonic intensity [Simmonds and

Keay , 2009], are playing a significant role in the delay of ice edge advance via the release of

upper ocean heat.

Although several previous studies have observed ocean mixing events causing sea ice melt

under thick, multi-year ice floes, there are few prior observations of ocean-ice coupling under

the thin ice that forms during autumn ice advance. As Arctic multi-year ice continues to

decline, processes associated with new and first-year ice are becoming more important to the

overall Arctic system. This study will use observations of a high-wind event over five days

in the Beaufort Sea area of the Canada Basin to show how ocean heat can melt the thin,

newly-formed sea ice. First, we will describe the high-resolution measurements made from

both ship transects and drifting buoys. Then, we will examine key terms in heat and salt

budgets controlling sea ice melt and the temporary reversal of the autumn ice advance. In

the discussion, we will explore how the net impact of this autumn event compares to ocean

heat loss events previously observed beneath Arctic sea ice. Specifically, we will speculate

how the thinner ice and the presence of large surface waves may enhance mixing and ocean

heat flux, relative to prior results under thick multi-year ice floes in the absence of surface

waves.

3.2 Observational Methods

A high-wind event was observed 10-14 October 2015 over the northern Beaufort Sea, in the

deep Canada Basin, north of Alaska (Figure 3.1). Measurements were made from the R/V

Sikuliaq as part of the Sea State Departmental Research Initiative (DRI) field campaign in

the Beaufort-Chukchi seas, from 01 October to 10 November 2015. Data acquisition during

the entire cruise is described in the cruise report [Thomson et al., 2015] and in an overview

paper [Thomson et al., 2018].

At the start of the event, on 10 October 2015, the ship arrived at the ice edge after
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Figure 3.1: Ice concentration and measurement locations in the study area on 10 October

2015 (left), and 13 October 2015 (right). Sea ice concentrations are from 3.125-km daily

AMSR2 satellite measurements [Spreen et al., 2008]. Map inset at top shows location of

study area. Initial measurement locations are shown on the left with the ship track (black

line) from 10-11 Oct. Final measurement locations are shown on the right with the ship

track from 12-14 Oct. The seven Eulerian locations, shown by gold dots, are (by definition)

the same prior to and after the event. The main array of SWIFT buoys used for this analysis

are shown by the six purple dots at the initial (left panel) and final (right panel) locations,

with the intervening drift tracks shown by thin purple lines in the right panel. (Note a sixth

SWIFT buoy location in the left panel is hidden behind a gold dot, third from right.) The

two northern SWIFT buoys (indicated by red dots) will be revisited in the discussion. Buoy

drift tracks are generally to the northwest during the event, in agreement with the wave

direction and slightly to the right of the wind direction, with an average drift distance of 40

km to the northwest over the three days. The prevailing wind direction was 20-30◦ to the

left (west) of the drift direction.
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transiting through over 100 km of newly-formed pancake ice that characterized the initial

ice cover. The extent of this pancake ice was remarkable, given the general rarity of pancake

and granular ice formation previously observed in the Arctic [Eicken et al., 1995], and was

evidence that surface wave forcing had occurred prior to our arrival. During the 4-day

storm, a ship-based survey was conducted along a ∼100 km transect normal to the ice

edge and parallel to the surface drift direction, within and just outside the changing ice

cover. Measurements from the ship characterized the evolution of the atmosphere, ice, and

upper ocean heat and salt during the event. Additionally, surface-following buoys (SWIFTs)

were deployed to measure surface winds, waves, currents, temperature, and salinity; these

generally drifted to the northwest. Figure 3.1 shows the initial (Oct 10) and final (Oct

13) ice concentrations, overlaid with the buoy positions, the axis of the drift, and several

repeat stations from the ship’s track. We first describe the measurements made from the

ship, and then describe the measurements made by SWIFT buoys. Measurement platforms

and associated variables are summarized in Table 3.1. These measurements allow us to

assess changes in ocean heat content, particularly in relation to changes in ice cover. This

is accomplished by combining ship-based and buoy observations, as the buoys drifted with

the ice in a surface-Lagrangian reference frame [Lund et al., 2018], while the ship repeated

stations in an Eulerian reference frame. Comparing the two reference frames allows for

estimation of horizontal advection effects, and assessment of the space-time variability over

the domain.

3.2.1 Ship-based measurements

Atmosphere observations

Atmospheric forcing during the event is characterized using bulk meteorological observations

and turbulent flux measurements by a suite of instruments installed on the ship’s mast. The

measurements will be only briefly summarized here, with full descriptions of the instruments

and data processing methods available in Persson et al. [2018a].
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Wind speed (U10) and direction were measured from heated Metek 3D ultrasonic anemome-

ters sampling at 10 Hz installed at two heights on the ship’s bow. Net atmospheric heat flux

(Fatm) is a combination of radiative, sensible, and latent heat fluxes; a complete time series is

obtained from a combination of shipboard measurements and derived calculations [Persson,

2012b; Persson et al., 2018a]. Evaporation at the surface is calculated using shipboard mea-

surements of latent heat flux as E = LHF
Lfρ

, where Lf is latent heat of fusion of seawater and

ρ is the density. Latent heat flux (LHF ) is measured using a Licor 7500 at 10 Hz [Persson

et al., 2018a]. Scanning and fixed-point laser rangefinders (Riegl) were installed at the top

of the tower for continuous underway measurements of significant wave height [Collins III

et al., 2017].

Upper ocean observations

Eulerian changes of the upper ocean are examined using temperature (T ) and salinity (S)

profiles from an OceanSciences underway CTD (uCTD). The uCTD was deployed off the

stern of the ship while moving at speeds of 0.5-3 m/s approximately once hourly, as ice

conditions and ship speed allowed. Vertical profiles were generally acquired over 5 to 150

m depth; the top 5 m of data are excluded to eliminate contamination from the ship’s

wake. Data have been processed to correct for the different lagged responses of temperature

and conductivity sensors with a variable fall rate, including recomputing salinity from the

lag-corrected temperature and conductivity values [e.g., Ullman and Hebert , 2014].

The mixed layer depth (MLD) is identified for uCTD profiles. There have been a variety

of different methods used in the literature for determining the MLD. Here, we identify the

MLD as the shallowest depth at which potential density is more than 0.1 kg m−3 greater

than the near-surface mean potential density. This method was selected by Peralta-Ferriz

and Woodgate [2015], who reviewed Arctic Ocean mixed layer properties and determined

that this method agreed well with visual assessments of MLD. Near-surface mean potential

density is calculated as the average over the upper 10 m to account for noisy near-surface

density profiles, and is calculated here from 5 to 10 m to avoid bias from the ship’s wake.
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Density is used instead of temperature in the Arctic Ocean, as the salinity has a strong impact

on density [Steele et al., 2011]. The temperature maximum below the MLD is identified as

the near-surface temperature maximum (NSTM) following the definition in Jackson et al.

[2010]. The temperature minimum below the NSTM is identified as remnant winter mixed

layer [rWML Jackson et al., 2011]. Below this is another temperature maximum in the

Pacific Summer Water (PSW) layer.

Sea ice observations

Sea ice cover characteristics were recorded hourly from visual observations made from the

bridge, including the average sea ice concentration, thickness, and type within 0.5 nautical

mile of the ship. At night, observations were aided by use of the ship’s flood lights. Observa-

tions were made following the ASSIST protocol, which provides a standardized way to make

and record sea ice observations in the Arctic Ocean, and is based on the ASPeCT protocol

developed for the Southern Ocean [Worby , 1999b]. Such visual estimates have been shown

to be reasonably accurate, with error of approximately 30% for ice thickness less than 30 cm

and approximately 10% for ice concentration [Worby et al., 2008]. Ice thickness estimates

are validated with physical samples collected hourly using a dip net over the side of the ship

and measured on deck [Wadhams et al., 2018]. Ice concentration estimates are validated

with images collected from SWIFT buoys every 4 s (effective during daylight hours only)

whenever spatially and temporally collocated (see Section 3.2.4).

An effective ice thickness, iceobs, is calculated as iceobs = ICobs × zice, where zice is the

visually estimated ice thickness and ICobs is the visually estimated ice concentration. Change

in effective ice thickness at a location, ∆iceobs, is calculated as the difference in initial and

final observed concentrations multiplied by ice thickness.

3.2.2 Drifting buoy observations

Lagrangian observations of surface winds, waves, temperature, and salinity were made us-

ing version 3 (v3) Surface Wave Instrument Floats with Tracking (SWIFTs). SWIFTs are
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freely-drifting buoys originally designed to measure surface turbulence [Thomson, 2012]. Ob-

servations occur in eight-minute bursts of raw data collection five times an hour, and are

post-processed into half-hour intervals for bulk statistical quantities.

SWIFTs have a draft of 1.2 m and thus drift with the surface currents. Lund et al.

[2018] show that SWIFT drift velocities are within 1 to 2% of ice drift velocities, resulting

in less than a half kilometer difference in distance traveled over the approximately four day

deployment. As the spatial scales considered here are on the scale of tens of kilometers,

SWIFT measurements are considered to be in an ice-following reference frame.

The main buoy array consisted of six buoys that drifted along a transect approximately

aligned perpendicular to the waves and∼20-30◦ to the right of the wind direction from 72.3◦N

148.5◦W to 73.0◦N 152.6◦W. The deployments spanned from early on 11 October to late on

13 October, with initial (deployed) and final (retrieved) locations shown by purple dots in

Figure 3.1. All buoys drifted to the northwest during the event. Two buoys were deployed

on 10 October at approximately 73.4◦N 150.0◦W, to the north of the main observation area;

these are colored red in Figure 3.1. These drifted in the same direction as the other six

SWIFT buoys and parallel to the Eulerian ship track points (with drift tracks shown as thin

colored lines in right panel), but are located ∼65 km north of the main array. Note that the

ice concentration surrounding these two northern buoys actually increased from 10 October

to 13 October, in contrast to the other six buoys (Table 3.2). These buoys will not be used

in the analysis of this event, but will be revisited in the Discussion (see Table 3.2). The

main array buoys were deployed in order to span the initial ice conditions from open water

to thick pancake ice, while northern SWIFT buoys were within an open embayment that

subsequently became ice-covered.

Measurements of local wind speed and direction are made from an Airmar PB200 ul-

trasonic anemometer on the mast of each SWIFT, one meter above the ocean surface. Ice

buildup on the sensors occasionally results in spurious wind measurements (identifiable by

high variance), and these values are removed in post-processing. Surface wind speeds (U1)

are corrected to ten meters above surface by U10 = 1.19U1, as the bulk estimates of u∗ and
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Table 3.2: Comparison of forcings for main array and northern SWIFT buoys.

Main array North buoys

U10 [m/s] 10-18 10-15

Hs [m] 2-5 1-3

initial final initial final

Iceobs [cm] 4 1 1 4

Ocean HC [MJ/m2] 20 9 35 ?

Rib suggest that a multiplicative factor of 1.14-1.23 is appropriate for the atmospheric con-

ditions observed [Sellers , 1974]. Each buoy also acquires images of the ocean surface from

the mast every 4 seconds using a uCAM serial camera. Images are useful for observing local

ice conditions [e.g., Rogers et al., 2016], although temporal coverage is severely limited by

daylight and formation of ice on camera lenses. Water temperature and salinity are measured

0.5 m below the surface using an AADI Aanderaa Conductivity Sensor (model 4319).

Measurements of horizontal wave orbital displacements from a surface-following buoy

can be used to infer the wave spectra based on linear wave theory, where it is assumed that

wave orbitals are circular [Herbers et al., 2012b]. Horizontal displacements are made by the

SWIFT using a Microstrain 3DM-GX3-35 combination GPS receiver and Inertial Motion

Unit (IMU). Wave orbital velocity components are measured with a horizontal precision of

0.05 m/s, which is sufficient to capture orbitals of most ocean waves (as most orbital velocities

are on the order of meters per second), and at a frequency of 4 Hz. Spectral estimates of

wave energy are calculated by applying a Fast Fourier Transform (FFT) with 4 windows

with 75% overlap, then ensemble averaging [e.g., Forristall , 1981]. Further details on wave

measurements from this platform can be found in Thomson [2012].

Bulk wave parameters are used to give a general characterization of the wave conditions,

and are calculated from wave energy spectra as follows. Significant wave height describes the

surface elevation associated with the wave field, and is defined as Hs = 4
√
m0 - four times
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the square root of the zeroth moment of the wave spectra (i.e., the total variance). Wave

period (Tp) is defined as inverse of the energy-weighted frequency (fe), fe =
∑
Ef

m0
. Peak wave

direction describes the direction of wave propagation, and is determined as the maximum in

the wave directional distribution, calculated from directional moments using the maximum

entropy method [Lygre and Krogstad , 1986].

3.2.3 Heat and salt budgets

The heat and salt content of the upper ocean is expected to change over the course of the

event as a result of the formation or loss of sea ice, and exchange with the stratified layers

below and the atmosphere above. Observed one-dimensional changes in heat and salt content

of an ocean layer are defined as ∆HC and ∆SC, and can be estimated by integration of

upper ocean profiles as

∆HC = ∆

∫ 0

h

ρ cp (T (z)− Tfr) dz = cp

(
ρfinal

∫ 0

h

(Tfinal(z)− Tfr)− ρ0

∫ 0

h

(T0(z)− Tfr)
)

(3.1)

∆SC = ∆

∫ 0

h

ρ(S − S̄ML)dz = ρfinal

∫ 0

h

(Sfinal(z)− S̄ML)− ρ0

∫ 0

h

(S0(z)− S̄ML) (3.2)

where cp is the volumetric heat capacity of water, ρ is the average potential density, T (z)

and S(z) are measured uCTD temperature and salinity profiles, and subscript 0 indicates

the initial profile. Observed changes are calculated over the upper ocean to the depth h

of the 1022 kg/m3 isopycnal, which is generally below the final MLD. The choice of this

integration depth is explored in Section 3.3.4. Change in heat content is calculated using the

temperature relative to the freezing temperature, Tfr, the latter determined using observed

salinity. Similarly, change in salt content is calculated using the salinity relative to the

average salinity in the initial mixed layer, S̄ML, where MLD is defined as the shallowest

depth at which potential density is 0.1 kg/m3 greater than the near-surface potential density.

This is necessary to account for vertical motion resulting in thickening of the mixed layer

(as with inertial pumping).
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One-dimensional heat and salt budgets are used to understand fluxes in the upper ocean

during the event and, in particular, the relationship with changes in amount of sea ice cover.

Full heat and salt budgets consider all mechanisms for changing heat or salt in a volume of

water. The surface mixed layer heat budget proposed in Cronin et al. [2013] for use in the

subtropical Pacific Ocean is adapted for use here, similar to that used in the eastern Arctic

in Polyakov et al. [2013]:

∆HC = ∆t
(
Fatm − Fice︸ ︷︷ ︸
1: heat fluxes

− ρCphū · ∇H T̄︸ ︷︷ ︸
2: horizontal advection

− ρCpw′T ′|z=h︸ ︷︷ ︸
3: turbulent flux

)
(3.3)

Term 1 on the RHS includes the atmospheric heat fluxes into/out of the ocean surface (Fatm),

and the heat fluxes corresponding to the formation or loss of sea ice (Fice). Term 2 represents

horizontal (lateral) advection due to average horizontal velocity (ū) over horizontal gradients

in the temperature profiles (∇HT ). Term 3 is the turbulent flux, alternatively referred to as

diffusive mixing, which transports heat vertically. Estimation of these terms will be discussed

further in the Results section. This heat budget differs from that used by Cronin et al. [2013]

and Polyakov et al. [2013] in the inclusion of the heat flux to/from ice [i.e. Timmermans ,

2015], and the exclusion of a vertical advection term. When constraining the heat budget to

an isopycnal below the mixed layer, the vertical advection term (which would otherwise be

large) becomes unnecessary.

The salt budget proposed in Cronin et al. [2015] is adapted for use here as

∆SC = ∆tρ(E − P )S0︸ ︷︷ ︸
1: evap. & precip

− ρiceSice∆iceobs︸ ︷︷ ︸
2: ice source/sink

− ∆tρhū · ∇S̄︸ ︷︷ ︸
3: horizontal advection

−∆tρw′S ′|z=h︸ ︷︷ ︸
4: turbulent flux

(3.4)

where term 1 represents evaporation and precipitation at the surface (E and P ), with S0

being the salinity at the surface. Term 2 is the change in salinity due to ice growth or melt,

and is based on the salinity of the ice (Sice) and the change in effective thickness of the

ice (iceobs). Terms 3 and 4 represent the processes of horizontal advection and turbulent

fluxes, respectively (as described for the heat budget). As with the heat budget, the primary

difference between this salt budget and that used in Cronin et al. [2015] is the inclusion
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of salinity changes associated with growth or melt of sea ice (Term 2) and the exclusion of

vertical advection justified by constraining the budget to an isopycnal.

Budgets are applied over the upper ocean from the surface down to the 1022 kg/m3

isopycnal. Use of alternative depths h, as discussed in Section 3.3.4, changes the balance of

terms in the heat and salt budgets, but does not significantly change the conclusions.

3.2.4 Reference frames

Heat and salt budgets are calculated for both Eulerian (fixed stations revisited by the ship)

and Lagrangian (SWIFT buoys drifting with the ice) reference frames. Variables required to

calculate these budgets for both reference frames are net atmospheric heat fluxes, evaporation

and precipitation, change in effective ice thickness, and upper ocean heat and salt content.

For the Eulerian reference frame, all measurements were measured aboard the ship. For

the Lagrangian reference frame, variables not directly measured by the SWIFT buoy are

estimated by collocating ship-based measurements with locations of each drifting buoy time

series.

The ship-board measurements are collocated with SWIFT buoy time series’ whenever ship

and buoys were within 20 km and 3 hours. These cutoffs where chosen to be as restrictive

as possible while still allowing a corresponding initial and final uCTD profile to be identified

for each SWIFT buoy. This allows the ship-board measurements to be interpreted in an ice-

following (Lagrangian) reference frame, and in particular to obtain initial and final uCTD

profiles giving change in upper ocean heat content (∆HC) and salt content (∆SC) along

a SWIFT drift track. While it should be noted that the 20 km threshold may represent a

large spatial gradient of the observed ice and ocean conditions, the distance between initial

and final uCTD profiles collocated with SWIFTs is no more than 10 km different from

the distance between initial and final SWIFT locations over the same period. In this way,

SWIFTs are providing a translation distance in order to be considered Lagrangian and in

an ice-following reference frame. Additionally, the gradients within a 20 km spacing were

observed to be less than the gradients observed between initial and final locations, which
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were generally between 40 and 80 km apart.

3.3 Results

3.3.1 Atmospheric forcing

The sea-level pressure analysis from the European Center for Medium Range Weather Fore-

casting showed a strong pressure gradient between a high pressure center over the ice to the

northeast of the study area and a weak, disorganized, transient area of low pressure over

northern and central Alaska [e.g., see Fig. 7b in Persson et al., 2018a]. There was no dis-

tinct frontal passage, nor well-developed cyclone with this strong wind event; the minimum

sea-level pressure measured by the ship was 999 mb near 12 Oct 14 UTC.

Strong surface winds were observed from 11-14 Oct over the approximately 100 km x

100 km study area. Observed winds 16.5 m above the ocean surface were generally over 10

m/s, reaching a maximum of nearly 18 m/s, and were associated with a complex, bimodal

low-level atmospheric jet structure, with one maximum (∼19 m/s) centered near 300 m and

the other (∼18 m/s) near the top of the atmospheric mixed-layer at 900 m height [e.g., see

Fig. 2 in Guest et al., 2018]. Winds decreased above this height, such that strong winds

were only observed in the lowest 2 km of the troposphere throughout the entire event.

3.3.2 Upper ocean evolution

The local evolution of the event, as observed in the Eulerian frame, is shown in Figure 3.2.

Winds started increasing on 10 Oct and reached a maximum intensity along the ship track

of 17 m s−1 early on 12 Oct (Figure 3.2a; black line). A long fetch of open ocean (∼ 400

km) extended to the E and SE of the measurement area, to the Alaskan coastline (see inset

in Figure 3.1), allowing the strong winds to produce increasing wave heights starting near

11 Oct 00 UTC and reaching a maximum wave height estimated by Lidar of nearly 5 m

from midday 11 Oct through 12 Oct (Fig. 3.2a; gold line). The wave evolution generally

followed the wind speed, with maximum wave heights of 4-5 m and wave periods of 8.6 s (not



64

shown) coinciding with maximum winds. Atmospheric heat fluxes were negative throughout

the event, where negative fluxes indicate loss of heat from the ocean surface, and averaged

about -90 W m−2 after midday 11 Oct (Fig. 3.2b). The early portion of the storm had large

heat losses stronger than -230 W m−2 due to a large nighttime sensible heat flux, while the

daytime heat losses during the event (∼ hours 18 UTC-02 UTC) were smaller (-50 to -5 W

m−2).

Despite negative surface heat fluxes to the atmosphere, observed effective ice thickness

decreased from 5-10 cm to 0-7 cm at the seven Eulerian stations that were revisited by the

ship (Fig. 3.2c; black points). Simultaneously, the upper ocean heat content (HC) calculated

following Eq. 3.1 decreased from 17-33 MJ/m2 to 4-18 MJ/m2 (Fig. 3.2c; gold points). The

time-depth temperature field along the ship track (Fig. 3.2d) shows this to be a result

of cooling of the mixed layer, where the MLD and 1022 kg/m3 isopycnal are identified by

thick and thin black lines, respectively. Convergence of the MLD and 1022 kg/m3 over time

indicate entrainment of the top of the NSTM. Even after entrainment of heat from the NSTM

to the mixed layer, heat was lost at the surface. The overall implication is that the ocean

lost heat to both the ice (which melted as a result) and to the atmosphere.

SWIFT buoys drifting with the sea ice during the event [Lund et al., 2018] provide

observations of the upper ocean in the Lagrangian reference frame, as shown in Figure 3.3.

Wind speed measured by SWIFT buoys peaked at 17-20 m/s on the 12th (Figure 3.3a; black

lines), and are comparable to those measured from the ship (Figure 3.2a) but with more

spatial variability. The wind direction was initially from 95◦ E, and veered slightly southerly

to 120◦ by early Oct 13 (not shown). The buoys drifted 20-30◦ to the right of the wind;

hence, the buoy drift tracks and ship line were oriented approximately ESE-WNW (Fig.

3.1). The variation in wind speed and wave heights in the buoy reference frame show that

the sea state evolved through both space and time. Spatial gradients in the waves were

caused by interactions with the pancake ice, as described by Rogers et al. [2016], with a net

result of smaller wave heights (Fig. 3.3a; purple lines) and longer wave periods (not shown)

farther into the ice.
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Figure 3.2: Time series for 10-14 Oct 2015 (UTC) of measurements in ship-based reference

(Eulerian) frame of (a) ten-meter wind speed (black) and significant wave height (gold), (b)

net atmospheric heat flux, (c) effective ice thickness calculated from visual estimates of ice

concentration and ice thickness (black) and heat content over the upper ocean (gold), and

(d) upper ocean time-depth temperature field. MLD and 1022 kg/m3 isopycnal are identified

on the temperature field as thick and thin black lines, respectively. Effective ice thickness

and heat content are shown at Eulerian stations only, while all other variables are shown

over the entire ship track. Grey shaded areas identify initial and final measurements used in

Eulerian heat and salt budgets.
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The sea ice and upper ocean are expected to move approximately with drifting buoys in

the Lagrangian reference frame. As in the Eulerian reference frame, negative net atmospheric

heat fluxes indicate that heat is being lost from the ocean surface to the atmosphere (Figure

3.3b). Yet, sea ice effective thickness decreases from 0.8-4.2 cm to 0-1.5 cm (black points in

Fig. 3.3c). The observed decrease in ice is associated with a substantial decline in upper

ocean heat content (purple points in Fig. 3.3c). By the time the buoys are recovered,

the mixed layer is nearly uniformly at the freezing temperature (Figure 3.3d). Again, the

implication is that the ocean lost heat to both the ice (which melted as a result) and to the

atmosphere.

In both Lagrangian and Eulerian reference frames, pairs of initial and final temperature

at all measurement locations show a loss of heat from the upper ocean (Figure 3.4). Heat

is removed from the mixed layer, such that final mixed layers are nearly uniformly at the

freezing point. Some erosion of heat from the NSTM is observed. Pairs of initial and final

salinity profiles in Lagrangian and Eulerian reference frames show that the mixed layer

undergoes slight freshening, especially in the Lagrangian reference frame, due to freshwater

input from sea ice melt. Offset of the 1022 kg/m3 isopycnal between initial and final profiles

(grey and black points) is believed to primarily result from downwards vertical advection of

the upper ocean. Vertical advection likely results from inertial pumping, which is defined

as upwelling or downwelling at or near the inertial period as a result of divergence in the

surface velocity field. Divergence in surface velocities may result from a spatial gradient in

sea ice and associated wind stress [Khandekar , 1980]. The observed horizontal convergence

of Lagrangian drifters is consistent with the amount of inertial pumping required to created

the vertical offsets observed.

All initial and final upper ocean profiles shown in Figure 3.4 are also plotted as T-S

diagrams with water masses identified in Figure 3.5. The T-S diagram corresponding to

Lagrangian profiles also includes measurements of temperature and salinity 0.5 m below the

surface from the SWIFTs. (These shallow depths are contaminated by the wake of the ship

in the uCTD dataset, and thus are only available from the SWIFTs.) T-S diagrams avoid
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Figure 3.3: Time series from 10-14 Oct 2015 (UTC) in Lagrangian reference frame (main

array of SWIFT buoys) of (a) ten-meter wind speed (black) and significant wave height

(purple), (b) net atmospheric heat flux, (c) effective ice thickness (black) and heat content

(purple) over the upper ocean, and (d) upper ocean time-depth temperature field. MLD and

1022 kg/m3 isopycnal are identified as thick and thin black lines, respectively. Grey shaded

areas identify initial and final measurements used in Lagrangian heat and salt budgets.
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Figure 3.4: Temperature and salinity profiles at initial (grey) and final (black) times for all

stations (7 total) and buoys (6 total). Profiles are shown for Eulerian (ship-based) reference

frame on the left, and for Lagrangian (SWIFT-following) reference frame on the right. Points

mark a density of 1022 kg/m3, which is the bottom of the upper ocean layer to which budgets

are applied.
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Figure 3.5: Temperature-Salinity diagrams for initial (grey points) and final (black points)

measurements, in both Eulerian reference frame (left) and Lagrangian reference frame (right).

The depth of measurements increases to the right, from 5 to approximately 80 m, as density

is primarily a function of salinity. In the Lagrangian reference frame, SWIFT measurements

of temperature and salinity at 0.5 m (below surface) are also included. The dashed line

indicates the seawater freezing point at atmospheric surface pressure, and the thin vertical

line represents a density of 1022 kg/m3. Surface waters (within the mixed layer), the near-

surface temperature maximum (NSTM) and Pacific Summer Water (PSW) are also identified.

isopycnal displacement problems by plotting temperature as a function of salinity, which

sets the density in this area. Measurements in the surface mixed layer are clustered near the

freezing point (dashed line), and the NSTM and PSW are identifiable as local temperature

maxima. Comparing the initial (grey points) and final (black points) measurements show

erosion of the NSTM and a more distinct transition between surface waters (in the mixed

layer) and the NSTM below, especially in the Eulerian reference frame. NSTM, PSW and

water masses below PSW are spatially variable, evidenced by the spread of points.
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3.3.3 Heat and salt budgets

The link between the upper ocean evolution and sea ice melt is evaluated using the heat

and salt budgets defined in Eqs. 3.3 and 3.4. Temperature and salinity profiles paired at

fixed (Eulerian) and drifting (Lagrangian) locations (see Figure 3.4) are integrated to obtain

changes in heat content (∆HC) and salt content (∆SC). The overall results are a substantial

loss of heat and a negligible or minor salinification. Each of the terms on the right-hand

side (RHS) of the budgets in Eqs. 3.3 and 3.4 are calculated and considered in turn. The

balance of the changes in upper ocean heat and salt content are summarized in Figure 3.6

(left and right, respectively), with error bars showing the standard deviation from each set

of estimates.

Fluxes to the atmosphere (term 1 in the heat and salt budgets; turquoise bar in Figure

3.6) are estimated with measurements following Persson et al. [2018a]. The average heat flux

out of the ocean surface is estimated for each profile as an average of collocated ship-based

net atmospheric heat flux (Fatm). Average values are larger in the Lagrangian reference

frame than the Eulerian primarily due to the longer time period covered (∆t). Precipitation

was observed to be zero for all stations and SWIFTs locations during the event. Average

observed evaporation from the surface of 1.3 − 1.5 × 10−4 m/s leads to a minor salinity

increase at all locations.

Loss of heat due to the loss of sea ice (term 1 in the heat budget and terms 2 in the

salt budget; blue bar in Figure 3.6) is calculated with Fice = ρLf∆iceobs where ∆iceobs is

the change in effective thickness from visual observations. Ice density is estimated to be 938

kg/m3 following Weeks and Ackley [1986] with an assumed brine volume of 36% and bubble

fraction of 1%, and latent heat of fusion is estimated to be 215 kJ/kg following Ono [1966].

Corresponding changes in observed ice thickness (∆iceobs) at the location of each profile are

calculated as the change in effective ice thickness; that is, the observed ice concentration

multiplied by the average ice thickness observed. Similarly, salinity flux due to the loss of

sea ice is calculated based on observed change in effective thickness as given in Eq. 3.4; a
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Figure 3.6: Upper ocean heat budget (left) and salt budget (right) for 7 Eulerian ship stations,

and 6 Lagrangian SWIFT buoys. For each pair of bars, observed changes in mixed layer heat

(∆HC) and salt content (∆SC) calculated using collocated uCTD profiles are shown on the

left, while estimates of RHS terms - net atmospheric fluxes, ice source/sink, and horizontal

advection - are shown on the right (Eqs. 3.3 and 3.4). Negative values represent loss of heat

and salt from upper ocean, respectively. Error bars are the standard deviation from each

set of estimates. Details describing the terms and their calculations can be found in the

Methods and Results sections.
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salinity of 6 ppt is used for sea ice (Sice), based on average measurements of ice collected

with the dipnet during the event [Wadhams et al., 2018].

Horizontal advection describes the effect of spatial variability in upper ocean structure

and sea ice (term 2 in the heat budget and term 3 in the salt budget; purple bars in Figure

3.6), and so may be represented by the difference of the observed changes in Eulerian and

Lagrangian reference frames. As the upper ocean moves approximately with the Lagrangian

buoys, this provides an estimate of the effect on the Eulerian (fixed) reference frame. Esti-

mates of changes in heat and salt content due to horizontal advection of the upper ocean are

calculated as the difference between Eulerian points closest to the final SWIFT locations (4-

7) and Eulerian points closest to the initial SWIFT locations (1-3). This difference is scaled

by the ratio of temporal coverage of the Eulerian and Lagrangian budgets. The horizontal

advection term accounts for a small positive change in heat and salt content in Eulerian

reference frame as a result of some spatial variability in initial mixed layer temperature and

salinity. Although this estimate neglects much of the spatial and temporal variability of the

event, the small value indicates that the role of horizontal advection on the depths being

considered is negligible compared to the other terms.

Finally, the turbulent fluxes in the upper ocean (final terms in Eqs. 3.3 and 3.4) are

estimated to be negligible. Following Cronin et al. [2015], turbulent heat and salt fluxes can

be approximated using diffusivity constants κT and κS as

ρCpw′T ′|z=h = −κT
∂T

∂z

∣∣∣
z=h

ρCpw′S ′|z=h = −κS
∂S

∂z

∣∣∣
z=h

(3.5)

Jackson et al. [2011] found diffusivity constant of κT ≈ 3 × 10−6 to realistically replicate

temperature changes in the near surface waters of the Canada Basin. Estimation of turbulent

(diffusive) heat flux using these values gives heat content change on the order of 0.1 MJ/m2

for this event, approximately two orders of magnitude smaller than the heat content change

observed. We therefore assume that the turbulent flux term in the heat and salt budgets is

negligible at all the measurement locations.
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Overall, the results of the two reference frames are consistent: loss of heat from the

upper ocean corresponds to the loss of sea ice at the surface. There was a significant loss of

mixed layer heat and erosion of the NSTM over approximately two days that can be mostly

accounted for by heat flux into the atmosphere and melting of surface sea ice. Of the total

ocean heat lost, approximately 60-70% went into the atmosphere, and 30-40% went into

melting sea ice (Fig. 3.6). Thus, the observed changes in heat content are primarily driven

by heat fluxes from the ocean to the ice and atmosphere (i.e., ∆HC ≈ ∆t(Fatm − Fice)).

Horizontal variability and turbulent fluxes have small and negligible effects during this event,

respectively. The minor change in salt content in both reference frames can be accounted

for by the balance of evaporation (increasing salt), and melting ice (freshening).

3.3.4 Budget depths

Using heat and salt budgets (Equations 3 and 4) to understand evolution of the upper ocean

requires appropriate choice of depth over which they should be integrated. Though there are

a variety of choices of h that seem reasonable to use as the definition of the bottom of the

‘upper ocean’ based on temperature profiles and prior literature, the correct choice of h is

not immediately obvious. Here we will explore a number of possible choices of h and their

impacts, ordered by increasing depth:

1. MLD. This is the method used in Jackson et al. [2012].

2. Maximum MLD over the time series of each station or buoy (MLDmax) such that a

single depth results in a constant volume of integration.

3. A constant density isopycnal that is unaffected by mixing; i.e. always below MLD.

Here, the ρ = 1022 kg/m3 isopycnal is chosen as it is observed to be below final MLDs.

4. Temperature minimum of the rWML (approximately 40-50 m). This is the method

used in Timmermans [2015].
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We will use the resulting change in heat content ∆HC, the left-hand side term in the

heat budget (Eq. 3.3), to understand the implications of each choice of h (Figure 3.7). The

results presented in the main body of the paper use the third method. The methods are

detailed and compared below.

1. Jackson et al. [2012] observed the change in heat content from the surface to the base

of the surface mixed layer (MLD) to track diffusion of heat into the mixed layer. This will

estimate heat that is lost from the mixed layer into the ice or atmosphere. However, in this

study, the observed atmospheric heat flux is greater than the heat content calculated using

this method (Figure 3.6), suggesting additional heat lost from below the MLD (Figs. 3.2 and

3.3). Using the MLD as the bottom depth of integration will not capture any heat from the

NSTM, which appears to comprise a substantial amount of heat lost from the upper ocean.

In fact, the estimates of changes in heat content made using this definition of h are smaller

than any others, and even show an increase in heat at some locations as indicated by the

error bars.

2. Although it is initially tempting to use a constant depth of integration, such as the

maximum MLD over each record, we can see the danger of this choice by examining salinity

profiles in the Lagrangian reference frame in Figure 3.4. Over these deployments, there is

substantial vertical advection due to inertial pumping of the MLD and isopycnal below. As

a result, the change in heat content is drastically over-estimated in the Lagrangian reference

frame (nearly twice that estimated in the Eulerian reference frame).

3. Using an h that follows an isopycnal accounts for changes due to vertical advection,

and thus avoids the problem in the preceding method. We define h with a constant isopycnal

that lies below the depths affected by mixing (i.e. the MLD). Defining a depth that is just

below the MLD will allow all heat content changes due to mixing to be included. We observe

that the 1022 kg/m3 isopycnal lies below the MLD (thick line) the majority of the time, and

is approximately the depth of the MLD at the final time (Figs. 3.2 and 3.3). The change

in heat content using this h is consistent between the two reference frames, and consistent

with what we qualitatively observe in the temperature profiles (Figure 3.4).
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4. Timmermans [2015] use the rWML depth, which is well below the MLD and NSTM,

to examine changes in stored solar heat over the annual cycle. In Figures 2 and 3, we can see

this temperature minimum is generally around 40-50 during this event. This depth allows

the heat budget to include all water masses containing summer solar heat, and is well below

the depth that may be effected by entrainment events. However, this choice is problematic

for this event in that the near-surface temperature maximum is seen to be quite spatially

variable (Figure 3.2), and the Lagrangian buoys will drift with the mixed layer into areas

where the NSTM has less initial heat. As a result, this method will result in reasonable

estimates of change in heat content for the Eulerian reference frame, but will significantly

underestimate change in heat content in the Lagrangian reference frame due to different

initial NSTM heat content further north.

In summary, we determine the 1022 kg/m3 isopycnal to best capture the upper ocean

evolution that occurs during this event. Though there are likely other appropriate defini-

tions of h that could be used to describe the upper ocean here, we find that this definition

adequately suites our purposes. Whenever h is used throughout the paper, it is defined as

the depth at which ρ = 1022 kg/m3.

3.4 Discussion

3.4.1 Comparison to prior studies

Prior studies under thick, multi-year ice in the Canada Basin have also observed upper ocean

heat loss that results in sea ice melt. Stored ocean heat is a result of solar input through-

out the summer and early autumn that becomes becomes trapped by stratification. Heat

can become entrained into the surface mixed layer when mixing erodes the stratification in

autumn and winter. Timmermans [2015] and Jackson et al. [2012] described entrainment

of heat from the upper ocean during 2006-2008 and 2007-2008, respectively, and found sub-

stantial fluxes of ocean heat to sea ice during high wind events. The event described here

has similar mechanisms to these previously described autumn entrainment events. However,



76

Eulerian, 11-13 Oct

MLD MLD
max

=1022 rWML

-40

-30

-20

-10

0

10

 H
C

 [
M

J
/m

2
]

Lagrangian, 11-14 Oct

MLD MLD
max

=1022 rWML

-40

-30

-20

-10

0

10

Figure 3.7: Comparison of change in heat content (∆HC; Eq. 3.1) calculated using four

different methods of defining h. Values are compared for the Eulerian reference frame on

the left, and Lagrangian reference frame on the right. Error bars are the standard deviation

from each set of estimates.

previous studies used measurements from ITPs, which by definition must be deployed on

thick ice floes, while the present study used ship-based measurements and ocean buoys to

study changes in thin, pancake sea ice. As a result, there are key differences in the surface

conditions, the magnitude of the heat fluxes observed, and the outcomes.

Oceanic heat flux from seawater to ice is estimated as the product of heat and turbulence

at the ice-ocean interface [Krishfield and Perovich, 2005]. Direct measurements of this value

are difficult to make, so it is often parametrized using a combination of mixed layer tem-

perature and ice-ocean friction velocity [McPhee, 1992] or using sea ice thermistor profiles

[McPhee and Untersteiner , 1982], both of which are possible using ice mass balance buoys.

The former method was used by Jackson et al. [2012]. We can alternatively estimate the

oceanic heat flux with upper ocean temperature profiles as the change of upper ocean heat

content over time (∆HC/∆t), where it is assumed all heat loss is due to upwards oceanic

heat flux. Change in upper ocean heat content is calculated by integrating the temperature

relative to freezing temperature (Eq. 3.1).
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We compare estimates of oceanic heat flux during the October 2015 marginal ice zone

event with autumn ocean heat fluxes in 2007 (parametrized using ice-ocean friction velocity

from an ITP and autonomous ocean flux buoy [AOFB, Jackson et al., 2012]) and in 2015

but in pack ice (estimated using temperature profiles from four ITPs [Toole et al., 2011]

deployed in the Canada Basin between ∼76 and 82◦N, i.e., north of the October marginal

ice zone observation) (Figure 3.8). The ITP used in Jackson et al. [2012] was deployed on

approximately 3-m thick ice floe, and the ITPs deployed in 2015 were on ice floes with thick-

nesses between 1.0-1.9 m. Ice thicknesses during the October marginal ice zone observations,

by contrast, were on the order of 0.1 m. Oceanic heat flux for the October observations

(gold and purple points, corresponding to Eulerian and Lagrangian as in Fig. 3.1) and ITPs

deployed in 2015 (grey lines) are determined as the rate of change of upper ocean heat con-

tents. Corresponding initial and final upper ocean heat contents (HC) are shown in the top

panel of Figure 3.8, and are determined as described in Eq. 3.1 but with h defined for ITP

profiles as the depth where ρ = 1023 kg/m3, as that was empirically determined to be more

consistently at or just below the MLD (see Section 3.3.4). In addition, ITPs don’t begin

measuring data until about 6 m below the surface so the surface waters, including ρ = 1022

kg/m3, are often not sampled. Heat content values based on the ITP profiles are significantly

lower than those in Timmermans [2015], due to the shallower depth of integration used here,

which generally excludes most of the warm NSTM.

The magnitude of heat content and flux during the October marginal ice zone observations

are significantly larger than those observed in the autumn ITP time series. Upper ocean

heat content observed throughout the marginal ice zone observations are larger than that

observed by the ITP under thicker ice. Observations generally show negative ocean heat

fluxes, indicating a loss of heat over time, with values around -100 W/m2. Heat flux values

are more than twice as high as average flux observed by ITPs in the same period. Positive

ocean heat flux values are occasionally observed by 2015 ITP profiles, and indicate an increase

in heat content estimated for the upper ocean, possibly due to horizontal advection or other

terms.
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Figure 3.8: Comparison of ocean heat content (HC) and heat flux observed during autumn in

the Canada Basin from: four ice-tethered profilers [ITPs Krishfield et al., 2008; Toole et al.,

2011] deployed during 2015 (grey lines); an ITP deployed in 2007 [Jackson et al., 2012, blue

line]; and in the Eulerian and Lagrangian reference frame in the October 2015 marginal ice

zone measurements (gold and purple points, respectively). For October 2015 measurements,

closed circles represent initial HC values, open circles represent final HC values, and x’s

represent oceanic heat flux based on the change between. Heat content is calculated for

ITPs deployed in 2015 using h where ρ = 1023 kg/m3. Ocean heat flux was parametrized

from the ITP deployed in 2007 following the method of McPhee [1992]. Negative values of

ocean heat flux indicate that heat is transferred from the ocean to the atmosphere or sea ice.



79

The thin, new ice at the advancing ice edge is likely to see much larger upper ocean heat

entrainment events with strong negative heat fluxes in the autumn. Despite the significantly

higher oceanic heat flux, a much smaller portion of the net heat flux is found to go into

sea ice melt in thin ice than under thick ice. In Figure 3.6, between 60-70% of the ocean

heat flux is directly lost to the atmosphere, with the remainder used to melt pancake ice. In

comparison, Timmermans [2015] found nearly all of the heat loss was used for basal ice melt

(of thicker pack ice), with less than 1/3 accounted for by conductive flux to the atmosphere.

Compared to basal melt of thick ice by oceanic heat entrainment, melt of thin sea ice

may have more extreme consequences for future sea ice and snow cover. Loss of thin sea ice

during autumn ice advance effectively resets the snow accumulation for the area in question.

Webster et al. [2014] found that delayed freeze-up in the Canada Basin is strongly correlated

with thinner winter snow depth. As snow cover can both influence winter sea ice growth

[Mellor , 1964] and maintain a higher surface albedo [Barry , 1996], the effect of this event

may extend through the winter and into the following spring.

3.4.2 Wave effects

The October 2015 marginal ice zone event presented conditions that lie somewhere between

the limiting cases of thick, multi-year ice and completely open water. One key difference

between these limiting cases and the marginal ice zone is the presence of surface waves in

ice, which are generally increasing in the western Arctic [e.g., Thomson et al., 2016b]. At

lower latitudes, surface waves are known to enhance mixing of the upper ocean through the

generation of Langmuir Turbulence and the shear in the Stokes drift profiles [D’Asaro et al.,

2014]. Globally, wave effects may produce mixed layers that are 20% deeper, on average

[D’Asaro et al., 2014]. Thus, the presence of waves in the October 2015 marginal ice zone

event may have increased the amount of heat released from the upper ocean.

Here, we explore how the conditions in this event compare to the limiting cases of thick

ice studies [Jackson et al., 2012; Timmermans , 2015] and open water, the latter defined

for wind speeds observed during the October 2015 event but without the presence of sea
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ice. We include results from the northern two SWIFT buoys (Fig. 3.1), excluded from the

analyses up this point, to further distinguish the wave conditions. The two northern buoys

experienced smaller waves and an increase in ice rather than a decrease (Table 3.2). Figure

3.9 shows ranges of observed ice draft, wind speeds U10, wave Stokes drift in the surface layer

us,SL, and turbulent Langmuir number La−2. Here, surface layer Stokes drift is defined as

the average Stokes drift from z = 0 to z = 0.2(MLD), as defined in D’Asaro et al. [2014].

The Stokes drift is estimated from the observed wave spectra as

us(z) =
16π3

g

∫ ∞
0

f 3 e−kz E(f) df, (3.6)

where f is frequency, E is energy density, k is wavenumber, and g is gravity. This is calculated

for the open water case based on the fully-developed wave spectra of Pierson and Moskowitz

[1964] using observed wind speeds. For the ITP cases, we simply assume zero waves under

thick ice. The Langmuir number, (La−2 = us,SL/U10), is then used to compare relative

strength of the wave forcing to the wind forcing [e.g., D’Asaro et al., 2014].

The wave forcing (us,SL) decreases significantly across these cases, despite comparable

wind forcing (U10). The Langmuir number is scaled by the wind, and thus has a similar

signal. The signals are of course tied to the ice, because ice attenuates waves and limits

the fetch available for wave generation. This suggests a feedback mechanism, in which ice

formation can limit surfaces waves directly, indirectly limiting ocean heat fluxes. In contrast,

wave growth may enhance mixing such that ocean heat fluxes are increased relative to pure

wind forcing, and thus melting is promoted. Though not presented here, results show that

these feedbacks are dependent on the short (high-frequency) surface waves, which are most

severely affected by ice and most important in setting the Stokes drift (i.e., the f 3 dependence

in Eq. 3.6).

Here, we will apply a nondimensional fetch scaling to interpret the observed wave forcing

and provide guidance for future applications in ice-covered oceans. The two buoys to the

north measured noticeably smaller waves (Table 3.2) as a result of the fetch-limited conditions

in the open water embayment in which the buoys were deployed (Figure 3.1). Under fetch-
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Figure 3.9: Comparison of ice, wind, and wave forcings observed in open water, during the

10-14 Oct event, and under thick ice observed by ITPs [Jackson et al., 2012; Timmermans ,

2015]. Observations during the 10-14 Oct 2015 event are separated out into the main array

and northern SWIFT buoys, in purple and red respectively.
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limited conditions, wave height is a function of the fetch distance, such that nondimensional

wave energy is directly related to nondimensional fetch [Young , 1999]. Nondimensional fetch

is defined as

X =
gx

U2
(3.7)

where g is gravitational acceleration, x is the dimensional fetch distance, and U is wind

speed. Approximate dimensional fetch distances to ice or land are calculated as described in

Thomson and Rogers [2014b]. Nondimensional wave energy (E) is defined as

E =
g2H2

s

16U4
. (3.8)

where Hs is the significant wave height. Under a constant wind forcing, wave energy (height)

will increase exponentially with increasing fetch.

In fact, the waves in this marginal ice zone event do scale by fetch. Figure 3.10 compares

the nondimensional fetch and nondimensional energy of waves in the main array and the

north pair. Along the main array, wave energy scales with fetch by the relationship E ∼

X 1.6 (purple points). The wave energy of the northern SWIFT buoys scales with fetch

according to E ∼ X 0.88 (red points). Both relationships fall within the range of exponential

values described by conventional open water fetch relationships [Young , 1999], which have

previously been shown to hold in the Arctic Ocean [Smith and Thomson, 2016; Thomson

and Rogers , 2014b].

However, we see that wave energy at the northern buoys is limited not just by the

decreasing fetch distances as the embayment closes up, but also by the presence of ice which

limits the ‘effective fetch’ distance over which waves can grow in partially ice-covered ocean

[Smith and Thomson, 2016]. The exponential relationship between fetch and energy then

has a lower power as a result of partial ice cover at the location of the northern SWIFT

buoys. In contrast, as ice along the main array melts and SWIFT buoys drift north, the

fetch becomes larger and wave heights continue to grow. As a result, the range of Langmuir

numbers is much higher for the main array than for the northern SWIFT buoys (Figure 3.9).

This suggests that in the future, specific details of air-ice-ocean interactions and release of
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upper ocean heat may be sensitive to effective fetch.

We speculate that the variation in the wave forcing accounts for the variation in the

outcome of this event. While initial upper ocean heat content and wind speeds were similar

between the northern SWIFTs and the main array, there are strong differences in the evo-

lution of surface waves, and opposing trends in sea ice (Table 3.2). For the northern buoys,

ice formation was sufficient to limit the wave growth and associated processes. For the main

array, the release of ocean heat was substantial, and ice melt was sufficient to maintain

wave growth. The spatial differences may also be a result of ocean pre-conditioning, such

as associated with nonlinear ice retreat [e.g., Steele and Ermold , 2015], but the observations

actually show more initial heat content in the ocean under the north buoys rather thanless.

Without observations of the final ocean heat values for the northern SWIFTs, we are unable

to determine conclusively whether surface wave forcing, ocean pre-conditioning, or other

factors led to the different fates of sea ice at these two locations.

With the expansion of seasonally ice-free area in the western Arctic, increasingly large

areas are undergoing autumn freeze-up [Galley et al., 2016]. As thin ice and large open water

fetches become more common [Kwok and Rothrock , 2009; Thomson and Rogers , 2014b], the

role of upper ocean heat on delaying ice advance may be greater. It is important for models

to be able to capture episodic storm events such as the October 2015 marginal ice zone

observations described here. Such events clearly have a rapid impact on sea ice at the

operational forecast level. They are additionally important for better estimating the fate of

stored upper ocean heat under the winter ice cover, which is a critical parameter in models at

the climate and inter-annual level. However, most current operational and research models

are not yet up to the task [Gent et al., 2011; Metzger et al., 2014]. In order to fully capture

this event, a model would need to predict sufficient wind and waves, entrainment of upper

ocean heat, and the rate of heat flux to the sea ice and atmosphere. Though this coupling is

beyond current model capabilities, this highlights the importance of high resolution, fully-

coupled models for the Arctic. Continuing to advance our understanding of the many ways

in which ocean heat contributes to thinning and retreat of Arctic sea ice is essential for future
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projections [Carmack et al., 2015].

3.5 Conclusions

Observations of an autumn storm in the Beaufort Sea illustrate how an event can temporar-

ily reverse the seasonal ice edge advance. Prior to the in situ observations, pancake ice

was formed by surface waves and strong negative atmospheric heat fluxes. As the event

progressed, ocean heat was released, and most of the newly formed ice melted. The event

was remarkable, relative to climatology, in the magnitude and extent of the ocean heat flux.

Furthermore, pancake ice and large surface waves have been only rarely observed in the

Canada Basin.

The key observations and results are summarized as follows:

• An autumn high wind event in the Beaufort Sea released a large amount of stored solar

heat from the ocean mixed layer and near-surface temperature maximum (NSTM)

• A significant portion of heat released was used to melt thin, new pancake ice that had

recently formed as part of the seasonal ice advance

• The rate of ocean heat release is larger than that observed in prior studies under

thick Arctic ice, with a much larger fraction accounted for by convective flux to the

atmosphere

• The magnitude of heat released and sea ice melted may be related to the changing

wave climate in the Arctic Ocean

Although entrainment of upper ocean heat has been observed under multi-year ice in the

Canada Basin, the observations presented here indicate that this mechanism can also melt

new sea ice and, in fact, control the rate of ice advance in the marginal ice zone, an area that

is increasing as the Arctic Ocean transitions to a seasonal sea ice cover [Meier et al., 2014].

Under multi-year ice, rapid ocean heat flux and ice melt occurs primarily in the summer
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and early autumn, when solar heat inputs are largest. The magnitude of this event is much

larger than events observed in autumn under multi-year ice, and indicates that stored solar

heat can have an impact over much more of the year with thinner ice cover.

The magnitude of this event may have been enhanced by the strong wave climate as

well as the high winds, both of which are expected to be generally increasing. The average

winds associated with Arctic cyclones have been increasing over the last few decades, and so

stronger winds may occur more frequently in the future [Asplin et al., 2015; Serreze et al.,

2001]. Wave events of this magnitude are rare in the Arctic basin, and only occur at most

a few times within a given autumn. However, this probability appears to be increasing

[Thomson et al., 2016b]. Attenuation of high frequency waves is a plausible feedback to

suppress wave-driven mixing during ice edge advance. Either way, the increasing surface

wave climate in the western Arctic is having at least one noticeable affect: the prevalence of

pancake ice during ice advance.

Following the storm, the ice re-formed, and the ice edge advanced over this area just a

few days later. A few days of reversal in ice edge advance may not seem consequential to

the overall seasonal cycle. However, the net thermodynamic ice growth through the autumn

and winter may be significantly less as a result of events such as this one. Additionally,

delayed autumn freeze-up in the Beaufort region has been found to be strongly correlated

with thinner snow cover on sea ice [Webster et al., 2014], which results in a lower surface

albedo [Perovich and Polashenski , 2012].
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Chapter 4

OCEAN SURFACE TURBULENCE IN NEWLY FORMED
MARGINAL ICE ZONES
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4.1 Introduction

The turbulent kinetic energy dissipation rate at the air-sea interface in ice-covered regions

controls exchanges of heat, momentum, and gas transfer. The amount of wind-driven turbu-

lent kinetic energy in the ocean’s near-surface region changes as a function of waves, as well

as the sea ice cover. Near surface turbulence remains the least constrained in ice-covered

regions, which can cover up to 10% of the world’s oceans. This is particularly important

for improving parametric models for air-sea gas exchange in the marginal ice zone (MIZ),

which utilize estimates of turbulent kinetic energy dissipation rates [Loose et al., 2014]. The

impact of sea ice on air-sea gas exchange may vary widely, as the presence of sea ice can both

enhance exchange by causing stirring and inhibit exchange by serving as a barrier [Bigdeli

et al., 2018].

In the MIZ, the flux of momentum from the wind (i.e., the wind stress τwind) is transmitted

to the ocean below via drag on both open water patches and ice floes. It is common to

partition the wind stress as

τwind = (1− A)τair−water + Aτice−water, (4.1)

where A is fractional areal coverage of sea ice [e.g., Steele et al., 1989; Yang , 2006]. The

first term represents the stress from the wind on open water patches, and the second term

represents the stress from the wind on ice floes. Although a useful framework for many

studies, this partitioning of the wind forcing may not be an accurate representation of a

marginal ice zone in which the ice floes and open water patches are acting as a continuum on

scales much smaller than the turbulent eddies in the atmosphere. Further, this partitioning

is unnecessary to determine the total momentum flux to the ocean below (τocean) if there

is no significant acceleration of floes, such that the momentum flux must be conserved as

τwind = τocean. In the simplified case of constant wind forcing, a steady-state momentum

balance from the wind to the water can be established through a constant relative ice-ocean

velocity (∆u).

Here, we investigate ocean turbulence just below the marginal ice zone as a function of
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the total wind stress τwind, with the implicit assumption that τwind = τocean. Wind stress is

estimated for observations using the covariance methods, which inherently integrates spatial

conditions. This approach avoids partitioning momentum between open and ice-covered

areas, and also avoids specification of ice-ocean drag coefficient, because total momentum

flux is simply conserved through the air-water-ice interface of the marginal ice zone.

The rate at which the wind stress τwind does work on the ocean can be related to the

effective speed ce at which the dynamic roughness elements (creating surface drag) move

with that stress. The rate of wind-work, ceτwind, has been used in previous studies to define

the input flux of turbulent kinetic energy (TKE) to the ocean by the wind. The dynamic

roughness elements at the surface in open water are short waves, and the effective transfer

velocity for wind-work is thus related to the phase speed of the waves [Gemmrich et al., 1994].

Several studies in ice-free regions have shown that this input rate of TKE is in balance with

the TKE dissipation rate ε integrated over an active layer depth as [Terray et al., 1996;

Thomson et al., 2016a]:

ceτwind ≈ ρ

∫
ε(z)dz (4.2)

Thus, in ice-free regions the turbulent dissipation rate ε is often parameterized using the

wind stress and an effective transfer velocity related to wave phase speed. As the roughness

of the open ocean is primarily dependent on the short waves, it has been found that a typical

open water effective transfer velocity is approximately ceo ≈ 2 m/s [Thomson et al., 2016a].

This value can be adjusted according to the wave age, which is the ratio of the phase speed

at the peak of the wave spectrum to the wind speed, cp/U10 [Terray et al., 1996]. It should be

noted that these formulations for TKE in ice-free areas are much larger than law-of-the-wall

estimates would suggest, because breaking surface waves directly inject turbulence at much

higher rates than shear production can supply [Agrawal et al., 1992]. This approach then

inherently neglects viscous stresses, which are likely to be much smaller than wave-supported

stresses in all but the lowest wind conditions [e.g., Grare et al., 2018].

One previous study has applied this model for wind-work via an effective transfer speed

to a marginal ice zone (MIZ). Zippel and Thomson [2016] found the effective transfer speed
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to be a function of ice concentration, in addition to wave speed. Waves decrease in amplitude

with distance into the MIZ due to attenuation processes. The Zippel and Thomson [2016]

study showed that the attenuation of waves with increasing ice concentration in the MIZ

reduced the growth rate of waves due to the wind. Thus, ice reduced the amplitude of the

roughness elements and thereby the wind-work and associated TKE input rate. This prior

study used observations in an old marginal ice zone with melting ice floes. Here, we apply

observations in several newly forming (freezing) marginal ice zones and test the dependence

of the effective transfer velocity on wave and ice conditions. It is expected that the effective

transfer speed in such MIZs may have a dependence on both ice concentration and thickness,

as the amplitude of the short waves, which typically dominate the roughness at the ocean

surface, is strongly related to the volume of ice.

When there is sufficient ice such that waves are small or absent, the roughness of the

surface is dominated by the ice, rather than the waves. The roughness elements then move

at a speed relative to the ocean that is set by the velocity of the sea ice. The present study

tests this relative ice-ocean velocity as an effective transfer velocity of wind-work to determine

the input rate of TKE to the upper ocean. We retain the framework of Eq. 4.2, where the

input rate of TKE from wind through ice balances the TKE dissipation. We identify this as

a distinct regime, in which the input rate ce is determined by the motion of the ice rather

than by the motion of the waves.

In addition to the mechanical forcing of wind-work, buoyancy flux (B) may be important

in ice-covered oceans due to the generation of dense, salty water with ice formation [e.g., the

brine rejection reviewed in Morison et al., 1992]. Recent observational work in the Canada

Basin by Gallaher et al. [2016] evaluated thermodynamic evolution of the upper ocean and

local freshwater and associated buoyancy fluxes. They found buoyancy fluxes equivalent to

a TKE flux on the order of 10−8 to 10−7 m2 s−3. In comparison, previous estimates of near-

surface turbulence in the Canada Basin MIZ were on the order of 10−5 to 10−3 m2 s−3[Zippel

and Thomson, 2016]. The buoyancy term in this region is relatively small and the mechanical

input at the air-ice or ice-ocean interface likely is the dominant source of TKE.
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Another potential source of TKE input to the ocean surface layer, in addition to wind-

work, is the turbulence generated directly by wave-ice interactions. It is well-established

that dissipative processes cause nonconservative attenuation of wave energy in the marginal

ice zone, but the exact mechanisms remain unknown. Possible mechanisms include drag at

the base of the ice layer, viscous drag within the ice layer, breakup of floes, and inelastic

floe-floe collisions. In the absence of wind (i.e., swell conditions), waves might cause ice floes

to move relative to the water below and dissipate wave energy in the form of turbulence.

This process has been suggested to be especially dominant in thin, new ice types [Kohout

and Meylan, 2008], and for long period waves [Ardhuin et al., 2016]. Doble and Bidlot [2013]

found that inclusion of this parameterization in a wave model (WAM) improved agreement

with observations of waves in sea ice. Although turbulence production by ice-ocean drag has

been proposed as an important mechanism for attenuation of wave energy in sea ice, there

have been no direct observations of this relationship to our knowledge. This mechanism is

difficult to isolate in the present study, because most of the conditions have young waves

that are strongly correlated with the local winds (i.e., no swell conditions are observed). In

the chosen framework for this study, the local winds provide all of the forcing, and waves

mediate that forcing without directly providing additional input. Although this approach

may be incomplete, in terms of mechanisms, it has an advantage of being completely local

(i.e., it does not require knowledge of spatial gradients in wave energy flux through the MIZ).

In the following sections, we use observations of turbulent dissipation rates in open water

and new pancake and frazil ice cover to explore how turbulence is altered in the marginal

ice zone. Central to this approach is an assumption that wind-work generates turbulence

at a rate given by the wind stress and an effective transfer speed, and that turbulence is

then dissipated locally in the ocean surface layer. To match the observations, we define

parameterizations for effective transfer velocities based on wave and ice conditions. We

present three regimes, each with an example case.

1. In the ice-free open ocean, the effective transfer velocity is related to wave phase speed.
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2. In thin ice when the sea state is relatively high, the effective transfer velocity is reduced

relative to open water as a result of damping by ice.

3. In thin ice when the sea state is low, either due to low wind or strong wave attenuation,

the effective transfer velocity is related to the relative velocity between ice and ocean.

After presenting these results, we discuss the transition point between these regimes and

limitations of the framework. Finally, we briefly evaluate the implications for near-surface

turbulence as a possible mechanism for wave attenuation (i.e., direct wave energy loss) in

the marginal ice zone.

4.2 Methods

This study uses upper-ocean turbulent dissipation rate profiles from field campaigns in both

the Arctic and Antarctic MIZ during autumn ice advance. Vertical profiles of dissipation

rates, ε(z), in the upper 0.5 m of the ocean were made using a Nortek 2 MHZ Aquadopp HR

Doppler profiler installed on SWIFT drifters [Thomson, 2012]. We will first describe the field

campaigns and data collection, and then describe the instrument and turbulent dissipation

rate data processing methods.

4.2.1 Field campaigns

Around 350 hours of SWIFT buoy data were obtained in the Beaufort and Chukchi Seas

in the Arctic Ocean during the Arctic Sea State field campaign, which took place from 01

October to 10 November, 2015 on the R/V Sikuliaq. An overview of the field campaign can

be found in Thomson et al. [2018], with further details in the referenced papers. Additionally,

we will use approximately 5 hours of measurements obtained in the Ross Sea in the Antarctic

during the Polynyas and Ice Production in the Ross Sea (PIPERS) field campaign from 11

April to 14 June, 2017 on the R/V Palmer. Locations of buoy deployments made during

these two field campaigns that will be utilized in this study are shown in Figure 4.1.
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Figure 4.1: Map of SWIFT deployments in (a) Beaufort Sea, Arctic Ocean (2015) and

(b) Ross Sea, Southern Ocean (2017). Grayscale shading indicates ice concentration from

AMSR2 [Spreen et al., 2008] where white indicates 100% ice cover and black represents open

water. Each colored point represents one SWIFT deployment, where the color corresponds

with deployments used in subsequent plots, and stars indicate those shown in example plots

in Results. Conditions observed during each deployment are summarized in Table 4.1.
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Deployments span three different regimes describing how momentum from wind stress

is transferred to near-surface turbulence: open water, ‘wave-transferred’ MIZ, and ‘ice-

transferred’ MIZ. Images of example conditions during each of these regimes are shown

in Fig. 4.2, and complete time series and profile data corresponding to each of these exam-

ples follow in Results. Open water deployments were separated based on images taken by

the buoys and recorded ship-based observations. Wave-transferred and ice-transferred MIZ

deployments were categorized primarily based on ice concentration, with the ice-transferred

regime expected to occur when ice concentrations were over 80% and waves were small.

Deployments that did not clearly fall into one regime or had multiple regimes represented

over time were not used. Conditions during all deployments used in subsequent analysis

are summarized in Table 4.1. Time series and profiles for all deployments are given in the

Supplemental Material.

Ship-based measurements of key parameters are collocated with buoy measurements when

they are within 5 km. During both field campaigns, visual observations of sea ice were made

hourly following the ASPeCt protocol, which includes estimates of ice thickness (zice) and

areal concentration (A). This protocol was developed by the Antarctic Sea ice Processes and

Climate (ASPeCt) group in 1997 as a standard method for sea ice observations made by ships

in the Antarctic pack ice, and has since been applied widely over the Arctic and Antarctic

[Worby , 1999a]. Visual estimates of ice thickness are reasonable, with an error of approx-

imately 30% for thicknesses less than 30 cm [Worby et al., 2008]. Additional estimates of

ice thickness were made during the Arctic Sea State campaign using a thermodynamic tech-

nique based on surface temperatures measured by rail-mounted Heitronics KT-15 infrared

421 thermometers [Persson et al., 2018a; Wadhams et al., 2018]. This method builds on

satellite-based algorithms by Yu and Rothrock [1996] and Wang et al. [2010] to use measure-

ments of skin temperature, wind, ocean freezing temperature, and energy fluxes to estimate

ice thickness over approximately 3 meter spots with the surface energy budget. Estimates

from visual observations and the thermodynamic method will be referred to as simply visual

and thermodynamic subsequently. As we were primarily making measurements in newly
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Figure 4.2: Photos taken from the R/V Sikuliaq of examples of the three turbulence gener-

ation regimes explored: (a) open water; (b) MIZ with wind-work transferred via waves; and

(c) MIZ with wind-work transferred via ice.
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formed sea ice, thickness and concentration typically varied over the scale of a few kilome-

ters. This is typically a large enough area to represent the scale for which direct wind stress

measurements integrate over.

Wind stress is calculated using observed wind speed from buoys and best estimates of

drag coefficients from the ship. As the surface drag coefficient Cd can vary by nearly an

order of magnitude with different types of ice cover [Guest and Davidson, 1991], collocated

10-minute average measurements made from the ship using the covariance method during

the Arctic Sea State field campaign are used when available [Persson et al., 2018a]. These

measurements are significantly lower than previous bulk estimates of drag coefficients in

the marginal ice zone; estimates in pancake ice during this field experiment were typically

around 1.2× 10−3, whereas estimates using the scheme from SHEBA [Persson et al., 2002a]

were around 1.8 × 10−3. As collocated drag coefficients are available only sporadically, an

average drag coefficient is determined for each buoy deployment. Deployments typically span

a day or two, or as little as a few hours. When ship-based measurements are unavailable (as

is the case for all Ross Sea deployments), the air-ocean drag coefficient is assumed as the

median of the observed values: Cd = 1.4× 10−3. The use of a single drag coefficient for each

deployment is justified by low range in the collocated coefficients, typically less than 20% of

the average value, such that variation in wind stress is mostly captured by the variation in

the wind speed. Air-side friction velocity is determined using wind velocity (measured by

SWIFT buoys) as u∗a =
√
CdU2

10. Then, the ocean friction velocity u∗ is calculated from

air-side friction velocity using the ratio of air density (ρa) to average water density (ρw), as

u∗ = u∗a
√
ρa/ρw. (4.3)

We assume constant air and water densities of 1.225 and 1025 kg/m3, respectively. Total

wind stress imparted on the ocean is then calculated using the ocean friction velocity as

τwind = ρwu
2
∗. (4.4)

Following the assumption that ice is not accelerating, this is assumed to be equal to the total

stress τocean received by the ocean beneath the marginal ice zone (i.e. τocean = τwind).
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4.2.2 SWIFT buoys

Surface ocean and atmospheric measurements during both field campaigns were made using

SWIFT buoys. SWIFT buoys are a freely-drifting, surface following platform designed pri-

marily to measure waves and near-surface turbulence. The relevant systems will be briefly

described here, but further details of the platform and systems can be found in Thomson

[2012] and Smith et al. [2018a].

The top of the 1-m mast is equipped with an Airmar PB200 ultrasonic anemometer

measuring wind speed and direction, and a uCAM serial camera which takes images of the

surface every 4 seconds (although image quality is limited by daylight and formation of ice

over the camera lens). A Microstrain 3DM-GX3-35 combination GPS receiver and Inertial

Motion Unit at the ocean surface height in the hull of the buoy is used to obtain wave spectra

and bulk parameters. An AADI Aanderaa Conductivity Sensor mounted on the hull of the

SWIFT (0.5-m below the surface) is used to measure temperature and salinity at 1 Hz, with

a response time of ∼10 seconds and ∼3 seconds, respectively. Although bulk changes in

density ρw over time can be observed, the response time of the instrument is not sufficient

to calculate buoyancy flux.

SWIFTs used throughout this study were deployed with a Nortek Aquadopp HR mounted

upwards-looking on the hull of the buoy. Velocity measurements from the upwards-looking

Aquadopp HR are used to calculate turbulent dissipation, as described in the next sec-

tion. Some SWIFT drifters equipped with a Nortek Aquadopp mounted downward-looking

on the hull were deployed in tandem with SWIFTs with upward-looking Aquadopp HRs.

Downward-looking Aquadopps measure velocity profiles from 1.5 to 21 m below the surface

in 0.5-m bins. SWIFT buoys have been shown to drift with ice at the surface within 1%

[Lund et al., 2018] such that the observed velocity can be assumed to represent the change in

velocity between the ice and ocean. Then, ∆u is estimated as relative velocity between the

ice and ocean 1.5 m below the surface, which is measured by the first bin of the Aquadopp

profiler. Values of change in velocity from simultaneously deployed downlooking SWIFTs
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(when available) are collocated with uplooking SWIFTs, which are as far as 10 km apart.

4.2.3 Turbulent kinetic energy dissipation

Nortek Aquadopp HRs were mounted facing upwards from 0.8-m below the surface on the

hull of SWIFT drifters [Thomson, 2012]. Beam 1, which is used for turbulent dissipation rate

calculations, is oriented approximately 60 degrees counterclockwise from the wind vane, to

avoid measuring the wake of the buoy. Profiles are truncated at 0.5 m subsurface to remove

known hull interference at the bottom of profiles.

Along-beam velocity profiles u(z) are recorded by the Aquadopp at 4 Hz in 4-cm bins.

Basic quality control is completed to remove velocity measurements with return amplitude

and pulse correlation less than 30 and 50, respectively. These cutoffs were empirically de-

termined by Thomson [2012] as the maximum corresponding to profiles out of the water

and spurious points. Quality controlled velocity records are used to calculate average and

turbulent (root-mean-square) velocity profiles.

Dissipation is then estimated from velocity profiles using the second order structure

function, which is robust to SWIFT platform motion. The structure function is defined as

SF (z) =< [u(z)− u(z + r)]2 > (4.5)

where z is the bin depth, and r is the distance between bins [Wiles et al., 2006]. Turbulent

dissipation profiles ε(z) are estimated by fitting the structure function to a r2/3 dependence

following the methods in Thomson [2012] and Zippel and Thomson [2016]. This method

has been validated by comparison with ADV point measurements of dissipation [Thomson,

2012] and dissipation profiles estimated using frequency spectra [Zippel et al., 2018]. The

application of the structure function here varies from previous applications primarily in that

it uses only measurements within six bins of each depth (6r) and is double-sided.

When sea ice is present, reflections from ice at the surface and suspended ice particles

in the water column can result in erroneous Aquadopp velocity measurements. Two quality

control steps are applied to data to account for this. First, we remove data at and above
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bins with spikes in correlation and amplitude that result from reflections. This approach is

similar to methods that have been long used to measure ice draft with uplooking Sonar, and

more recently extended to uplooking ADCPs [Magnell et al., 2010; Lohrmann et al., 2011].

When correlation exceeds 98% or amplitude exceeds 195, it is presumed that ice is present

and velocity measurements will not provide accurate estimates of turbulence. The removal

of data via this process is referred to as an “ice mask”. In some cases, erroneously high

velocity measurements as a result of ice contamination do not correspond to high amplitude or

correlations, and result in additional peaks in the distribution of raw velocity data. Bursts of

data where there is more than one significant peak in the velocity distribution are completely

removed, and dissipation rates are not calculated. Of all data in the wave-transferred MIZ,

approximately 3.3% of bursts are removed due to multiple peaks in the velocity distribution,

and approximately 39% of the remaining data are removed as a result of other quality control

metrics. Of all data in the ice-transferred MIZ, approximately 14% of bursts are removed

due to multiple peaks in the velocity distribution, and approximately 34% of the remaining

data are removed as a result of other quality control metrics.

4.3 Results

4.3.1 Examples

Open water (no ice) example

Time series of the wind speed, significant wave height, peak wave period, relative ice-ocean

velocity, and integrated near-surface turbulent dissipation rates are shown for an open water

example, 23-24 Oct 2015 (a), in Figure 4.3. Peak wave period, Tp, is related to the wave

age (cp/U10) by the wave phase speed, calculated using the deep-water dispersion relation,

cp = gTp
2π

. Figure 4.4 shows Aquadopp HR data following quality control and processing

for the same example. In open water, it is typical to see moderately high amplitudes and

correlations throughout the water column. Turbulent velocities and dissipation generally

peak at the surface as a result of input from breaking waves, and these parameters decay
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Table 4.1: Summary of conditions for all SWIFT deployments in open water, wave-

transferred marginal ice zones, and ice-transferred marginal ice zones used in this study.

Deployments with * after the date correspond to examples shown in Figures 4.3-4.8. De-

ployments in 2015 all occurred in the Beaufort Sea, and deployments in 2017 occurred in the

Ross Sea. Range of values for wind speed and wave heights are from SWIFT buoy measure-

ments, near-surface change in velocity values are determined from a collocated SWIFT with

downward-looking Aquadopp, and ice thickness and areal concentration are from ship-based

visual estimates. Average air-ocean drag coefficients (Cd) shown are based on observed val-

ues collocated from the ship, except where noted by ˆ, indicating constant value of 1.4×10−3

is used.

Date U10 [m/s] Hs [m] ∆u [m/s] zice [m] A [%] Cd

Open water

02 Oct 2015 10.5-11.7 0.95-1.2 N/A N/A 0 1.2× 10−3

04 Oct 2015 6.7-11 0.4-0.6 N/A N/A 0 1.2× 10−3

23-24 Oct 2015 (a)* 7.2-15 0.93-1.5 0.08-0.41 N/A 0 1.4× 10−3

Wave-transferred MIZ

10 Oct 2015 4.8-11 0.17-0.54 0.22-0.75 0.03-0.04 32-46 1.4× 10−3ˆ

11-14 Oct 2015 (a) 8.9-26 2.0-4.3 0.03-0.40 0.02-0.05 15-24 1.2× 10−3

23-24 Oct 2015 (b) 16-29 0.12-1.4 N/A 0.02-0.09 13-50 1.4× 10−3

03 June 2017 8.7-12 0.35-0.80 N/A 0.2-0.3 100 1.4× 10−3ˆ

05 June 2017 4.6-14 2.3-3.9 N/A 0.5 70-80 1.4× 10−3ˆ

11-14 Oct 2015 (b) 4.0-27 2.4-4.5 0.01-0.40 0.02-0.04 6-30 1.5× 10−3

11-13 Oct 2015 10-19 1.2-3.9 0.01-0.40 0.06-0.1 40-85 1.4× 10−3

25-27 Oct 2015* 3.2-10 0.02-0.37 0.02-0.32 0.14 6-80 1.3× 10−3

Ice-transferred MIZ

16-18 Oct 2015 (a) 4.0-9.0 0.06-0.30 0.02-0.56 0.08-0.1 82-85 0.8× 10−3

06-08 Oct 2015 2.3-7.8 0.01-0.02 0.01-0.36 0.15 99-100 0.6× 10−3

16-18 Oct 2015 (b)* 0.3-5.4 0.01-0.34 0.02-0.56 0.08-0.5 83-93 0.7× 10−3
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Figure 4.3: Time series from a SWIFT deployed in open water, 23-24 Oct, 2015 (a) of (a)

wind speed, (b) significant wave height and peak wave period, (c) relative velocity of ice and

ocean (at 1.5 m depth), and (d) vertically integrated TKE dissipation rates.

with depth [e.g., Thomson et al., 2016a].

Wave-transferred MIZ example

The time series in Figure 4.5 shows an example of conditions encountered during a deploy-

ment in a wave-transferred MIZ. In addition to those shown in Fig. 4.3, panel (c) shows

the ice thickness and concentration, which are increasing over time in this example. Fig-

ure 4.6 shows the Aquadopp HR data following quality control and processing specific to
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Figure 4.4: Aquadopp burst data from SWIFT deployed in open water, 23-24 Oct, 2015 (a).

Vertical profiles of (a) amplitude, (b) pulse correlation, (c) average velocity, (d) turbulent

velocity, and (e) dissipation rate.

observations in sea ice cover. Initially, dissipation profiles are similar in shape and magni-

tude to those observed in open water. The correlation and amplitude values are moderate,

such that dissipation rate can be calculated over the entire profile. As sea ice thickness and

concentration increase over time, turbulent velocities and dissipation rates rapidly decrease.

The “ice mask” is applied to the later profiles at and above depths with high correlations or

amplitudes, which is indicated by the gray shading in Fig. 4.6. The depth of the ice mask

provides an estimate of sea ice thickness (Fig. 4.5c), in addition to the thickness estimates

from the shipboard sampling.

Ice-transferred MIZ example

The example of Aquadopp HR data following quality control and processing in an ice-

transferred MIZ in Figure 4.8, with corresponding time series in Fig. 4.7, shows a more

extreme application of this quality control. (Note that the change in upper ocean velocity,

∆u, is from a collocated buoy deployed later and no values are available for the first 11

hours.) Here, the upper bins of the dissipation profile cannot be calculated throughout the

whole observation period due to the presence of significant ice. The bin-averaged dissipation
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Figure 4.5: Time series from SWIFT deployed in wave-transferred MIZ, 25-27 Oct, 2015 of

(a) 10-m wind speed, (b) significant wave height and peak wave period, (c) relative velocity

of ice and ocean (at 1.5 m depth), (d) ice thickness and concentration estimates, and (e)

vertically integrated TKE dissipation rates.
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Figure 4.6: Aquadopp burst data from SWIFT deployed in wave-transferred MIZ, 25-27

Oct, 2015. Vertical profiles of (a) amplitude, (b) pulse correlation, (c) average velocity, (d)

turbulent velocity, and (e) dissipation rate. Thick lines indicate averages binned by ice mask,

and gray shading corresponds to ice mask for each bin.

rate profiles show that dissipation still decays with depth.

The examples of each of the three turbulent transfer regimes demonstrate the processes

controlling the balance of wind-work and turbulent dissipation. In open water (Figs. 4.3-

4.4), the integrated TKE dissipation rate decreases with declining wind speed. In the wave-

transferred MIZ example (Figs. 4.5-4.6), dissipation rates decrease with declining wave height

and increasing ice, rather than any change in the wind (which is relatively constant in time).

In the ice-transferred MIZ example (Figs. 4.7-4.8), dissipation is more variable over time,

but appears to be most closely tied to changes in the wind and relative ice-ocean velocity

(∆u). The physical mechanisms distinguishing the wave-transferred and ice-transferred MIZ

regimes are explored further in the next sections using the full data set and spanning a range

of conditions. Table 4.1 summarizes characteristic values of key variables, but the subsequent

analysis uses full time series of observed values as shown in the Figures in the Supplemental

Material.

As we are interested in understanding what controls enhanced turbulence at the surface

above background levels, subsequent presentations of integrated dissipation rates, ρ
∫
εdz, all
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Figure 4.7: Time series from SWIFT deployed in ice-transferred MIZ, 16-18 Oct, 2015 (b) of

(a) wind speed, (b) significant wave height and peak wave period, (c) relative velocity of ice

and ocean (at 1.5 m depth), (d) ice thickness and concentration estimates, and (e) vertically

integrated TKE dissipation rates.
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Figure 4.8: Aquadopp burst data from SWIFT deployed in ice-transferred MIZ, 16-18 Oct,

2015 (b). Vertical profiles of (a) amplitude, (b) pulse correlation, (c) average velocity, (d)

turbulent velocity, and (e) dissipation rates are colored by time (hours) from the beginning

of the deployment. Thick lines indicate averages binned by ice mask, and gray shading

corresponds to ice mask for each bin.

have an average offset removed. The offset for each deployment is calculated as the integrated

value using the average of the measured dissipation rate at the bottom of the profile, z = 0.5

m, which is generally the lowest magnitude of ε in the profile.

4.3.2 Open Water (no ice)

The input rate of TKE in open water is calculated as ceτwind using measured wind stress

and estimates of open water effective transfer velocity. Effective transfer speed is estimated

using a typical parameterization based on wave age,

ce ≈ ceo

(
cp
U10

)
(4.6)

where cp is the wave phase speed at the peak of the spectrum and U10 is the wind speed

[Terray et al., 1996; Thomson et al., 2016a]. The canonical effective transfer speed typical

in open water is ceo = 2 m/s, and the wave age dependence is weak [Thomson et al., 2016a].

The open water points (warm colors) in Figure 4.9 show that this wind input rate balances

with the observed vertically integrated dissipation rates, consistent with previous studies in
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Figure 4.9: (a) Comparison of vertically integrated TKE dissipation rates with input rate

from wind expected based on open water conditions. (b) The same comparison where in-

put rate for the wave-transferred MIZ uses effective transfer velocities determined assuming

a balance of wind input and observed dissipation rates. Each color represents a SWIFT

deployment (warm colors represent open water, and cool colors represent wave-transferred

MIZ), and filled points represent averages for each deployment. Bars represent the range

of measured drag coefficients, when applicable. Dashed black line is the 1:1 line, where ex-

pected input and dissipation are equal. Wave-transferred MIZ bin-averages in (b) have been

forced to lie on the line.

open water. Each open point represents an hourly value, and filled points represent averages

from each deployment. The dynamic range observed is small, but the open water balance is

not the focus of the present study.

4.3.3 Wave-transferred MIZ

Measurements in the MIZ with waves present are plotted on Figure 4.9 (a) (cool colors) using

the open water parameterization for effective transfer velocity in Eq. 4.6. Dissipation rates

are lower than the expected input rate (i.e., points are below the 1:1 line). Deployments

from 11-14 Oct had larger wind stress observations than the deployments in open water, and
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yet the observed integrated dissipation rates are comparable. Zippel and Thomson [2016]

argue that dissipation rates in the MIZ are reduced as a result of lower effective transfer

velocities in ice cover. We can estimate appropriate effective transfer velocities (ce) for these

deployments by assuming that observed dissipation rates in the wave-transferred MIZ are in

equilibrium with local energy input from wind, as in Eq. 4.2. Figure 4.9b shows the same

comparison of wind input and observed integrated dissipation, where ce values for the MIZ

cases have been determined using the assumption of equilibrium.

We find effective transfer velocities in the wave-transferred MIZ in the range of 0.01-0.8,

with most clustered around 0.1-0.5. In contrast with typical relationships in open water,

the MIZ transfer velocities do not depend on wave age. Instead, the MIZ effective transfer

velocities have a positive correlation with wave height, and a negative correlation with ice

thickness and concentration (to be shown later as a combined parameter in the Discussion

section).

4.3.4 Ice-transferred MIZ

When the sea state is low, the roughness of the surface is set primarily by the ice, rather

than the waves. The observed drag coefficients (Cd) in this regime are lower as a result of

the milder wind and wave conditions and higher ice concentrations. The input of turbulent

kinetic energy from the wind to the ocean is then mediated by the motion of the ice. For

these conditions, we test the concept of an effective transfer velocity that is set by the relative

velocity between ice and upper ocean, ∆u, such that the rate of wind-work is

ceτwind = ∆uτwind. (4.7)

Similar to the relationship of the open water transfer velocity to the wave speed, the pro-

posed transfer velocity ce = ∆u is intended as a characteristic velocity scale, rather than

a quantitative description of the shear velocity. This assumes that the ice is moving at a

constant speed relative to the ocean, such that work is being transferred through the ice

(and not being done on the ice).
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This parameterization of TKE energy input rate from the wind is moderately correlated

with the observed integrated dissipation rate under ice, as shown in Figure 4.10. Hourly

measurements are represented by open circles, and bin-averages by ice mask depth are shown

as filled circles. Bars represent the standard error of the averages, but not the error associated

with velocity or wind stress measurements, both of which may be significant. Bin-averages

are necessary to satisfy the assumption that the material derivative of turbulence is zero,

and averaging over similar ice conditions is most appropriate, as changing ice thickness is

expected to most significantly change the total turbulent kinetic energy. A linear fit to the

bin-averaged measurements has a coefficient of determination R2 = 0.50 and probability of

false-correlation P = 0.015. We note that when all hourly measurements are used for a linear

fit, the significance decreases substantially with an R2 = 0.02 and P = 0.20. The binned

averages are all within an order of magnitude of the 1:1 line, and the overall dependence is

consistent with increasing TKE dissipation rates in the presence of increasing wind input

rates.

4.4 Discussion

4.4.1 Scaling turbulent regimes in the MIZ

When waves are the dominant roughness in the MIZ, the effective transfer velocity is expected

to be a function of wave and ice characteristics. Zippel and Thomson [2016] examined controls

on the transfer velocity and input rate in brash ice (small fragments of ice, ¡2 m, formed

from the wreckage of other types) and found that the effective transfer velocity in brash ice

decreased with increasing ice concentration. The measurements used in this study were all

made in frazil ice cover (a collection of loose ice crystals) and pancake ice cover (round pieces

of ice formed by waves), both of which form in turbulent conditions.

The transfer velocity is primarily associated with the high frequency waves that dominate

surface roughness. High frequency waves in the equilibrium range have been shown to be

a strong function of ice cover, and the magnitude of spectral damping varies with the ice
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Figure 4.10: Comparison of vertically integrated TKE dissipation rates and expected input

rate from ice to ocean in marginal ice zones where wind stress is ice-transferred. Each color

represents a SWIFT deployment, and filled points represent ice-mask binned averages. Error

bars represent the range of measured drag coefficients. Dashed black line is 1:1 line, where

expected input and observed dissipation are equal.
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Figure 4.11: Effective transfer velocity in wave-transferred MIZ using the results of Fig.

4.9, as a function of ice concentration and nondimensional ice thickness (A zice
Hs

). Each color

represents a deployment in the wave-transferred MIZ.

characteristics [Rogers et al., 2016]. It is then essential to consider ice characteristics in

addition to the wave height, as the magnitude of damping at high frequencies may not be

fully reflected in the significant wave height (which is weighted towards the swell waves). The

effective transfer velocity is expected to decrease with increasing ice volume, by increasing

concentration or thickness, and decreasing wave heights.

In Figure 4.11 we compare a proposed scaling parameter incorporating wave and ice con-

ditions, A zice
Hs

, with the effective transfer velocity in ice, determined by assuming local wind

input and dissipation are precisely balanced (Fig. 4.9b). This nondimensional parameter

and the effective transfer velocity appear to be related by a power law with the form:

ce = a
(
A
zice
Hs

)b
(4.8)

This parameterization is for the regime where transfer in the MIZ is dominated by surface

waves, so it will not be valid at the limit as Hs approaches zero where transfer is dominated

by ice. The upper limit on this parameterization will be the open ocean transfer velocity

(Eq. 4.6) at very small values of Azice.

Applying a power law fit yields values for the coefficients a = 0.11 ± 0.10 m/s and

b = −0.23 ± 0.20, with a coefficient of determination R2 = 0.45 and a probability of false
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correlation P = 0.25. Although these coefficients are not well constrained by the small

number of measurements in this study, the formulation may be useful for future studies.

Thickness is likely necessary to parameterize changes in the TKE input rate for these new-

ice conditions, as thickness represents a larger change in total ice volume in the relatively

thin pancake and frazil ice. In the thicker brash ice of Zippel and Thomson [2016], the

percent change in volume is mostly described by changes in concentration.

Combining parameterizations for the effective transfer velocity in the wave-transferred

and ice-transferred MIZs allows estimation of near-surface turbulent dissipation from open

water into thin, new ice cover using the effective transfer framework of Eq. 4.2. The effective

transfer velocity ce is found to be a function of the wave and ice conditions which control

roughness. When conditions are such that turbulence production is likely to be transferred

via waves, the transfer velocity can be estimated using estimates of ice thickness, concen-

tration, and significant wave height. When conditions are such that turbulence production

is likely to be transferred via ice, the effective transfer velocity is the change in near surface

velocity (∆u). Then, the dependencies of the effective transfer velocity through these three

regimes can be summarized by the piece-wise function:

ce ≈


ceo

(
cp
U10

)
OPEN WATER

a
(
A zice

Hs

)b
WAVE-TRANSFERRED MIZ

∆u ICE-TRANSFERRED MIZ.

(4.9)

The resulting estimates of integrated near-surface dissipation are shown schematically in

Figure 4.12. Our representation of this piece-wise function suggests that the transfer velocity

in the wave-transferred MIZ is bound by the transfer velocities in open water and the ice-

transferred MIZ, i.e. ceo(
cp
U10

) > a(A zice
Hs

)b > ∆u. It is hypothetically possible for ∆u values

to approach open water transfer velocity values, although velocities are typically an order of

magnitude lower in this dataset.

It is clear in Fig. 4.12 that the local dissipation in the MIZ regimes described will

always be lower than in open water. The parameterization for the ice-transferred MIZ is
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additionally expected to represent an upper bound on the work done by the wind on the

ocean, as the parameterization for the effective transfer velocity relies on the assumption

that the relative velocity between ice and ocean is constant (i.e. ice is not accelerating). The

observed integrated TKE dissipation rates in Figure 4.10 are lower than those predicted by

the parameterization, possibly indicating some additional work is being done on the ice.

These predictions provide estimates for the vertically integrated dissipation in the near-

surface (upper 0.5 m). In all cases, the dissipation rate maximum is at the surface (or the

base of the ice) and monotonically decreasing with depth. Although the total dissipation

clearly depends on the extent of the vertical integral, the steep vertical profiles suggest that

the majority of the dissipation occurs within 0.5 m of the surface.

These results suggest that turbulence production can be parameterized in either regime

based on wave and ice conditions; however, it is necessary to determine whether wind-work

is wave-transferred or ice-transferred. We introduce a non-dimensional scaling parameter,

which we call W , representing the ratio of wave-transferred and ice-transferred transfer

velocities. This parameter can be used to determine whether wind input to waves or input

ice dominates near-surface turbulence, and can be related to observed ice and wave conditions

based on the power law fit (Figure 4.11) in Eq. 4.8, such that

W =
0.11

∆u

(
A
zice
Hs

)−0.23

. (4.10)

We expect that when this parameter is high, input from wind will be wave-transferred, and

when it is low, input will be ice-transferred.

The range of values of W calculated for SWIFT deployments categorized as wave-

transferred and ice-transferred are summarized in Figure 4.13. This figure includes all

measurements in each regime where all four of the required variables are available (n=65

in the wave-transferred MIZ regime; n=107 in the ice-transferred MIZ regime). We expect

conditions associated with this value to be quasi-steady, such that they vary on the hourly

timescale. The ∆u time series, which has measurements every 12 minutes, has substantial

temporal noise associated with the challenge of using a narrow-band Doppler measurement
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Figure 4.12: Schematic representation of integrated near-surface dissipation rate predicted

as a function of wind stress, on the x-axis, and the effective transfer velocity, given by the

slope of each line. This result assumes a local balance of turbulence production from wind

input and dissipation. The largest dissipation rate will occur in open water conditions, where

transfer velocity ce in a young wave field is typically twice the wave age [black line; Thomson

et al., 2016a]. The effective transfer velocity in ice decreases as the ice increases and the

wave height decreases, such that the ratio A zice
Hs

increases (blue lines). Typically, the smallest

dissipation rates will be observed when the effective transfer velocity is set by the relative

ice-ocean velocity, ∆u (purple line), as is commonly seen in nearly 100% ice cover. Grey

shaded areas represent regimes where local production and dissipation are not in balance.
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Figure 4.13: Boxplot of scaling parameter, W (Eq. 4.10), calculated for SWIFT deployments

in wave-transferred MIZ (blue) and ice-transferred MIZ (purple). Boxes contain interquartile

range of data, and whiskers contain data within 2.7σ of median. Dashed line at W = 1

indicated proposed threshold for transition in dominant generation mechanism.
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in the low scattering environment of the Arctic. This velocity time series was smoothed using

the moving average method with a span of 3, such that the resulting time series represents

changes over 36 minute periods.

Values of W are expected to be lower for observations in the ice-transferred MIZ than

for observations in the wave-transferred MIZ, as the observations were initially sorted qual-

itatively based on small waves and high ice concentration (as described in the Methods).

Additionally, we find that wind stress in the MIZ is generally wave-transferred if W > 1,

and ice-transferred if W < 1. This parameter provides a more quantitative and less subjec-

tive method for separating observations in future work. As this nondimensional parameter

is derived from the ratio of transfer velocities, this result indicates that the wind stress will

drive turbulence generation through the roughness element with the fastest characteristic

velocity. The turbulence generation can then be parameterized the same way in both MIZ

regimes, using the largest relevant transfer velocity.

The application of the scaling and equations for approximate dissipation should be limited

to a similar range of conditions as those observed, with low to moderate sea state and thin,

new sea ice cover. These conditions are most common during the autumn and winter near

the advancing ice edge. Additionally, following the assumption of a local energy balance, it

is necessary to average over the time scale in which ice conditions are relatively constant to

ensure stationarity.

Products of ice thickness, wind speed, and wave height are available for many areas by

satellite and/or reanalysis products, and may be useful for large-scale estimates of turbulence

from this method. Wind and wave data may be obtained from the ERA-Interim reanalysis

[Dee et al., 2011], for example, but it should be noted there has been little validation of the

wave results in sea ice cover. Comparison of different available sea ice thickness products

can be found in Labe and National Center for Atmospheric Research Staff [11 Sep 2017]. In

particular, skill in measuring thin sea should be considered, which has been suggested to be

well captured by microwave techniques. The relative ice-ocean velocity cannot be estimated

from remote sensing products and caution should be used in replacing with other velocity
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estimates such as ice drift speed, which was found to have low correlation in these data

(not shown). The relative ice-ocean velocity is likely best estimated currently with coupled

models [Yang , 2006].

It is possible to parameterize the observed changes in TKE dissipation rates in other ways,

such as a model in which the effects of ice on near-surface turbulence is fully accounted for by

reduction of wind stress into the ocean (i.e. by application of Eq. 1). Although this model

may be more in line with what has been previously applied for partially ice-covered oceans

[e.g., Yang , 2006], the thin MIZ may be more dynamically similar to open ocean, and thus

application of the open water effective transfer velocity framework may be more appropriate.

Additionally, such a model would require detailed observations of ice-ocean stress, which we

do not have here. Observations of wind stress, as we have in this study, are more commonly

available and often made from ships.

4.4.2 Buoyancy flux

It has been previously suggested that near-surface buoyancy production during sea ice for-

mation may provide an additional source of turbulence. Lacking a direct estimate of the

buoyancy flux, we make a rough estimate for the observations with the strongest ice growth

(25-27 Oct) using the approximate freshwater flux. The total increase in ice volume over the

approximately six hour deployment corresponds to a negative freshwater flux of 1.1 m3/day.

This corresponds to an approximate salt flux of 3.5×10−5, which is converted to a buoyancy

flux of 3.5 × 10−6m2/s3 by multiplying by g/ρ. Referring back to the dissipation rates in

Figure 4.6, we see that this estimate of buoyancy flux is small compared to the observed

dissipation values, even during this case of rapid ice growth. Buoyancy is only likely to

become a significant source when wind input via waves and ice is sufficiently low, and ice

formation is exceptionally rapid.
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4.4.3 Dissipative mechanisms for waves in ice

Turbulence under ice has been proposed as a possible key dissipative mechanism for wave

energy in marginal ice zones [Kohout et al., 2011]. Although the attenuation of wave energy

in the marginal ice zone has been extensively studied and significant work is ongoing to

parametrize attenuation rates [i.e. Cheng et al., 2017], the actual mechanisms are still an open

question. By using winds as the universal source of upper ocean turbulence, communicated

by either waves or sea ice, the present study has excluded the possibility that observed

turbulence is caused directly by attenuation of waves propagating through the ice.

Although our approach is inherently focused on under-ice turbulence due to local wind

input, our observations of turbulent dissipation rates do not point to near-surface turbulence

as a strong attenuation mechanism. We observe that turbulence is always suppressed in the

MIZ compared to open water values (Fig. 4.9). In open water, similar wind stresses as those

we observed in the MIZ would result in significantly larger dissipation values to maintain

the expected balance. However, the wind input to waves in the MIZ is not well-constrained;

the 1:1 line from the open water parameterization (Fig. 4.9) thus is an upper bound on

what the dissipation in the MIZ would need to exceed for wave attenuation to occur. The

strong correlation of winds and waves in the young, often fetch-limited, seas of these data

sets prevent a rigorous isolation of these mechanisms.

The relative importance of wave attenuation via turbulence is likely different across the

various conditions observed here. Closer examination of time series of observations from one

deployment in the wave-transferred MIZ show that the rapid drop of turbulent dissipation

with increasing ice (i.e. Figure 4.5) occurs well before the decrease in wave energy, such that

turbulent dissipation is unlikely to account for the observed wave attenuation over time.

This case is particularly illustrative, as the winds are mostly constant over time, such that

the changes in waves are coupled to changes in ice, rather than wind. If this relationship

holds in ice-transferred conditions, as well, then the decrease in energy input from wind to

waves will correspond to a decrease in energy lost from the wave field to the upper ocean as
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turbulence. As in the wave-transferred MIZ, we find that the values of near surface turbulent

dissipation when ice controls the wind input are almost always lower than those observed in

open water (Fig. 4.10).

Although some energy will be lost from the wave field to turbulent dissipation via wave

breaking and/or ice-ocean shear in both MIZ regimes, these results suggest that local wind

input is a key driver of turbulent dissipation. The observed turbulent dissipation rates can

largely be accounted for by the local wind. It is thus challenging to decouple local input

via wind and input from attenuation of wind seas over the MIZ. Additionally, comparison of

wave attenuation coefficients (calculated by Cheng et al. [2017]) with integrated dissipation

shows that attenuation rates are not correlated with observed local dissipation rates. Direct

contributions to turbulence from wave energy may be significant under some MIZ conditions

outside of those observed here, and is likely to be significant under larger, thicker ice floes.

Further work is necessary to determine which of the other possible mechanisms for dissipation

of wave energy are important, and under what conditions they apply. For the new, thin ice

herein, other dissipative mechanisms such as viscous drag within the ice layer, or floe-floe

collisions [Shen and Squire, 1998] may be key mechanisms for wave attenuation.

4.5 Conclusions

This study uses observations to build a framework for estimating near-surface turbulent

dissipation rates in marginal ice zones with relatively thin ice. Here, “thin ice” is used to

describe newly formed frazil and pancake ice, where the ice thickness is approximately 50

cm or less. The near-surface turbulent dissipation rate is a function of the total wind stress,

which does work on the ocean at an effective transfer rate. This is the characteristic speed at

which roughness elements move in the dynamic boundary layer, and will be either be related

to the wave or ice speed in new MIZs. In situ measurements of turbulence dissipation profiles

across a range of conditions in newly formed sea ice allow parameterization of the effective

transfer velocities controlling TKE input rate. We have introduced a scaling parameter, W ,

which may be used to determine the dominant roughness elements controlling the rate of
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wind-work on the ocean, based on observed or estimated sea ice thickness and concentration,

wave height, and relative ice-ocean shear velocity. Energy input rate for turbulence generated

by wind may then be estimated using calibrated relationships determined by this study.

We do not observe under-ice dissipation values that exceed wind input rates in the

marginal ice zone, and as such we speculate that wave attenuation modulates turbulent

dissipation but does not cause it directly. In other words, local wind input may be more

important than dissipation of wave energy from remote sources (i.e. attenuation of swell

waves) for the generation of turbulence in thin, young MIZs.

These results build on those of Zippel and Thomson [2016] and others to provide param-

eterizations for near-surface turbulent dissipation in the marginal ice zone. These may be

applied for the purposes of estimating gas exchange, heat and momentum transport. Fur-

ther field and lab measurements of turbulent dissipation are necessary to improve physical

understanding of mechanisms and expand parameterizations to a wider variety of conditions.

In particular, different parameterizations will likely be necessary for older and thicker sea

ice, including brash ice, based on measurements in those conditions.
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Chapter 5

CONCLUSIONS
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5.1 Summary

The marginal ice zone is a challenging environment in which to make observations, and

observations during the autumn freeze-up are particularly rare. This dissertation contributes

to two main gaps in understanding: the influence of waves on sea ice formation, and the

impact of sea ice on waves and turbulence. The use of unique tools to observe the ‘new Arctic’

in autumn during the Sea State program provided insight into such wave-ice interactions.

Chapter 2 used a shipboard stereo video system to evaluate models for pancake sea ice

growth mechanisms. In Chapter 3, a sea ice melt episode was described using a large suite

of measurements characterizing the atmosphere, sea ice, and ocean. Chapter 4 described

the combined effect of the resulting sea ice and waves on near-surface turbulence generation.

The main findings from analysis of these observations are summarized here.

In Chapter 2, [Smith and Thomson, submitted] simultaneous estimates of wave and pan-

cake sea ice motion were used to show that relative ice motion can be described well by the

existing models. Shipboard stereo video resolves spatial and temporal changes in the wave

field, and is also used to quantify sea ice motion over time. The relative motion of sea ice is

typically an order of magnitude smaller than the mean orbital motion.

The results of this chapter provide important quantification of pancake growth, as obser-

vations of pancake sea ice are becoming more common [Thomson et al., 2017]. The rate of

lateral growth can be parameterized using the provided models with wave parameters and

skin temperature. Coupled wave-ice-ocean models that include floe size distribution [Roach

et al., 2018a, i.e.] may be able to predict and model pancake formation in the future. Ad-

ditionally, the models tested may be used to improve estimates of wave attenuation, as the

turbulence generated by relative motion of ice likely accounts for a majority of wave energy

loss.

Chapter 3 [Smith et al., 2018a] used a variety of observations spanning the atmosphere-

ice-ocean system to describe coupled changes in the ice and ocean resulting from a high wind

and wave event. Measurements centered on both the Eulerian and Lagrangian reference



123

frames were used to produce consistent heat and salt budgets. Despite strong losses of ocean

heat to the atmosphere, a significant amount of new pancake sea ice was melted by mixing

of ocean heat to the surface.

The evolution observed during the event in Chapter 3 is likely indicative of the effect the

changing wave climate and stored solar heat will have in the western Arctic Ocean. Compared

to prior observations showing melt of multi-year sea ice by entrainment of the near surface

temperature maximum [Jackson et al., 2012; Timmermans , 2015], the heat fluxes during

this event were much larger and more rapid. The large waves, which reached nearly 5 m,

enhanced ocean mixing levels above those resulting from wind alone. While almost all of the

heat entrained under multi-year floes went into ice melt, only 30-40% contributed to sea ice

melt under the pancake ice, with the remainder released to the atmosphere.

Chapter 4 [Smith and Thomson, 2019] used measurements of near-surface turbulence in

a range of wind, wave, and new ice conditions to show that the amount of near-surface

turbulence across the marginal ice zone can be parameterized using a relevant wind input

velocity. The speed of the wind input velocity is related to the speed of the primary roughness

elements. When waves are present, they provide the roughness for wind input and the input

velocity can be adjusted using bulk wave height and ice characteristics. When ice coverage

is high and waves are small, wind is input through the ice, and the relative ice-ocean velocity

is the relevant velocity scale.

The results of Chapter 4 indicate that the majority of the observed turbulence can be

accounted for by local wind input. In combination with the results from Chapter 2, this

suggests that the steepening of the waves by local wind input maintains wave attenuation

by generation of turbulence. An important consequences of this result is implied larger gas

exchange in marginal ice zones with waves, as the gas transfer is primarily controlled by the

turbulent kinetic energy dissipation rate [Bigdeli et al., 2018].
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5.2 Implications & Future Directions

A key message of this thesis is that surface waves are important to a variety of processes

in the Arctic Ocean MIZ during the autumn. Waves increase ice-ocean interaction, by

driving relative motion between the two and enhancing mixing of water from below the mixed

layer. They additionally increase the atmosphere-ocean interaction, by resulting in larger

near-surface turbulence than when waves are not present. Wave-ice interaction processes,

including those described here, are important to quantify in order to understand the seasonal

evolution of the Arctic system.

5.2.1 Wave attenuation in new ice

This work has partially addressed the question of what mechanisms dominate attenuation of

waves in pancake and frazil ice. In Chapter 2, rough estimates of dissipation due to floe-floe

collisions showed that it was orders of magnitude lower than observed dissipation of wave

energy. However, the dissipation due to ice-ocean turbulence accounts for a large portion of

wave attenuation, in agreement with recent work by Voermans et al. [2019]. This process is

likely maintained by the wind input, which was shown in Chapter 4 to be approximately in

balance with turbulent dissipation rates. The wind and waves are inevitably correlated; the

known equilibrium of wind and waves in open water is likely to persist in the MIZ, albeit

with modulation by the ice.

A suggested next step is to create an energy budget for the near-surface of the marginal

ice zone that simultaneously considers the wind and the waves. Voermans et al. [2019]

presented a simplified budget, in which all the dissipation in the near surface was assumed

to be a result of wave energy dissipation. While there was strong correlation between the two,

the turbulent dissipation was on average 1.5-2 times larger than that required to explain the

observed wave energy loss. The dissipation of turbulence in the near-surface is likely a result

of both local wind input and attenuation of non-local wind energy. In particular, it may

be illuminating to begin by more closely examining the evolution of near-surface turbulence
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as a function of wind and waves throughout Wave Experiment 3 (which was the subject of

Chapter 3). Insights from this experiment may then be used to expand to a more generalized

budget for the entire Sea State dataset.

The current state-of-the-art for forecasting waves in sea ice covered regions uses data-

driven models to predict frequency-dependent wave attenuation. Although these models are

able to reproduce trends in areas similar to those where observations have been made, they

are not reliable unless adequately calibrated. In order to improve predictions, we need better

parameterizations for the relevant mechanisms with thorough tuning. The work in Chapters

2 and 4 present approaches for parameterizing ice-ocean turbulence, floe-floe collisions, and

wind input, but additional observations are needed to parameterize remaining mechanisms.

5.2.2 Autumn ice melt

The increase in wave energy with decreasing ice cover [Thomson et al., 2018; Li et al., 2019b]

may suggest that melt events like that described in Chapter 3 will become more common

in future Arctic autumns. Timmermans et al. [2018] has recently found that the upper

ocean heat content in the Beaufort Sea has nearly doubled over the last three decades. The

fate of this upper ocean heat was a major motivation for a recent ONR research program,

‘Stratified Ocean Dynamics of the Arctic’ (SODA). Observations of near-surface mixing and

heat evolution from the process cruise in September 2018 may be used to understand the

relative role of wind and waves in mixing heat to the surface.

Additionally, analysis of satellite sea ice observations and wind and wave model reanalysis

could be used to explore how often heat release might cause autumn ice retreat events. This

may help to determine the probability of autumn sea ice retreat events, and correlation

with surface conditions. The near-surface ocean is currently not well enough resolved to

allow prediction from coupled models. Future improvement of high-resolution regional Arctic

models may allow forecasting of these events.
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5.2.3 Observational needs

One of the take-aways from this and other recent work is that the waves and sea ice are often

tightly coupled in the MIZ. Autonomous and remote methods for observing waves in sea

ice have been well validated, but a reliable method for characterizing sea ice over time and

space remains a key challenge. Improvements in sea ice observation techniques are critical to

furthering our understanding of waves in sea ice. Satellite remote sensing is able to quantify

sea ice concentration [Labe and National Center for Atmospheric Research Staff , 11 Sep

2017], and improvements are being made in measuring of thickness [Ricker et al., 2017;

Tietsche et al., 2018], but the resolution of these products are unlikely to be able to capture

the small-scale variation necessary for process studies. Local remote sensing platforms such

as UAVs [Li et al., 2019b; Williams et al., 2016] have been successful at using visible imagery

to classify and calculate coverage of local sea ice covers. Paired deployments of UAVs and

autonomous ocean platforms could provide unparalleled opportunities for characterization

of local conditions. The addition of other sensors to these platforms, such as stereo or IR

cameras, may be able to measure thickness and other ice properties. Alternatively, sea ice

thickness may be able to be quantified from buoy based methods, such as acoustic backscatter

(similar to the method used in Chapter 4).

Stereo video shows great potential as a tool for observing the spatial and temporal vari-

ation of waves in sea ice. The stereo video dataset utilized in Chapter 2 may be used to

provide further insight into pancake ice. Tracking individual floes between frames may help

constrain how much the motion of individual floes varies from the bulk values used here.

Similarly, automated identification of collision events would allow for testing of proposed

collision models, such as that in Herman [2018]. Further work with stereo instrumentation

and processing in sea ice will likely benefit from the progress being made for a range of ap-

plications in open ocean applications [e.g., Benetazzo et al., 2018a; Sutherland and Melville,

2013]. For example, cameras with larger frame of views, infrared capability, or higher pos-

sible sampling rates may improve measurements and resolution of processes. Additionally,
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cameras with larger sensors will improve performance in the low-light conditions common in

polar environments. With improved resolution, it may be possible to measure thickness of

pancake floes (in addition to radius and area) from a stereo camera [Rohith et al., 2009].

Similarly, autonomous systems designed for other open ocean environments are proving

promising for study in the new Arctic. The thick ice of the old Arctic is largely gone, and

measurements should focus on utilizing new observational platforms that are better adapted

to the thinner ice conditions that are now prevalent. Successful recent deployments of Liquid

Robotics Wavegliders and v4 SWIFT buoys in the Arctic have demonstrated the utility of

autonomous systems for observing processes at the air-sea-ice interface [Lee et al., 2017].

Additional adaptation of these instruments to address the extreme temperatures and icing

conditions of the Arctic would allow for even greater spatial and temporal coverage than is

traditionally possible from ship-based systems.

5.2.4 Antarctic sea ice

Although the focus of this work has been on understanding the importance of waves as a

new feature in the Arctic Ocean, many of the processes can be expected to apply to sea

ice-covered areas in the Antarctic as well. Due to the strong wave climate of the Southern

Ocean, waves and pancake ice have long been common in the Antarctic MIZ [Lange et al.,

1989]. As waves and sea ice floes both tend to be much larger in the Antarctic, stereo

video observations here will be useful for validation of models for pancake ice motion across

a broader parameter space. Typical Antarctic wave and ice characteristics suggest that

relative ice motions should be larger, and so more wave attenuation through generation of

turbulence may occur. Collisions are still not likely to be a significant source of attenuation,

but they clearly play an important role in the formation and growth of pancake ice.

The mechanisms associated with waves in sea ice may be particularly important for

understanding coastal polynyas, a number of which exist along the Antarctic coastlines.

Coastal polynyas are hotspots for sea ice production as a result of the cold temperatures and

strong katabatic winds. The role of waves in Antarctic polynyas may be studied in the future
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using a dataset I collected in April-May 2017 in the Terra Nova Bay polynya. SWIFT buoys

were deployed during and after katabatic wind events in the polynya. In particular, one

deployment during the peak of a katabatic wind event started with the buoy approximately

25 km from the coast in open water, and drifted with the wind and waves over about 12 hours

into recently formed sea ice about 65 km from the coast. Winds were between 15-20 m/s at

1-meter height throughout the event (Fig. 5.1). Preliminary analysis shows that the waves

were smaller than expected based on classic fetch scalings by the end of the deployment

(Fig. 5.1). This is likely explained by the increase of ice along the deployment track, which

was thickening and consolidating by the time of recovery. The decline of the winds over

the deployment period explain a small part of this result, but that is mostly accounted

for in the nondimensionalization. Throughout the entire event, the wave period was larger

than predicted by classic scalings. This is likely due to the preferential attenuation of high

frequencies by the newly formed ice, and may be enhanced by the extreme wind conditions.

In these types of conditions, the waves are expected to be driving the rapid formation and

growth of pancake sea ice. Additionally, waves are expected to transport ice away from the

polynya, allowing for continuous production of sea ice for the duration of wind events.

Although the MLD in the Antarctic is typically much deeper than in the Arctic, the

event described in Chapter 3 likely has analogies for the large, Southern Ocean waves at the

ice edge that can erode into the warm circumpolar deep water below. Stokes drift effects are

strongest in the Southern Ocean [Li et al., 2016] and are predicted to increase under future

climate scenarios [Breivik et al., 2019]. As a result, wave forcing in the Southern Ocean

near the ice edge accounts for a significant amount of mixed layer deepening. D’Asaro et al.

[2014] found that wave forcing via Langmuir Turbulence increases the depth by 10-25% in

the winter, when the MLD is typically around 100-150 meters. Wave activity is high and

stratification is somewhat weaker during this period, and as a result, waves play a much

larger role in deepening the mixed layer. During this period in particular, warmer water

trapped beneath the mixed layer may stall ice growth if entrained [Dong et al., 2008].



129

Figure 5.1: Preliminary analysis of SWIFT buoy observations during katabatic wind event in

Terra Nova Bay polynya. Upper panel shows time series of significant wave height (circles)

and wind speed at 1-m (triangles). Bottom plots show comparison of nondimensional fetch

with nondimensional wave parameters compared to classic open water scalings [dashed lines;

Young , 1999; Donelan et al., 1985]. Colors show hours since beginning of deployment.
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5.2.5 Final thoughts

Clearly, many open questions remain regarding the role of waves and mixing in autumn in

Polar Oceans, and more generally about interactions at the air-ice-ocean interface. In the

future, I plan to examine how heat is input through the ice and into the ocean during the

summer season in the Arctic Ocean. Heat absorption throughout summer has important

implications for summer ice melt, as well as determining the trajectory of autumn freeze-

up. Integrating modeling with observations will allow us to make targeted observations

addressing the largest needs identified to advance coupled models of the Arctic system.
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