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#### Abstract

This paper uses quick process machines to provide characterisations of computable randomness, Schnorr randomness and weak randomness. The quick process machine is a type of process machine first considered in work of Levin and Zvonkin. A new technique for building process machines and quick process machines is presented. This technique is similar to the KC theorem for prefix-free machines. Using this technique, a method of translating computable martingales to quick process machines is given. This translation forms the basis for these new randomness characterisations. Quick process machines are also used to provide characterisations of computable randomness, Schnorr randomness, and weak randomness in terms of truth-table reducibility.
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## 1. Introduction

Underlying the study of randomness is our intuition about how a random real number should behave. This intuition can be expressed through different perspectives such as:

- Compressibility - a real number is random if it is incompressible.
- Betting - a real number is random if a gambler could not make money betting on its bits.
- Test - a real number is random if it has no rare properties.

The first two perspectives use that fact that a real number can be represented by an infinite binary sequence. An intriguing aspect of the study of randomness, is that these perspectives, once formalised, often lead to equivalent definitions.

The betting perspective is typically formalised using martingales. This use of martingales has found widespread application. For example, Lutz pioneered the use of martingales to study the exponential time complexity classes [13]. In this paper, we show how to change between the betting perspective and the compressibility perspective by translating back and forth between martingales and a variant of process machines. This allows us to provide consistent compressibility based definitions of several types of randomness. The main theorems of this paper provide new characterisations of computable randomness, Schnorr randomness and weak randomness. The quick process machines that we will use come from work of Levin and Zvonkin [11].

Definition. A martingale is a function $d: 2^{<\omega} \rightarrow \mathbb{R}^{\geq 0}$ (where $2^{<\omega}$ is the set of all finite binary strings) such that for all $\sigma \in 2^{<\omega}$ we have

$$
\begin{equation*}
d(\sigma)=\frac{d(\sigma 0)+d(\sigma 1)}{2} \tag{1.1}
\end{equation*}
$$

[^0]A martingale is a strategy for betting of the bits of a real number. The martingale condition (1.1) ensures that the betting is fair. We say that a martingale succeeds on a real $\alpha$ if $\lim _{n \rightarrow \infty} d(\alpha \upharpoonright n)=+\infty$ (where $\alpha \upharpoonright n$ is the first $n$ bits of some binary representation of $\alpha$ ).

The idea is that a real number is not random if a gambler could make an infinite amount of money betting on the bits of the real number. For this to work, we need to place some effectivity constraints on the martingales, and potentially the speed at which the gambler makes money. By changing the constraints we get different notions of randomness.

There are a number of different randomness notions that we will investigate in this paper: Martin-Löf randomness, computable randomness, Schnorr randomness and weak randomness. These notions were originally defined in very different ways. However, they can all be characterised in terms of martingales. For simplicity, we will take these martingale characterisations as our definitions.

Definition. A function $h: \mathbb{N} \rightarrow \mathbb{N}$ is called an order function if it is computable, non-decreasing, and unbounded.
Definition. (1) A real $\alpha$ is Martin-Löf random if no computably enumerable martingale succeeds on $\alpha$.
(2) A real $\alpha$ is computably random if no computable martingale succeeds on $\alpha$.
(3) A real $\alpha$ is Schnorr random if for all computable martingales $d$, for all orders $h$, for almost all $n, d(\alpha \upharpoonright n)<h(n)$.
(4) A real $\alpha$ is weakly random if for all computable martingales $d$, for all orders $h$, there exists an $n, d(\alpha \upharpoonright n)<h(n)$.

Martin-Löf randomness and Schnorr randomness are both named after the people who first defined them [14,19]. The characterisation of Martin-Löf randomness in terms of martingales is due to Schnorr [19]. In the same paper Schnorr defined computable randomness. Schnorr argued that the effectivity requirements in the definition of computable randomness were insufficient. He suggested that to make the martingale truly effective, the gambler should be able to identify when they were winning. Weak randomness was first defined by Kurtz [9]. The characterisation in terms of martingales was established by Wang [23]. For a full discussion of the early history of this field see Downey and Hirschfeldt, or Li and Vitányi [5,12].

We can weaken the notion of martingale success as follows. We can say that a martingale $d$ succeeds on a real $\alpha$ if $\lim _{\text {sup }} d(\alpha \upharpoonright n)=+\infty$. Changing the definition of martingale success in this way does not alter the underlying notion of randomness. This is because given a $d$ that succeeds, in this weakened sense, on a real $\alpha$, another martingale $\widehat{d}$ can be defined such that $\lim _{n \rightarrow \infty} \widehat{d}(\alpha \mid n)=+\infty$. The definition of $\widehat{d}$ uses a technique known as the savings trick. Details of the savings trick can be found in Downey and Hirschfeldt, or Nies [5,16].

Initial work by Solomonoff, Kolmogorov and Chaitin showed that compressibility could be used to describe randomness for finite strings [2,8,22]. Following this, Levin and Schnorr showed that compressibility could be used to characterise Martin-Löf randomness [10,21]. Schnorr provided a characterisation in terms of process machines. In order to give this characterisation, first let us denote the set of all binary strings of length $n$, the set of all finite binary strings, and the set of all infinite binary strings, by $\{0,1\}^{n}, 2^{<\omega}$, and $2^{\omega}$ respectively. The empty string will be represented by $\lambda$. The relation $\preceq$ on $2^{<\omega} \times\left(2^{<\omega} \cup 2^{\omega}\right)$ is defined by $\sigma \preceq \tau$ if $\sigma$ is an initial segment of $\tau$. We say $\sigma \prec \tau$ if $\sigma \preceq \tau$ and $\sigma \neq \tau$. The relations $\succeq$ and $\succ$ are defined to be the inverse relations of $\preceq$ and $\prec$ respectively. If $\sigma$ is a finite string and $\tau$ a finite or infinite string, then we will write $\sigma \tau$ to represent the concatenation of $\sigma$ and $\tau$.

Definition. A process machine is a partial computable function $M: 2^{<\omega} \rightarrow 2^{<\omega}$ such that if $\tau \in \operatorname{dom}(M)$, and $\tau^{\prime} \preceq \tau$, then $\tau^{\prime} \in \operatorname{dom}(M)$ and $M\left(\tau^{\prime}\right) \preceq M(\tau)$.

This definition of a process machine was given by Levin and Zvonkin [11]. Independently to Levin and Zvonkin, Schnorr defined a very similar notion of a process machine [21]. In the Schnorr definition, it is not necessary for the domain of the process machine to be closed downwards i.e. a Schnorr process machine is a partial computable function $M: 2^{<\omega} \rightarrow 2^{<\omega}$ such that if $\tau, \tau^{\prime} \in \operatorname{dom}(M)$, and $\tau^{\prime} \preceq \tau$, then $M\left(\tau^{\prime}\right) \preceq M(\tau)$.

Given a process machine $P$, we call $\tau$ a $P$-description of $\sigma$ if $P(\tau)=\sigma$. We define the complexity of a string $\sigma$ with respect to $P$ in terms of its shortest $P$-description:

$$
C^{P}(\sigma)= \begin{cases}\min \{|\tau|: P(\tau)=\sigma\} & \text { if } \exists \tau \in 2^{<\omega}, P(\tau)=\sigma \\ \infty & \text { otherwise }\end{cases}
$$

Schnorr showed that a real $\alpha$ is Martin-Löf random if and only if for all process machines $P, C^{P}(\alpha \upharpoonright n) \geq n-O(1)$ [21]. Note that this theorem holds for both definitions of process machine. (For a discussion of the differences between the complexities induced by the different definitions of process machine see Day [3].) Levin also provided a similar characterisation using monotonic complexity [10].

Levin and Zvonkin defined a process machine $P$ as being applicable to a real number $\alpha$, if there was an order $h$ such that $|P(\alpha \upharpoonright n)| \geq h(n)$. We suggest the following name for a process machine that is applicable to all real numbers.

Definition. A process machine $P$ is a quick process machine, if it is total and there is an order function $h$ such that for all $\tau \in 2^{<\omega},|P(\tau)| \geq h(|\tau|)$.

By compactness, it is equivalent to require that $P$ is defined and unbounded in length, on the prefixes of any real. Given a quick process machine $P$, there is a simple procedure to determine the complexity of any string $\sigma$ with respect to $P$ i.e. $C^{P}(\sigma)$ is a computable function. This is due to a combination of the facts that $P$ is total and $h$ is an order function. Because $h$ is an order function, there are only finitely many strings in the domain of $P$ that could map to $\sigma$. Hence we can compute $P(\tau)$ for all strings $\tau$ such that $h(|\tau|) \leq|\sigma|$. If $\sigma$ has a $P$-description, it must be one of these strings, and thus we can compute the minimum length of a description.

In Theorem 2.13, a characterisation of computable randomness, Schnorr randomness, and weak randomness in terms of quick process machines is made. These are not the first compressibility characterisations of these types of randomness. Downey and Griffiths have characterised Schnorr randomness in terms of computable measure machines [6]. Mihailović provided a machine characterisation of computable randomness in terms of bounded measure machines [5]. Downey, Griffiths and Reid characterised weak randomness in terms of computably layered machines [7]. The value of these new characterisations lies in their simplicity and consistency.

A prefix-free machine, is a partial computable function $M: 2^{<\omega} \rightarrow 2^{<\omega}$ such that the domain of $M$ forms an anti-chain with respect to $\preceq$. One reason that prefix-free machines have been widely used in the study of randomness is the existence of the KC theorem [5]. ${ }^{1}$ The KC theorem provides a means of building prefix-free machines via requests. Given a computable sequence $S=\left(\sigma_{0}, n_{0}\right),\left(\sigma_{1}, n_{1}\right), \ldots$, such that $\sum_{i \in \mathbb{N}} 2^{-n_{i}} \leq 1$ (this sum is the weight of the requests), the KC theorem establishes the existence of a prefix-free machine $M$ such that for all $i \in \mathbb{N}$, there is some string $\tau_{i}$ of length $n_{i}$ such that $M\left(\tau_{i}\right)=\sigma_{i}$. In fact we can regard our sequence $S$ as returning a sequence $\tau_{0}, \tau_{1}, \ldots$ of pairwise incomparable descriptions where $\left|\tau_{i}\right|=n_{i}$. The KC theorem greatly simplifies the construction of prefix-free machines. Underlying Theorem 2.13 , is a new technique for building process machines. This technique can be thought of as a KC theorem for process machines. It allows process machines to be built by listing the strings that need descriptions, the description length and the relationship between described strings. This technique is presented in Theorems 2.2 and 2.3.

Demuth showed that there is a link between truth-table reducibility and randomness [4]. For an updated treatment of Demuth's theorem see Bienvenu and Porter [1]. We provide further evidence for this link. There is a close relationship between quick process machines and truth-table functionals. We use this relationship to provide truth-table reducibility characterisations of computable randomness, Schnorr randomness and weak randomness in Theorem 3.1.

## 2. Quick process machines and randomness

Our goal is to show that quick process machines can be used to characterise computable randomness, Schnorr randomness and weak randomness. This is due to the fact that quick process machines are very similar to martingales.

Proposition 2.1 shows how to construct a martingale from a quick process machine. This proof is essentially due to Levin (note that the relevant theorems in the paper of Levin and Zvonkin are attributed solely to Levin).

Proposition 2.1 (Levin [11]). For any quick process machine $P$, there is a computable martingale $d$ such that for all $\sigma, d(\sigma) \geq$ $2^{|\sigma|-C^{P}(\sigma)}$.

Proof. Let $P$ be a quick process machine with associated order function $h$. Define $g(n)=\min \{x: h(x)>n\}$. If $\tau \in\{0,1\}^{g(n)}$ then $|P(\tau)| \geq h(|\tau|)=h(g(n))>n$. We define a computable martingale $d$ as follows. First for any string $\sigma$ define $E_{\sigma}=\left\{\tau \in\{0,1\}^{g(|\sigma|)}: P(\tau) \succ \sigma\right\}$. Now define $d$ by

$$
d(\sigma)=\frac{\left|E_{\sigma}\right|}{2^{g(|\sigma|)-|\sigma|}}
$$

The function $d$ is computable because $P$ is total so $E_{\sigma}$ is computable for all $\sigma$. We will now show that $d$ is a martingale. First note that $d(\lambda)=1$ because $P$ is total. For any $\sigma, E_{\sigma 0}$ and $E_{\sigma 1}$ are disjoint because the strings $\sigma 0$ and $\sigma 1$ are incomparable and so no element of the range of $P$ can extend both of them. If $\tau \in E_{\sigma 0}$ we have that $\tau \upharpoonright g(|\sigma|) \in E_{\sigma}$ because $P(\tau \upharpoonright g(|\sigma|)) \preceq P(\tau), \sigma \preceq P(\tau)$ and $|\sigma|<|P(\tau \upharpoonright g(|\sigma|))|$ so $\sigma \prec P(\tau \upharpoonright g(|\sigma|))$. Similarly if $\tau \in E_{\sigma 1}$, then $\tau \upharpoonright g(|\sigma|) \in E_{\sigma}$.

Now if $\tau \in E_{\sigma}$, and $\tau^{\prime} \succeq \tau$ with $\left|\tau^{\prime}\right|=g(|\sigma|+1)$ then it must be that $\left|P\left(\tau^{\prime}\right)\right| \geq h\left(\left|\tau^{\prime}\right|\right)=h(g(|\sigma|+1))>|\sigma|+1$. Hence $\tau^{\prime} \in E_{\sigma 0} \cup E_{\sigma 1}$. Thus we have that $\left(\left|E_{\sigma 0}\right|+\left|E_{\sigma 1}\right|\right) 2^{g(|\sigma|)-g(|\sigma+1|)}=\left|E_{\sigma}\right|$. This gives us that

$$
d(\sigma)=\frac{\left|E_{\sigma}\right|}{2^{g(|\sigma|)-|\sigma|}}=\frac{\left|E_{\sigma 0}\right|+\left|E_{\sigma 1}\right|}{2^{g(|\sigma+1|)-|\sigma|}}=\frac{1}{2} \frac{\left|E_{\sigma 0}\right|+\left|E_{\sigma 1}\right|}{2^{g(|\sigma+1|)-(|\sigma|+1)}}=\frac{d(\sigma 0)+d(\sigma 1)}{2} .
$$

Assume $C^{P}(\sigma)=|\sigma|-c$, and $|\sigma|=n$. If so, for some $\tau$ with $|\tau|=n-c$, we have that $P(\tau)=\sigma$. This means that $h(|\tau|) \leq n$ and consequently that $g(n)>|\tau|$. If $\tau^{\prime} \succeq \tau$ with $\left|\tau^{\prime}\right|=g(n)$, then $P\left(\tau^{\prime}\right) \succ \sigma$ and so $\tau^{\prime} \in E_{\sigma}$. Hence $\left|E_{\sigma}\right| \geq 2^{g(n)-(n-c)}$. Thus

$$
d(\sigma)=\frac{\left|E_{\sigma}\right|}{2^{g(n)-n}} \geq 2^{c}=2^{|\sigma|-C^{P}(\sigma)}
$$

[^1]A similar result holds, by essentially the same proof, for process machines and left-c.e. martingales. Our next objective is to build a quick process machine from a martingale. While Levin showed how to build a process machine from a computable measure [11], Levin's objective was to show that any computable measure could be obtained using similar techniques to Proposition 2.1. The process machine Levin built was not total but instead applicable to a set of uniform measure 1. Further, Levin did not relate the complexity of a string $\sigma$ with respect to the process machine created, to the measure of the cylinder $\left\{\sigma \alpha: \alpha \in 2^{\omega}\right\}$.

Before showing how to build a quick process machine from a martingale, we will present a new technique for building process machines. The benefit of this technique is that it allows us to build process machines without worrying about which descriptions to use. Instead, like the KC theorem, we request a description length.
Definition. We call a partial computable function $f: \omega^{<\omega} \rightarrow 2^{<\omega} \times \mathbb{N}$ a process request function, if:
(1) The domain of $f$ is closed downwards;
(2) For all $\rho \in \operatorname{dom}(f), 2^{-f_{2}(\rho)} \geq \sum_{\rho x \in \operatorname{dom}_{(f)}} 2^{-f_{2}(\rho x)}$; and
(3) If $\rho_{1}, \rho_{2} \in \operatorname{dom}(f)$ and $\rho_{1} \prec \rho_{2}$, then $f_{1}\left(\rho_{1}\right) \preceq f_{1}\left(\rho_{2}\right)$, and $f_{2}\left(\rho_{1}\right)<f_{2}\left(\rho_{2}\right)$.

In this definition, $f_{1}$ and $f_{2}$ are the co-ordinate functions of $f$, and $\omega^{<\omega}$ is the set of all finite strings of elements of $\mathbb{N}$.
Item (1) means closure under prefixes. It is not necessary that $f(\rho 0)$ is defined if $f(\rho 1)$ is defined.
The idea behind this definition is the following. We want to represent the essential combinatorics of a process machine by a tree. Each node of the tree maps to a pair $(\sigma, n)$ where $\sigma \in 2^{<\omega}$ and $n \in \mathbb{N}$. When we turn this tree into a process machine, this node generates a description of $\sigma$ of length $n$. Suppose we have two nodes $\rho_{1}, \rho_{2}$. If $\rho_{1}$ is an initial segment of $\rho_{2}$, then the description generated by $\rho_{1}$ will be an initial segment of the description generated by $\rho_{2}$. We need the second condition so that the combined weight of the descriptions generated by the children of a node, does not exceed the weight of the description generated by the node itself. We need $f_{1}\left(\rho_{1}\right) \preceq f_{1}\left(\rho_{2}\right)$ in order to make a process machine. We will use the fact that $f_{2}\left(\rho_{1}\right)<f_{2}\left(\rho_{2}\right)$ in the proof of Theorem 2.2. Essentially this ensures that the mapping from elements in the domain of the process request function, to elements in the domain of the process machine is one-to-one.
Definition. A process machine $P$ implements a process request function $f$ if for all $\sigma \in 2^{<\omega}, C^{P}(\sigma)=\min \{n:(\sigma, n) \in$ $\operatorname{rng}(f)\}$.
Theorem 2.2. Any process request function is implemented by some process machine, and any process machine implements some process request function.
Proof. Given a process machine $P$, there is a natural process request function $f$ that $P$ implements. We define $f$ by $f(\tau)=(P(\tau),|\tau|)$. In this case we have $\operatorname{dom}(f)=\operatorname{dom}(P) \subseteq 2^{<\omega}$.

Given a process request function $f$, each node $\rho \in \operatorname{dom}(f)$ defines a prefix-free machine $M_{\rho}$ via the KC theorem in the following manner. Let $(v, n)=f(\rho)$. For any $x \in \mathbb{N}$, if $f(\rho x)$ halts, then let $\left(v \sigma_{x}, m_{x}+n\right)=f(\rho x)$ where $m_{x}>0$. If this occurs we add ( $\sigma_{x}, m_{x}$ ) to our KC request sequence. Condition (2) for $f$ to be a process request function ensures that the weight of the requests does not exceed 1 because

$$
1 \geq \sum_{\rho x \in \operatorname{dom}(f)} 2^{-\left(f_{2}(\rho x)-f_{2}(\rho)\right)}=\sum_{\rho x \in \operatorname{dom}(f)} 2^{-\left(m_{x}+n-n\right)}
$$

Given $\tau$ in the domain of $M_{\rho}$, we can determine the node $\rho x$ that made the request that returned $\tau$. We will call $\rho x$ the node associated with $\tau$ and $M_{\rho}$. In the verification we will make use of the fact that $f_{1}(\rho) M_{\rho}(\tau)=v \sigma_{x}=f_{1}(\rho x)$.

We will now build a process machine $P$ that implements $f$. If $f$ is the empty function, then so is $P$. Otherwise $f(\lambda)$ halts and so we can define $\tau_{0}=0^{f_{2}(\lambda)}$, and $P\left(\tau^{\prime}\right)=f_{1}(\lambda)$ for any $\tau^{\prime} \preceq \tau_{0}$.

We set $P(\tau)=\sigma$ if at any stage we find a decomposition of $\tau=\tau_{0} \tau_{1} \ldots \tau_{n}$, and a node $\rho \in \omega^{<\omega}$ of length $n-1$ with the following properties:
(1) For all $i \in\{0, \ldots, n-1\}$, $\tau_{i+1} \in \operatorname{dom}\left(M_{\rho \mid i}\right)$,
(2) For all $i \in\{0, \ldots, n-2\}, \rho \upharpoonright(i+1)$ is the node associated with $\tau_{i+1}$ and $M_{\rho \mid i}$, and
(3) $\sigma=f_{1}(\lambda) M_{\rho\lceil 0}\left(\tau_{1}\right) \ldots M_{\rho \upharpoonright(n-1)}\left(\tau_{n}\right)$.

Note that because $f_{2}$ is strictly increasing, for all $i \in\{1, \ldots, n\}, \tau_{i} \neq \lambda$.
To make $P$ a process machine, we need to close the domain of $P$ downwards. To achieve this, we also define $P\left(\tau^{\prime}\right)=$ $P\left(\tau_{0} \tau_{1} \ldots \tau_{n-1}\right)$ for all $\tau^{\prime}$ such that $\tau_{0} \ldots \tau_{n-1} \prec \tau^{\prime} \prec \tau$.

If $P$ fails to be a process machine, then there must be some $\tau, \pi$ added to the domain of $P$ with $\tau \preceq \pi$ such that $P(\tau) \npreceq P(\pi)$. Further we can assume that $\tau$ was not added to the domain of $P$ in order to close the domain downwards. Let us take the decompositions used by the construction to be $\tau=\tau_{0} \tau_{1} \ldots \tau_{m}$ and $\pi \succeq \pi_{0} \pi_{1} \ldots \pi_{n}$, where $P(\pi)=P\left(\pi_{0} \pi_{1} \ldots \pi_{n}\right)$.

By construction, $\tau_{0}=\pi_{0}=0^{f_{2}(\lambda)}$. Further, $\tau_{1}=\pi_{1}$ because $M_{\lambda}$ is a prefix-free machine. This also means that the node $\rho_{1}$ associated with $\tau_{1}$ and $M_{\lambda}$, is the same node associated with $\pi_{1}$ and $M_{\lambda}$. Hence $\tau_{2}=\pi_{2}$ because $M_{\rho_{1}}$ is a prefix-free machine. By repeating this argument we establish that $\pi \succeq \tau_{0} \ldots \tau_{m} \pi_{m+1} \ldots \pi_{n}$. This implies that

$$
P(\pi) \succeq f_{1}(\lambda) M_{\rho_{0}}\left(\tau_{1}\right) \ldots M_{\rho_{n-1}}\left(\tau_{n}\right)=P(\tau)
$$

contracting our assumption that $P$ was not a process machine. Note that because for all $i>0, \pi_{i} \neq \lambda$, the decomposition of $\sigma$ is unique. This means that $P(\sigma)$ is defined at most once during the construction.

We will now verify that $P$ implements $f$. Let $\tau_{0}=0^{f_{2}(\lambda)}$. Let $\rho \in \operatorname{dom}(f)$, and let $(\sigma, n)=f(\rho)$. For $i \in \mathbb{N}, 0 \leq i<|\rho|$, for each machine $M_{\rho \mid i}$ let $\tau_{i+1}$ be the element of the domain of this machine such that the node $\rho \upharpoonright(i+1)$ is associated with $\tau_{i+1}$ and $M_{\rho \mid i}$. For all such $i, f_{1}(\rho \upharpoonright i) M_{\rho \mid i}\left(\tau_{i+1}\right)=f_{1}(\rho \upharpoonright(i+1))$. Hence we have that $f_{1}(\lambda) M_{\rho \mid 0}\left(\tau_{1}\right) \ldots M_{\rho \upharpoonright(|\rho|-1)}\left(\tau_{|\rho|}\right)=$ $f_{1}(\rho)=\sigma$. Thus $P\left(\tau_{0} \tau_{1} \ldots \tau_{n}\right)=\sigma$, and

$$
\sum_{i=0}^{|\rho|}\left|\tau_{i}\right|=f_{2}(\lambda)+\sum_{i=1}^{|\rho|}\left(f_{2}(\rho \upharpoonright i)-f_{2}(\rho \upharpoonright(i-1))\right)=f_{2}(\rho)=n
$$

The proof shows that the implementation is uniform; given an index for a process request function $f$, we can compute an index for a process machine $P$ that implements $f$.

We can do a similar thing for quick process machines. The first two conditions below ensure that the quick process machine we create is total. The third condition ensures that once we build a process machine there is some order function $h$ such that for all $\tau \in 2^{<\omega},|P(\tau)| \geq h(|\tau|)$.
Definition. A process request function $f$ is a quick process request function if:
(1) $\operatorname{dom}(f)$ is finitely branching,
(2) For all $n \in \mathbb{N}, \sum_{\rho \in \operatorname{dom}(f),|\rho|=n} 2^{-f_{2}(\rho)}=1$,
(3) For some order $h$, for all $\rho \in \operatorname{dom}(f),\left|f_{1}(\rho)\right| \geq h(|\rho|)$.

Theorem 2.3. Any quick process request function is implemented by a quick process machine, and any quick process machine implements a quick process request function.
Proof. Given a quick process machine $P$, the natural quick process request function that $P$ implements is again defined by $f(\tau)=(P(\tau),|\tau|)$.

Given a quick process request function $f$, we use Theorem 2.2 to construct a process machine $P$. The additional conditions on $f$, that $\operatorname{dom}(f)$ is finitely branching, and for all $n \in \mathbb{N}, \sum_{\rho \in \operatorname{dom}(f),|\rho|=n} 2^{-f_{2}(\rho)}=1$ ensure that $P$ is total.

Let $l(x)=\max \left\{f_{2}(\rho):|\rho|=x\right.$ and $\left.\rho \in \operatorname{dom}(f)\right\}$. This function is computable because the domain of $f$ is computable and finitely branching. If $|\tau| \geq l(x)$, then for some $\tau^{\prime} \preceq \tau$ we have that $P\left(\tau^{\prime}\right)=f_{1}(\rho)$ for some $\rho$ of length $x$. This follows from condition 2 for $f$ to be a quick process request function. This means that $|P(\tau)| \geq\left|f_{1}(\rho)\right| \geq h(x)$.

We can define another order function $h^{\prime}$ by $h^{\prime}(n)=\max \{x: l(x) \leq n\}$. As $|\tau| \geq l\left(h^{\prime}(|\tau|)\right)$, we have that $|P(\tau)| \geq$ $h\left(h^{\prime}(|\tau|)\right)$ and because $h \circ h^{\prime}$ is also an order function, $P$ is a quick process machine.

We will now present a method for translating from computable martingales to quick process machines. One difficulty is that, when running a computable martingale, the value of $d(\sigma)$ can increase at any stage, albeit by a very small amount. However, we can avoid this issue by using the following result of Schnorr [20].
Proposition 2.4 (Schnorr). If $d$ is a computable martingale, then there exists a computable martingale $\widehat{d}$ such that for all $\sigma \in 2^{<\omega}$ :
(1) $d(\sigma) \leq \widehat{d}(\sigma) \leq d(\sigma)+2$; and
(2) $\widehat{d}(\sigma)$ is a computable dyadic rational i.e. there is an integer pair $(n, z)$ uniformly computable from $\sigma$ such that $\widehat{d}(\sigma)=n 2^{z}$.

From now on we will assume that all our martingales $d$ are dyadic rational valued, and further that $d(\lambda)=1$. Given a martingale, we can define its measure precision function $r: \mathbb{N} \rightarrow \mathbb{N}$ by

$$
r(n)=\min \left\{m \in \mathbb{N}: \forall \sigma \in 2^{<\omega},|\sigma|=n \Rightarrow d(\sigma) \cdot 2^{-|\sigma|} \text { is an integer multiple of } 2^{-m}\right\}
$$

We call this the measure precision function because there is a standard transformation from a martingale to a measure on $2^{\omega}$ by taking, for any finite string $\sigma$, the measure of the basic open set $\left\{\alpha \in 2^{\omega}: \sigma \prec \alpha\right\}$ to be $d(\sigma) \cdot 2^{-|\sigma|}$. The measure precision function of a computable martingale is computable. We will also make use of the following lemma.
Lemma 2.5. Let $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be a tuple of positive integers and $m \in \mathbb{N}$ such that $m \leq a_{i}$ for all $1 \leq i \leq n$. If $\sum_{i=1}^{n} 2^{-a_{i}} \geq 2^{-m}$, then for some $J \subseteq\{1, \ldots, n\}$ we have that $\sum_{i \in J} 2^{-a_{i}}=2^{-m}$.
Proof. We can assume that the elements of the tuple are non-decreasing. Consider the partial sum $S_{k}=\sum_{i=1}^{k} 2^{-a_{i}}$. $S_{1} \leq 2^{-m}$. If $S_{k}<2^{-m}$, it must be that $S_{k} \leq 2^{-m}-2^{-a_{k}}$ (as $S_{k}$ is some integer multiple of $2^{-a_{k}}$ ). As $a_{k+1} \geq a_{k}$, so $S_{k+1} \leq 2^{-m}$. Hence for the least $k$ such that $S_{k} \geq 2^{-m}$, it must be that $S_{k}=2^{-m}$.

Given a computable martingale $d$, it may not be possible to find a quick process machine $P$, such that for all strings $\sigma$, $C^{P}(\sigma)=^{+}|\sigma|-\lfloor\log d(\sigma)\rfloor$. For example, consider the martingale defined by $d(\sigma)=2^{n}$ if $\sigma=1^{n}$ for some $n$, and $d(\sigma)=0$ otherwise. In this example, for any $n,\left|1^{n}\right|-\left\lfloor\log d\left(1^{n}\right)\right\rfloor=0$ and a process machine has only one description of length 0 . The problem with this example is that the martingale wins too quickly on the sequence $1^{\omega}$. We will restrict ourselves to martingales that do not win "too quickly" on any sequence.

Our objective is to determine an infinite set $M$, and build a quick process machine $P$ such that for all strings $\sigma$ such that $|\sigma| \in M, C^{P}(\sigma)=|\sigma|-\lfloor\log d(\sigma)\rfloor$. We will take $M$ to be the range of a strictly increasing computable function. Given a
computable martingale $d$ with measure precision function $r$, we will say that a strictly increasing computable function $m$ is a selection function for $d$ if:
(1) For all $n \in \mathbb{N}, m(n+1) \geq r(m(n))+n+2$; and
(2) For all $n \in \mathbb{N}$, for all $\sigma \in 2^{<\omega},|\sigma|=m(n) \Rightarrow d(\sigma) \leq 2^{n}$.

Proposition 2.6. Let $d$ be a computable martingale and let $m$ be a selection function for $d$. There exists a quick process machine $P$ such that for all $\sigma \in 2^{<\omega}$ with $|\sigma| \in \operatorname{rng}(m), C^{P}(\sigma)=|\sigma|-\lfloor\log d(\sigma)\rfloor$.
Proof. We will assume that $m(0)=0$ as this simplifies the exposition of the proof, and this is all we will need later. We construct $P$ using a quick process request function $f$. Let $r$ be the measure precision function for $d$. At stage $s$ in the construction we will define $f$ on all strings $\rho$ in the domain of $f$ of length $s$. We will prove that the function $f$ has the property that if $f(\rho)=(\sigma, x)$ with $|\rho|=n+1$, then $|\sigma|=m(n+1)$ and $r(m(n))<x \leq r(m(n+1))$. As $m(n+1)$ is defined to be larger than $r(m(n))$, this allows us to request short descriptions of strings of length $m(n+1)$ if necessary.

At stage 0 , we set $f(\lambda)=(\lambda, 0)$. At stage $s+1$, for all $\sigma \in 2^{<\omega}$ such that $|\sigma|=m(s)$, we let $E_{\sigma}=\left\{\rho \in \omega^{s}: f_{1}(\rho)=\sigma\right\}$. We make the following inductive assumptions on the construction:
(1) For all $\rho \in E_{\sigma}, f_{2}(\rho) \leq r(m(s))$; and
(2) $\sum_{\rho \in E_{\sigma}} 2^{-f_{2}(\rho)}=d(\sigma) 2^{-|\sigma|}$.

If $s=0$, then $E_{\lambda}=\{\lambda\}$ and the inductive assumptions hold.
Choose $\sigma \in\{0,1\}^{m(s)}$. Let $\sigma_{0}, \ldots, \sigma_{n}$ be all extensions of $\sigma$ of length $m(s+1)$. Now as $d$ is a dyadic rational valued martingale, for each $i$, there is some finite set of integers $A_{i}$ such that

$$
\begin{equation*}
\sum_{a \in A_{i}} 2^{-a}=d\left(\sigma_{i}\right) 2^{-\left|\sigma_{i}\right|} \tag{2.1}
\end{equation*}
$$

Hence by applying the martingale condition and the second inductive assumption:

$$
\sum_{i=0}^{n} \sum_{a \in A_{i}} 2^{-a}=\sum_{i=0}^{n} d\left(\sigma_{i}\right) 2^{-\left|\sigma_{i}\right|}=d(\sigma) 2^{-|\sigma|}=\sum_{\rho \in E_{\sigma}} 2^{-\left|f_{2}(\rho)\right|}
$$

Fix an $i$, and fix any $a \in A_{i}$. We want to show that $r(m(s))<a \leq r(m(s+1))$. First $a \leq r(m(s+1))$ because $r$ is a measure precision function for $d$. Hence $d\left(\sigma_{i}\right) 2^{-\left|\sigma_{i}\right|}$ is an integer multiple of $2^{-r(m(s+1))}$ and thus $a \leq r(m(s+1))$. By (2.1), $2^{-a} \leq d\left(\sigma_{i}\right) 2^{-\left|\sigma_{i}\right|}$. Further as $d\left(\sigma_{i}\right) \leq 2^{s+1}$ (the second condition for $m$ to be a selection function), we have that $2^{-a} \leq 2^{s+1-\left|\sigma_{i}\right|}$. Hence $a \geq\left|\sigma_{i}\right|-s-1=\bar{m}(s+1)-s-1>r(m(s))$ (the last inequality follows from the first condition for $m$ to be a selection function). Let $I=\left\{(i, a): 0 \leq i \leq n, a \in A_{i}\right\}$ be an index set for the finite sets $A_{i}$. If $\rho \in E_{\sigma}$, then $f_{2}(\rho) \leq r(m(s))<\min A_{i}$. Hence by Lemma 2.5, we can partition $I$ into subsets $S_{\rho}$ for each $\rho \in E_{\sigma}$, such that

$$
\begin{equation*}
\sum_{(i, a) \in S_{\rho}} 2^{-a}=2^{-f_{2}(\rho)} \tag{2.2}
\end{equation*}
$$

Now for each such $\rho$, we define $f(\rho\langle i, a\rangle)=\left(\sigma_{i}, a\right)$ if $(i, a) \in S_{\rho}$ (where $\left\langle_{-},{ }_{-}\right\rangle$is a computable bijection between $\mathbb{N} \times \mathbb{N}$ and $\mathbb{N}$ ). We repeat this step for all $\sigma$ of length $m(s)$. Once this has been done for all such $\sigma$, we move to the next stage. Note that our first construction assumption is maintained because $f_{2}(\rho x) \leq \max \{a:(i, a) \in I\} \leq r(m(s+1))$. Our second construction assumption is maintained because of (2.1) and that every element of $A_{i}$ generates a new node in the domain of $f$.

This completes the definition of $f$. First we need to verify that $f$ is a quick process request function. This construction ensures that the domain of $f$ is closed downwards, and that each node is finitely branching (as the index set $I$ is always finite). Additionally $f_{1}$ is strictly increasing because $m$ is strictly increasing, and $f_{2}$ is strictly increasing because $f_{2}(\rho) \leq$ $r(m(|\rho|))<f_{2}(\rho x)$ for any $x \in \mathbb{N}$ with $\rho x \in \operatorname{dom}(f)$. Eq. (2.2) ensures that we meet condition 2 for $f$ to be a process request function and this along with the fact that $f_{2}(\lambda)=0$ implies we meet condition 2 for $f$ to be a strict process request function. From $f$, we can construct a quick process machine $P$ using Theorem 2.3.

Now $P$ has the desired property because for any $n$, take any $\sigma$ with $|\sigma|=m(n)$. Let $A$ be the set of integers used for $\sigma$ in (2.1). If $a \in A$, then there is some description $\tau$ such that $P(\tau)=\sigma$ and $|\tau|=a$. For (2.1) to hold, it must be that $|\sigma|-\lfloor\log d(\sigma)\rfloor \in A$.

The above construction has an additional property that will be useful when we consider truth-table reductions.
Lemma 2.7. Let $\alpha \in 2^{\omega}$, let $d$ be a computable martingale and let $m$ be a selection function for $d$. Let $P$ be the quick process machine created by an application of Proposition 2.6. Then the set $\left\{\tau: \exists n, c \in \mathbb{N} P(\tau)=\alpha \upharpoonright m(n)\right.$ and $\left.d(\alpha \upharpoonright m(n))=2^{c}\right\}$ is a chain with respect to $\preceq$.
Proof. Assume that there exists $\tau_{1}, \tau_{2}$ such that $P\left(\tau_{1}\right)=\alpha \upharpoonright m\left(n_{1}\right)$ and $P\left(\tau_{2}\right)=\alpha \upharpoonright m\left(n_{2}\right)$ with $n_{1} \leq n_{2}$ and $d\left(\alpha \upharpoonright m\left(n_{1}\right)\right)=2^{c}$ for some $c \in \mathbb{N}$.

Now by construction, there is some initial segment $\tau \preceq \tau_{2}$ such that $|P(\tau)|=m\left(n_{1}\right)$ and hence because $P$ is a process machine we have that $P(\tau)=\alpha \upharpoonright m\left(n_{1}\right)$.

At stage $n_{1}$ of the construction, we have that $\alpha \upharpoonright m\left(n_{1}\right)=\sigma_{i}$ for some $i$. Now because $d\left(\alpha \upharpoonright m\left(n_{1}\right)\right)=2^{c}$, we have that $\left|A_{i}\right|=1$. Hence $\tau_{1}$ is the unique element in $2^{<\omega}$ such that $P\left(\tau_{1}\right)=\alpha \upharpoonright m\left(n_{1}\right)$. Thus $\tau_{1}=\tau \preceq \tau_{2}$.

We can use Proposition 2.6 to build a quick process machine that turns high martingale values into short descriptions. While this proposition only works for martingales with selection functions, we will show that this is not a significant limitation for our purposes. First we consider the case of Schnorr randomness and weak randomness.
Proposition 2.8. Let $d$ be a computable martingale and let $h$ be a computable order. There exists a computable martingale $\widehat{d}$ and $m$, a selection function for $\widehat{d}$, such that for all $\alpha \in 2^{\omega}$ :
(1) $\forall n d(\alpha \upharpoonright n) \geq h(n) \Rightarrow \forall n \widehat{d}(\alpha \upharpoonright m(n))=2^{n}$; and
(2) $\exists^{\infty} n d(\alpha \upharpoonright n) \geq h(n) \Rightarrow \exists^{\infty} n \widehat{d}(\alpha \upharpoonright m(n))=2^{n}$.

Proof. We build $\widehat{d}$ by adopting the betting strategy of $d$ unless this strategy would force $\widehat{d}(\sigma)>2^{n}$ for some string $\sigma$ of length $m(n)$. In this case, we restrain the betting so that $\widehat{d}(\sigma)=2^{n}$.

We construct $\widehat{d}$ and $m$ as follows. At stage 0 , define $m(0)=0$ and $\widehat{d}(\lambda)=1$. At stage $s+1$, define

$$
m(s+1)=\max \left\{r(m(s))+s+2, \min \left\{x: h(x) \geq 2^{m(s)+s+1}\right\}\right\}
$$

For all $\sigma \in 2^{<\omega}$ such that $m(s)<|\sigma| \leq m(s+1)$, we inductively define $\widehat{d}(\sigma)$ by

$$
\widehat{d}(\sigma i)= \begin{cases}2^{s+1} & \text { if } d(\sigma i) \cdot \frac{\widehat{d}(\sigma)}{d(\sigma)} \geq 2^{s+1} \\ 2 \widehat{d}(\sigma)-2^{s+1} & \text { if } d(\sigma(1-i)) \cdot \frac{\widehat{d}(\sigma)}{d(\sigma)} \geq 2^{s+1} \\ d(\sigma i) \cdot \frac{\widehat{d}(\sigma)}{d(\sigma)} & \text { otherwise }\end{cases}
$$

To verify the construction first note that the construction ensures that $m$ is a selection function for $\widehat{d}$. Now consider if for all $n, d(\alpha \upharpoonright n) \geq h(n)$. First we have that $\widehat{d}(\alpha \upharpoonright m(0))=\widehat{d}(\lambda)=2^{0}$. Second if $\widehat{d}(\alpha \upharpoonright m(n))=2^{n}$, then by definition of $m$,

$$
d(\alpha \upharpoonright m(n+1)) \cdot \frac{\widehat{d}(\alpha \upharpoonright m(n))}{d(\alpha \upharpoonright m(n))} \geq h(m(n+1)) \cdot \frac{2^{n}}{2^{m(n)}}>2^{n+1}
$$

This means that $\widehat{d}(\alpha \upharpoonright m(n+1))=2^{n+1}$.
Now assume that there are infinitely many $n$ such that $d(\alpha \upharpoonright n) \geq h(n)$. To show that there are infinitely many $n$ such that $\widehat{d}(\alpha \upharpoonright m(n))=2^{n}$, it is sufficient to show that for any $c$, there exists an $n$ and an $s$ such that $d(\alpha \upharpoonright n) \geq 2^{s+c}$ and $m(s) \leq n<m(s+1)$. From this it follows that the construction must restrain the martingale along $\alpha$ infinitely often, and hence for infinitely many $n, \widehat{d}(\alpha \upharpoonright m(n))=2^{n}$. Fix any $c$ and choose $s$ and $n$ such that $c \leq m(s-1), m(s) \leq n<m(s+1)$ and $d(\alpha \upharpoonright n) \geq h(n)$. It follows that

$$
d(\alpha \upharpoonright n) \geq h(m(s)) \geq 2^{m(s-1)+s}=2^{c+s} .
$$

Corollary 2.9. (1) If $\alpha$ is not Schnorr random, then there exists a quick process machine $P$ and a strictly increasing computable function $m$ such that $\exists^{\infty} n C^{P}(\alpha \upharpoonright m(n))=m(n)-n$.
(2) If $\alpha$ is not weakly random, then there exists a quick process machine $P$ and a strictly increasing computable function $m$ such that $\forall n C^{P}(\alpha \upharpoonright m(n)) \leq m(n)-n$.
Proof. These results follow from combining Propositions 2.6 and 2.8.
To establish a similar result for computable randomness, we need to vary the construction slightly. In the previous proposition, there was an order function that told us what value the martingale "should" have. In that situation we were able to fix a single value at each stage of the construction and prevent the martingale exceeding this value. For the case of computable randomness, we cannot do this because the martingale may win very slowly. However, we can construct a suitable martingale $\widehat{d}$ by restraining the betting the first time a martingale exceeds $2^{n}$, for any $n$, along any path.
Proposition 2.10. Let $d$ be a computable martingale. There exists a computable martingale $\widehat{d}$ and $m$, a selection function for $\widehat{d}$, such that for all $\alpha \in 2^{\omega}$, if $d$ succeeds on $\alpha$ then $\forall c \exists n \widehat{d}(\alpha \upharpoonright m(n))=2^{c}$.
Proof. We construct $\widehat{d}$ and $m$ as follows. At stage 0 , define $m(0)=0$ and $\widehat{d}(\lambda)=1$. At stage $s+1$, define

$$
m(s+1)=r(m(s))+s+2
$$

For all $\sigma \in 2^{<\omega}$ such that $|\sigma|=m(s)$, let $n_{\sigma}=\min \left\{n\right.$ : for all $\left.\tau \preceq \sigma, 2^{n}>\widehat{d}(\tau)\right\}$. We inductively define $\widehat{d}\left(\sigma^{\prime} i\right)$ for all $i \in\{0,1\}$ and all $\sigma^{\prime} \succeq \sigma$ with $\left|\sigma^{\prime}\right|<m(s+1)$ as follows.

$$
\widehat{d}\left(\sigma^{\prime} i\right)= \begin{cases}2^{n_{\sigma}} & \text { if } \widehat{d}\left(\sigma^{\prime}\right) \cdot \frac{d\left(\sigma^{\prime} i\right)}{d\left(\sigma^{\prime}\right)} \geq 2^{n_{\sigma}} \\ 2 \widehat{d}\left(\sigma^{\prime}\right)-2^{n_{\sigma}} & \text { if } \widehat{d}\left(\sigma^{\prime}\right) \cdot \frac{d\left(\sigma^{\prime}(1-i)\right)}{d\left(\sigma^{\prime}\right)} \geq 2^{n_{\sigma}} \\ \widehat{d}\left(\sigma^{\prime}\right) \cdot \frac{d\left(\sigma^{\prime} i\right)}{d\left(\sigma^{\prime}\right)} & \text { otherwise. }\end{cases}
$$

Observe that $\widehat{d}$ is a martingale. This can be proved by induction over the stages of the construction and over the length of $\sigma^{\prime}$ at each stage. The martingale $\widehat{d}$ is attempting to follow the betting strategy of $d$ above $\sigma$.

To verify the construction we observe that if $d$ succeeds on $\alpha$, then the construction of $\widehat{d}$ will enforce that for all $c$ there exists an $n, \widehat{d}(\alpha \upharpoonright m(n))=2^{c}$. Otherwise, we would have that both $\lim _{\text {sup }} \widehat{d}(\alpha \upharpoonright n)$ is bounded above and that $\widehat{d}(\alpha \upharpoonright n) \geq a \cdot d(\alpha \upharpoonright n)$ for some positive rational $a$.

Corollary 2.11. If $\alpha$ is not computably random, there exists a quick process machine $P$ such that for all $c$, there exists some $n$ with $C^{P}(\alpha \mid n)=n-c$.
Proof. Combine Propositions 2.6 and 2.10.
We are now able to provide characterisations of computable randomness, Schnorr randomness and weak randomness in terms of quick process machines. First we establish the following lemma.
Lemma 2.12. If $m$ is a strictly increasing computable function, $d$ a computable martingale and $\alpha \in 2^{\omega}$ such that for all $n$, $d(\alpha \mid m(n)) \geq 2^{n}$, then $\alpha$ is not weakly random.
Proof. Construct a computable martingale $\widehat{d}$ from $d$ by following the betting strategy of $d$ except that whenever $\widehat{d}$ 's unbanked capital exceeds 2 along some path, $\widehat{d}$ banks half its unbanked capital and only bets with the remaining half. This ensures that the amount of unbanked capital that $\widehat{d}$ has along any path never exceeds 4 . This means that at $\alpha \upharpoonright m(n)$, the martingale $\widehat{d}$ must have banked capital at least $n-2$ times and so $\hat{d}(\alpha \upharpoonright m(n)) \geq n-2$.
Theorem 2.13. (1) A real $\alpha$ is not computably random if and only if there exists a quick process machine $P$, such that

$$
\forall c \exists n C^{P}(\alpha \upharpoonright n) \leq n-c .
$$

(2) A real $\alpha$ is not Schnorr random if and only if there exists a quick process machine $P$, and a strictly increasing computable function $m$, such that

$$
\exists^{\infty} n C^{P}(\alpha \upharpoonright m(n)) \leq m(n)-n .
$$

(3) A real $\alpha$ is not weakly random if and only if there exists a quick process machine $P$, and a strictly increasing computable function $m$ such that

$$
\forall n C^{P}(\alpha \upharpoonright m(n)) \leq m(n)-n .
$$

Proof. The left to right directions are just Corollaries 2.9 and 2.11 restated. For the right to left direction, given such a quick process machine $P$, we use Proposition 2.1 to build a martingale $d$. Now $d(\alpha \upharpoonright n) \geq 2^{n-C^{P}(\alpha \mid n)}$. Hence if $\forall c \exists n C^{P}(\alpha \upharpoonright n) \leq$ $n-c$, we have that $\alpha$ is not computably random.

If for some strictly increasing computable $m, \exists^{\infty} n C^{P}(\alpha \upharpoonright m(n)) \leq m(n)-n$, then let $h(x)=\max \left\{\{0\} \cup\left\{2^{n}: m(n) \leq x\right\}\right\}$. For infinitely many $n, d(\alpha \upharpoonright m(n)) \geq 2^{n}=h(m(n))$ and so $\alpha$ is not Schnorr random.

Finally assume for some strictly increasing computable $m, \forall n C^{P}(\alpha \mid m(n)) \leq m(n)-n$. In this case, for all $n$, $d(\alpha \upharpoonright m(n)) \geq 2^{n}$ and so by Lemma 2.12, $\alpha$ is not weakly random.

## 3. Quick process machines and truth-table functionals

There is a simple technique to translate between truth-table functionals and quick process machines that allows further characterisations of computable randomness, Schnorr randomness and weak randomness in terms of truth-table reducibility. However, for these characterisations to hold, we need to be careful about how we define the use of a truthtable reduction. Nerode observed that a truth-table reduction can be regarded as a Turing reduction that is total on all oracles [15]. This result is also attributed to Trakhtenbrot [17]. We will take this as our definition of a truth-table reduction. Given a truth-table reduction $\Phi$ we now define $\phi^{\alpha}(n)$ to be the largest query made of the oracle $\alpha$ during the computation of $\Phi^{\alpha}(m)$ for any $m \leq n$.
Theorem 3.1. (1) A real $\alpha$ is not computably random if and only if there exists a truth-table functional $\Phi$, and $\beta \in 2^{\omega}$, such that $\Phi^{\beta}=\alpha$ and $\forall c \exists n \phi^{\beta}(n) \leq n-c$.
(2) A real $\alpha$ is not Schnorr random if and only if there exists a truth-table functional $\Phi, \beta \in 2^{\omega}$, and a strictly increasing computable function $m$ such that $\Phi^{\beta}=\alpha$ and $\exists^{\infty} n \phi^{\beta}(m(n)) \leq m(n)-n$.
(3) A real $\alpha$ is not weakly random if and only if there exists a truth-table functional $\Phi, \beta \in 2^{\omega}$, and a strictly increasing computable function $m$ such that $\Phi^{\beta}=\alpha$ and $\forall n \phi^{\beta}(m(n)) \leq m(n)-n$.
Proof. The right to left direction of the above statements can be established by constructing a martingale $d$ from a truthtable functional $\Phi$ as follows. Let $d(\sigma)=\mu\left\{\alpha: \Phi^{\alpha} \succeq \sigma\right\} \cdot 2^{|\sigma|}$. The fact that $\Phi$ is total on all oracles makes $d$ computable. Now if $\Phi^{\beta}=\alpha$, then we have that $d(\alpha \upharpoonright n) \geq 2^{n-\phi^{\beta}(n)}$. The right to left direction for (1) and (2) follow immediately. For (3) an application of Lemma 2.12 is needed.

To establish the left to right direction, given a quick process machine $P$, we define a truth-table functional $\Phi$ that computes $\Phi^{\alpha}(n)$ by finding the shortest initial segment of $\tau$ of $\alpha$ such that $|P(\tau)|>n$ and setting $\Phi^{\alpha}(n)$ to be the $(n+1)$ th bit of this output.

Now if $\alpha$ is not computably random, then by Corollary 2.11, there is some quick process machine $P$ such that $\forall c \exists n$ $C^{P}(\alpha \mid n)=n-c$. Further by applying Lemma 2.7 , for all $c$, we can take some $\tau_{c}$ with $P\left(\tau_{c}\right)=\alpha \mid\left(\left|\tau_{c}\right|+c\right)$ and that $\left\{\tau_{c}: c \in \mathbb{N}\right\}$ is a chain. Let $\beta=\bigcup_{c} \tau_{c}$. Thus $\Phi^{\beta}=\alpha$ and $\phi^{\beta}\left(\left|P\left(\tau_{c}\right)\right|-1\right) \leq\left|P\left(\tau_{c}\right)\right|-c$. Similarly if $\alpha$ is Schnorr random or weakly random.

The author would like to note that this characterisation of computable randomness in terms of truth-table reducibility has been independently arrived at by Bienvenu and Porter [18].
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