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ABSTRACT

The estimation of strong-motion characteristics is important for engineering design. Such an esti-

mation, often in terms of peak ground acceleration and spectral ordinates, is usually based on the

combination of physical models that describe the process with observed ground motions recorded

during earthquakes.

A multitude of results have been derived over the past thirty years, based on different models

and different quantities and qualities of input data. However, there is still little consensus on their

validity and on the associated uncertainties which are important for the estimation of expected

ground motions in design.

This thesis describes investigations of whether best use is being made of the strong-motion ob-

servations now becoming available, given the assumptions underlying the relationships to estimate

ground motions, in the hope that this estimation can be improved. Potential sources of scatter, from

each stage of the derivation of attenuation relations are highlighted, and many of these are critically

examined to assess their importance. This is achieved by: assessing the inherent uncertainty of

the input strong-motion data including that arising from accelerogram processing, examining the

importance of independent parameters and the effect of uncertainties and errors in these variables

and by investigating the effect of the data distribution with respect to the independent variables.

This thesis presents updated relations for horizontal and vertical near-field strong-motion char-

acteristics including peak ground acceleration and spectral acceleration, examines the assessment of

permanent ground displacements in the near field due to faulting and estimates the effect of vertical

ground motion on horizontal response. It concludes that any further improvement of the scaling of

ground motions with seismological parameters and local site conditions depends primarily on the

acquisition of more high-quality observational data.
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1. INTRODUCTION

1.1 Background

Engineering seismology is the link between earth sciences and engineering and aims primarily at

the design of structures to resist earthquake forces with minimum or controllable damage.

The main input of engineering seismology in engineering design are loading conditions which

must satisfy certain conditions regarding their level and frequency of occurrence during the lifetime

of a structure. Loading conditions appropriate for a particular type of structure are expressed in

terms of ground motion in the frequency and/or time domains. One method for estimating these

loading conditions are through equations based on strong ground motion recorded during previous

earthquakes. These equations have a handful of independent parameters, such as magnitude and

source-to-site distance, and a dependent parameter, such as peak ground acceleration or spectral

acceleration, and the coefficients in the equation are usually found by regression analysis. Although

the equations are often referred to as attenuation relationships, attenuation relations or attenuation

equations, they predict more than how ground motion varies with distance. The equations are vital

to probabilistic seismic hazard analysis, as Cornell (1968) shows, and also to deterministic seismic

hazard analysis. Hence over the past thirty years attenuation relations have been much studied and

many versions published.

Even though the quantity and quality of the input data and the methods of analysis have im-

proved dramatically over the past thirty years these equations are still associated with large uncer-

tainties. Anderson (1991) states:

Strong motion seismology has the responsibility to neither overestimate nor under-
estimate the hazard. Everyone is familiar with the most obvious costs of an underes-
timate of the hazard; these have been graphically displayed in the news reports that
show the damage resulting from several recent destructive earthquakes. The cost of an
overestimate of the hazard is less familiar: higher costs for seismic resistance in the
design of a structure, that divert capital that could have been used otherwise to attack
some of the other urgent problems facing our society. Thus there is an urgent need to
define and reduce the uncertainties in ground motion predictions.

Knowledge of the precision with which the design motions are assessed will allow the design

engineers, if they also know the uncertainties in their structural design, to estimate appropriate

factors of safety against failure or excessive damage. Therefore it is important that the uncertainties

associated with attenuation relations derived using recorded strong-motion data are assessed. It is



1. Introduction 30

hoped that this thesis goes some way to meeting this need.

1.2 Outline of thesis

This thesis has three main themes all of which are important for assessing the uncertainty in strong

ground motion estimates. These three themes are outlined individually in the following three sec-

tions.

1.2.1 First theme: Standard deviation of individual predictions using attenuation relations

This part of the thesis concerns the accuracy of an individual prediction of the ground motion

which would occur at a site given the occurrence of an earthquake. Figure 1.1 outlines the general

procedure for deriving attenuation relations and highlights the main sources of inaccuracies in the

equations and in their use. The following discussion uses this figure as a basis.

The first stage of the procedure is the recording of strong ground motions using accelerographs.

There are two sources of errors in these recordings which can lead to a decrease in the accuracy of

the final equation: a non-free-field instrument location and that the accelerograph does not measure

the true ground acceleration but actually the transducer response. Both these factors can mean the

recorded short-period ground motions are significantly less than the true ground motion. However,

errors caused by a non-free-field instrument location can be avoided by using only accelerograms

from sites which are thought not to have been affected by the surrounding structure (these are

known as free-field sites). The underestimation of the true short-period ground motion caused by

the instrument type can be corrected for in the processing stage. These errors, therefore, are not

discussed in detail in this thesis.

If the instrument that recorded the strong ground motion is an analogue accelerograph then the

film or paper accelerogram has to be converted into digital form by digitising the record. This step,

although it can be the source of large errors, is not investigated here because if care is taken over

the digitisation, and appropriate processing is used, the errors can be small. For digital instruments,

which are being increasingly deployed, this step is not needed and so records from such instruments

should be more precise.

A dependent variable must be chosen and calculated for all strong-motion records in the set

of selected data. This variable must be useful for engineering design and also must be able to be

reliably computed for all records in the set. Errors can be introduced by the method chosen to

compute the variable, however, this should not be a problem as long as care is taken; for the main

variables used in this study verification of the computer programs used for the calculation of the

dependent variables is presented in Appendix B.

Many factors are thought to influence strong ground motions and their effects are complex and
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often interrelated; these factors are discussed in Chapter 2. It is perfectly feasible to estimate ground

motions if these parameters are knowna priori which is not the case, and the chief difficulty is es-

tablishing reliable methods for the estimation of ground motions with only few of these parameters

with their large uncertainties. Attenuation relations are derived using only a handful of independent

variables to characterise the source, travel-path and the local site conditions; a review of previous

attenuation relations is given in Chapter 3. This leads to large standard deviations in the obtained

equations. A detailed example of this is shown in Chapter 7 for the attenuation relations derived in

this thesis and in Chapter 8 for attenuation relations derived by other workers. Most accelerographs

record acceleration in two mutually perpendicular horizontal directions; how these recordings are

combined and its effect on uncertainty is investigated in Chapter 8. Part of the cause of the large

standard deviations is the inherent uncertainty (pure error) of strong ground motions; it is impos-

sible to reduce such uncertainty without introducing more independent variables. By using a large

set of strong-motion records (see Chapter 5) estimates of this pure error are derived in Chapter 8.

In almost all published attenuation relations the independent variables are assumed to be error

free, however, seismological parameters such as magnitude and earthquake location, and conse-

quently source-to-site distance, are not precisely known. Partly this is due to poor quality informa-

tion, such as the seismic velocity structure, or even due to the complete lack of such information.

These problems combine with simple modelling assumptions and the lack of available seismograms

to cause inherent uncertainty in the independent variables. The effect of these errors is investigated

in Chapter 8. Measurement error models (Fuller, 1987) can be used to derive attenuation relations

where the independent variables are assumed to be only imprecisely known; such techniques are

not investigated in this thesis.

For some important earthquakes there are many studies which give estimates of the required

independent parameters, such as magnitude and earthquake location, which can be used for the

derivation of the attenuation relations. However, unless Monte Carlo methods are used, a choice of

one set of independent variables needs to be made in order to derive the equations. If the seismo-

logical variables given by the different studies are independent estimates of the variables then they

yield an estimate of the inherent uncertainty in the variables. Then the means, or similar averages,

of the variables can be used in the analysis.

However, because each of the different studies probably used at least some of the same data

the estimates given in each study are not fully independent and hence estimating the inherent un-

certainty using them is incorrect. Chapter 8 presents investigations into the effect of choosing one

study for the independent variables rather than another study.

Derived equations must only contain independent parameters which can be estimated reliably

for future earthquakes, otherwise even though the modelling uncertainty has been reduced the para-

metric uncertainty has risen and so the total uncertainty remains the same. This problem is ad-
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dressed in Chapter 8.

1.2.2 Second theme: Importance of vertical ground motion

This part of the thesis concerns the importance of vertical ground motion in the near field of large

earthquakes. Recently there has been an increase in interest about vertical ground motions because

buildings have become more architecturally unique and more structurally complicated, base isola-

tion systems are being increasingly employed which may become unstable if there is uplift at any

of the isolation elements and also sensitive equipment mounted on floors may be adversely affected

by amplified vertical ground motions.

All previous attenuation relations for spectral acceleration have been developed for the esti-

mation of response spectral ordinates using a simple single-degree-of-freedom (SDOF) system of

structures which is only valid for zero-gravity conditions and it ignores the effect of vertical ground

motion on horizontal response. In this thesis SDOF models, which include the effect of vertical

excitation, are studied. A literature review of the existing studies on this topic is presented in Chap-

ter 4.

A large set of near-field strong-motion records from large earthquakes was collected for this

study and the independent parameters reassessed and often recalculated. The characteristics of

this construction set is given in Chapter 5. In Chapter 6 these records are used to discuss the

general effects of vertical excitation on horizontal response and limits on the models used having

first verified the computer programs used, see Appendix B.

There have been few studies which present consistently derived equations for the estimation of

horizontal and vertical ground motions in the near field of large earthquakes. Chapter 7 presents

new attenuation equations for use in the near field which examine the effect of fault mechanism and

local site conditions as well as magnitude and distance and also include the effect of vertical ground

motion on horizontal response.

1.2.3 Third theme: Effect of accelerogram correction technique

In the third stage of the procedure the strong-motion records are processed to eliminate errors due to

the recording and digitisation steps, see Figure 1.1. These errors are mainly in the high-frequency

(short-period) range and in the low-frequency (long-period) range and can be large especially for

analogue records. Short-period errors are not discussed in this thesis because they are usually

outside the period range of engineering significance (T & 0.1 s). The problem of long-period

errors, however, is important for engineering design especially since the advent of displacement-

based design and for base-isolated buildings and multi-supported bridges (Gregor, 1995). Therefore

correction techniques to remove these long-period errors are investigated in Chapter 9.



2. FACTORS AFFECTING STRONG GROUND MOTION

2.1 Introduction

Many factors are thought to affect strong ground motion and the literature on each of the fac-

tors is large. Reviews of these factors have been undertaken in the past by Boore (1983), Joyner

(1987), Heaton & Hartzell (1988), Joyner & Boore (1988) and Anderson (1991) all of which con-

tain comprehensive bibliographies. This chapter highlights factors which are currently not explicitly

included in equations for estimating strong ground motions but which may explain much of the ob-

served variability in strong-motion records. Definitions of the factors mentioned in this chapter and

the symbols used are given in Appendix A.

Traditionally factors are grouped into three categories: those which are source based, those

which are travel-path based and those which depend on the local conditions near the site (this also

contains the effect of the instrument although this effect is usually removed in the accelerogram

correction procedure). Therefore the ground motion at frequency (ω) and time (t),A(ω, t), is given

by:

A(ω, t) = B(ω, t)C(ω, t)D(ω, t)

whereB(ω, t), C(ω, t) andD(ω, t) are the contributions due to the source, the travel-path and the

local site conditions respectively.

This separation of factors is followed here although some factors bridge two categories and

because of non-linear effects the different contributions can become confused.

2.2 Source factors

From the static or geological point of view, three independent source parameters (any two from:

characteristic dimension,̃L, average slip,D̄, and static moment,M0; and either mean stress,σ̄,

or energy released by faulting or strain energy change,E) are required to describe the statics of

faulting (Kanamori & Anderson, 1975). However, to describe the dynamic process of earthquakes

many more source parameters are required.

Source effects are thought to be the most important factor controlling strong ground motion in

the near field of large earthquakes, for example Irikuraet al. (1971) state that ‘the seismic spectra
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near the epicentre depends strongly on the source spectrum’. However, use of source parameters in

attenuation relations is difficult because a) consistent, accurate measurements of some source pa-

rameters are difficult to find for many earthquakes and b) characteristics of earthquakes are difficult

to assessa priori so they can be used in hazard analysis.

2.2.1 Size of earthquake

The finiteness and motion of the seismic source cannot be ignored whenever the dimensions of the

source are of the order of the wavelength or when the time of rupture is of the order of the period;

this was shown using simple models for surface waves by Ben-Menahem (1961) and for body waves

by Ben-Menahem (1962).

Finite faults produce starting and stopping phases which contribute most of the high-frequency

components (Luco & Anderson, 1983) although such phases are less important than the rupture

passage phase close to the fault especially for the fault parallel and vertical components (Anderson

& Luco, 1983a). For the fault perpendicular component the constructive interference of the starting

and rupture phases for short faults increases peak ground velocity (PGV) for faults less than about

40 km, as the fault length increases separation of these phases leads to decreasing PGV (Anderson

& Luco, 1983a).

Fault area, S

Rupture planes are often thought to be circular,S = πr2 wherer is radius, for small earthquakes

and rectangular,S = LW , for large earthquakes. However, inversion of seismograms for many

earthquakes has shown that often this assumption is false.

Small earthquakes (M . 6) which do not rupture the entire seismogenic zone are geometrically

similar but large earthquakes are not geometrically similar because only their length can increase,

their width cannot.

Spatial incoherence of strong ground motions for sites close to large earthquakes is partly caused

by interference between simultaneous arrivals from different parts of the rupturing fault; however,

this is usually smaller than other sources of incoherence (Somervilleet al., 1991b).

For sites very close to the causative fault, fault length has been found to have a negligible effect

on ground motion (e.g. Aki, 1968).

Scholz (1982) uses fault scaling arguments to find the theoretical scaling of peak ground accel-

eration (PGA) andPGV with fault length for large earthquakes. He argues that:
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PGA = PGA∗
√

ln
L

L∗

and:PGV = PGV∗
√

L

L∗

where superscript∗ refers to the value of the variable when the length of the rupture,L, equals the

width,W .

Seismic moment, M0

Seismic moment describes the overall change of tectonic state and hence is a static measurement.

Often it is thought to determine the intensity of the emitted seismic radiation and therefore it is the

best measure of the size of an earthquake in terms of elastic radiation (Gubbins, 1990).

Long-period waves are less affected by structural complexities than short-period waves, which

are used for determination of magnitude, therefore seismic moment is one of the most reliably

determined instrumental source parameters (Kanamori & Anderson, 1975).

McGarr (1984) argues that PGV should scale withM1/3
0 and deviations from this scaling are

because of the confounding effects of focal depth and stress state. After removing these two factors

McGarr (1984) finds such a scaling holds for0.4 ≤Mw ≤ 7.0. McGarr (1984) also finds that PGA

should be independent ofM0 but that the variation in focal depth and stress state masks this.

Magnitude, M

Magnitude is an empirical measurement of the size of an earthquake which is not directly related

to a physical quantity but is calculated from some gross characteristic (usually wave amplitudes) of

earthquake seismograms. Magnitude can be approximately related to the energy released during the

earthquake but these area posteriorifindings. Aki (1967) states that ‘. . . a single parameter, such as

magnitude cannot describe an earthquake even as a rough measure’ .

The concept of magnitude was first introduced by Richter (1935), who defined a local magni-

tude scale for southern California. Since then many different magnitude scales have been introduced

to provide magnitude estimates for different sizes of earthquakes and for different regions of the

world. These different scales have often been derived so that the magnitude obtained through one

procedure approximately equals that obtained through another. However, large differences between

magnitudes from different scales do occur and hence the scales are not interchangeable. Different

types of magnitude sample different parts of the energy spectrum and cannot be considered as mea-

suring the same physical parameter of the earthquake source (Adams, 1982). Nuttli & Herrmann

(1982) note that there was much confusion over differing magnitude scales leading to the mixing
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up of different scales. A comprehensive review of the multitude of magnitude scales which have

been derived in the past is provided by Båth (1981).

Alsakeret al. (1991) note thatML is important for regional distances simply because it is the

most consistent and stable and is the easiest magnitude to measure. However, they state that the Lg

waves used for calculation ofML are more dependent upon local geological conditions (especially

those relating to different tectonic regimes) than those waves (which penetrate the approximately

homogeneous Earth’s mantle) used for calculation ofMs ormb and therefore seismic wave attenu-

ation within each region must be determined forML to be consistent worldwide. Distance calibra-

tion functions have been derived for different regions of the world by, for example: Haines (1981)

(New Zealand), Alsakeret al.(1991) (Norway), Kim (1998) (Eastern North America) and Langston

et al. (1998) (Tanzania). Boore (1989) finds many of these calibration functions are similar within

100 km of the source but diverge considerably beyond that.

At teleseismic distances the short-period waves measured by Wood-Anderson seismometers,

which at local distances are used for the calculation ofML, are scattered and hence give an unreli-

able estimate of the size of the earthquake (Gubbins, 1990).

Global formulae can be used for surface-wave magnitude because the long-period waves used

for the calculation ofMs are only moderately affected by local geological conditions (Alsakeret al.,

1991).

ML, Ms andmb all saturate, i.e. above a certain level there is no increase in magnitude with

increase in actual earthquake size. ForML andmb the maximum magnitude that can be measured is

about7 (Hanks & Kanamori, 1979; Hanks, 1979). The maximumMs that can be measured is about

8.3 (Hanks, 1979). Saturation occurs becauseML, Ms andmb are finite bandwidth measurements

(ML andmb measure the elastic radiation at about1 s andMs measures the elastic radiation at

about20 s). Above the saturation level, all narrow-band time-domain amplitude measurements no

longer measure gross faulting characteristics but only limiting conditions on localised failure along

crustal fault zones (Hanks & Kanamori, 1979).

Nuttli & Herrmann (1982) state thatML andmb,Lg are the best magnitude scales to use for

earthquake engineering because they measure level of excitation of ground waves in the damaging

frequency range. However, as will be shown in Chapter 3 almost all attenuation relations do not use

ML ormb,Lg magnitude scales.

Hanks & Johnson (1976) examine 40 recordings made at rupture distances of about10 km from

27 worldwide earthquakes (3.2 ≤M ≤ 7.1) and find PGA is essentially independent of magnitude

for M & 41
2 but for 3.2 ≤ M ≤ 41

2 there is a clear increase with magnitude. Some PGAs may

reflect chance arrivals of two or more high-frequency pulses with just the right phase coherence to

interfere constructively. For large earthquakes there is a higher chance of this coincidental arrival of

two waves than for small earthquakes because of a longer rupture duration. The suggestion that it
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is the rupture duration of earthquakes rather than the amount of energy radiated that controls PGA

was was also made by Hanks & McGuire (1981) based on the Brune (1970, 1971) model1. For

small earthquakesM ≤ 41
2 the frequencies for which this coincidence can occur can easily exceed

20–25 Hz but amplitudes of such waves are reduced by anelastic attenuation and by the instrument

characteristics.

Energy

When faults slip and earthquakes occur strain energy stored in the Earth’s crust is released. The

total energy released by faulting,E, is used to do work against friction,Ef , and a proportion is

radiated as seismic energy,Es. ThereforeE = Ef +Es. For engineering seismology the important

quantity is the radiated seismic energy.

Radiated seismic energy, Es

Adams (1982) states that the unambiguous measure of earthquake size is the total energy inte-

grated over the entire spectrum of radiation, as detected on broad-band instruments. However, such

measurements, although they can be made for theoretical and research purposes, involve complex

recording equipment and analysis techniques and so magnitude, particularly local magnitude, is the

only possible measure of earthquake size for many parts of the world. Choy & Boatwright (1995)

state thatEs is a measure of seismic potential for damage.

Radiated seismic energy,Es, is defined by:

Es = E − Ef = ηE

Es is approximately related to the more routinely calculated source parameters,Ms andM0,

although the scatter is large, partly because of differences in stress conditions. Kanamori & An-

derson (1975) theoretically show thatEs is proportional to101.5Ms for large earthquakes which

Gutenberg & Richter (1956) and Choy & Boatwright (1995) also find empirically and Vassiliou

& Kanamori (1982) find thatEs is proportional to101.81Ms . Choy & Boatwright (1995) find that

globallyEs = 1.6× 10−5M0.

Seismic efficiency, η

Acharya (1979) finds large differences in the dependence of rupture length on magnitude between

seven regions of the world. Assuming that stress and stress drop are constant for earthquakes with

M ≥ 6 this difference is interpreted as meaning seismic efficiency varies from region to region.

The data also suggests that seismic efficiency is dependent on rupture length or magnitude.

1 In the rest of this chapter, this model will be known as Brune’s model.
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Rupture duration, tc

Trifunac (1994) states that the corner frequency of source spectra is inversely proportional to the

rupture duration given by:tc = L/vR +W/(2β).

2.2.2 Depth of earthquake

The usual measure of the depth of an earthquake is the focal (or hypocentral) depth which is the

depth at which the rupture nucleated. For small earthquakes, which do not rupture the entire seis-

mogenic layer, the focal depth is an important parameter but larger earthquakes, which do rupture

the entire seismogenic layer, usually nucleate at the base of the seismogenic layer (Das & Scholz,

1983) so focal depth is less important.

McGarr (1984) finds that crustal shear strength is linearly dependent on depth and hence, be-

cause this strength is one of the governing factors for PGA and PGV, there is a dependence of PGA

and PGV on focal depth. A deep earthquakes recorded at the same hypocentral distance as a shal-

low earthquake is associated with a higher PGA and PGV. The data of McGarr (1984) shows this

dependence once tectonic regime and seismic moment are removed from the analysis. Idriss (1978)

states ‘. . . the deeper the source the more deficient in surface waves are the generated motions. The

converse of this statement is also true (i.e. the shallower the source, the richer in surface waves are

the generated motions).’ Therefore records from deeper earthquakes contain higher frequencies.

Anderson & Luco (1983a) find, from an infinite fault length model, that the depth to the bottom

of the fault, often approximately equal to focal depth, has little effect on simulated ground motions.

The depth to the top of the fault is found to have a significant effect on PGA, PGV and peak

ground displacement (PGD) within distances comparable to the depth to the top of fault, by An-

derson & Luco (1983a). However, Aki (1968) finds that this depth had a negligible effect on

ground motions recorded at Parkfield-Cholame Shandon Array 2W during the Parkfield earthquake

(28/6/1966) which was only80 m from the causative fault

2.2.3 Rise time, τ

Varying τ in simulations of ground motion has been shown to have a limited effect on short-period

ground motion, smallerτ increases short-period amplitudes, and little effect on long-period motions

(Kanamori, 1974; Anderson & Luco, 1983a).

2.2.4 Stress

Stress conditions at a fault before, during and after an earthquake play an important role in high-

frequency ground motion.
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A set of records from earthquakes of a wide range of magnitudes (0.4 ≤Mw ≤ 7.0 ), with focal

depths between0.07 and18 km and from small hypocentral distances are examined by McGarr

(1984). It is found that crustal shear strength is dependent on the tectonic regime (i.e. whether

it is extensional or compressional) and that the localised stress drops which give rise to PGAs,

and to a lesser extent PGVs, are controlled by crustal strength therefore PGA and PGV should be

dependent on crustal shear strength. From the set of records it is found that PGA increases up to a

factor of3 for PGA and PGV increases up to a factor of2.3 between compressional and extensional

regimes. The upper bound on the PGA from extensional regimes is estimated as0.5 g[5 ms−2] and

in compressional regimes as1.9 g[19 ms−2].

The initial form of the seismic source-time function associated with a fracturing process taking

into account the cohesive force in the source function is studied by Ida (1973). It is found that:

PGA ∼
(
σ0

µ

)2( v2
R

D0

)
PGV ∼ σ0

µ
vR

whereσ0 is the strength of material andD0 is slip displacement required for the initial formation of

crack surface. Therefore near-source strong ground motion is governed by gross strength of rocks.

Using σ0 = 100 MPa[1 kbar], D0 = 10 cm, vR = 1kms−1 andµ = 100GPa[1Mbar] gives

PGA ∼ 1 g[10 ms−2] andPGV ∼ 1 ms−1.

Initial stress, σ0

Radiated energy,Es, is dependent on the initial stress which does not affect permanent displace-

ments or the seismic moment (Betbeder-Matibet, 1995).

Stress drop, ∆σ = σ0 − σ1

Stress drop can be used as a measure of the strength of high-frequency radiation and hence is a

useful parameter for engineering seismology. However, due to the number of different definitions

and the lack of robust calculation methods its usefulness is limited.

There are two types of stress drop: static and dynamic. Dynamic stress drop is the difference

between the applied tectonic stress and the dynamic frictional strength of the fault

Static stress drop is calculated from formulae of the form:

∆σ = CDmaxµ/W

whereDmax is the maximum fault slip. Brune & Allen (1967) give three expressions for calculating

stress drop using various fault parameters observed in the field:C equals4/3 for an infinitely long
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narrow strip in a uniform shear field,1/2 for an infinitely long vertical surface fault with strike-

slip displacement and2π/3 for a circular fault in an infinite medium. ThereforeC ≈ 1. It only

approaches the actual average of the static stress drop over the rupture area if the stress release varies

gradually over the fault surface; for complex faulting it substantially underestimates the mean or

r.m.s. static stress drop of the ruptured region (Boatwright, 1984).

Brune’s model is often used to provide an estimate of static stress drop. In fact Brune (1970,

1971) uses effective stress,σe, in his model which is only equivalent to stress drop,∆σ, if the

frictional stressσf is equal to the final stress,σ1. The formula used for the calculation of effective

stress for Brune’s model is:

σe =
7M0

16r3

wherer is the radius of an equivalent circular dislocation surface. The problem with using such a

formula is that reliable estimates ofr are difficult to obtain and because this radius is cubed small

errors inr cause large errors inσe. A similar problem occurs when∆σ is calculated from the cube

of the corner period (Kanamori & Anderson, 1975).

There are two measures of dynamic stress drop although sometimes apparent stress is used as a

stress drop.

Dynamic stress drop of small earthquakes or individual subevents of large earthquakes can

be calculated using the initial slope of velocity waveform:∆σ ≈ µ∆u̇0/vR, where u̇0 is the

asymptotic slip velocity behind the rupture front.

The second type of dynamic stress drop is thearms stress drop defined by Hanks & McGuire

(1981).

Simple models of faulting often demonstrate the importance of stress drop. In Betbeder-Matibet

(1995) some theoretical attenuation relations are derived for PGA and PGV using a number of

simplified models. In both the velocity and acceleration equations there is a strong dependence

on the stress drop (exponents of2
3 and 5

6 respectively). McGarr (1981) presents a simple model of

inhomogeneous faulting where the failure of an asperity within an annular faulted region is followed

by a broader-scale dynamic readjustment. The newly formed fault zone is associated with a stress

drop many times larger than the average stress drop. This model gives these expressions for PGA

and PGV:

PGA =
∆σ
ρR

[
0.30

(
r0
ri

)2

+ 0.45

]

PGV =
β∆σr0
µR

[
0.10

(
r0
ri

)
+ 0.15

]
wherer0/ri is the ratio of the radius of the previously faulted annular region and the radius of the
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circular asperity and is found to be between in the range1–10 using a set of records from 16 mine

tremors and earthquakes with−0.76 ≤ML ≤ 6.4. When the effective stress equals the stress drop

then Brune’s model also shows that stress drop is an important parameter.

However, McGarr (1984) finds stress drop is not related to stress state nor to focal depth and

that the localised stress drops that give rise to high frequency ground motion are functions of crustal

properties not the overall stress drop.

One major problem with stress drop is the lack of consistency between different estimates of∆σ

for the same earthquake. This is in part because of the different ways stress drop is measured. For

example, Boatwright (1984) examines five different measures of stress drop for eight aftershocks of

the Oroville earthquake with3.6 ≤ML ≤ 4.8. The three measures which are estimates of dynamic

stress drop are strongly correlated whereas for the two measures of static stress drop (Brune and

average static stress drop) much variability is found and they do not correlate with dynamic stress

drop. Hanks & McGuire (1981) find all 15 Californian earthquakes they analyse have∆σ of about

10 MPa[100 bar] (to a factor of about2) by fitting Brune’s model toarms, although published∆σ

for these earthquakes are usually much lower than10 MPa[100 bar] (which they state could be

caused by overestimating source dimensions from the aftershock distribution).

Even when stress drop is calculated in the same way large differences can occur between

estimates partly because of different assumed sizes of the rupture area. For example, Bent &

Helmberger (1989) estimate the stress drop for the Whittier Narrows earthquake (1/10/1987) as

75 MPa[750 bar] whereas the estimate of Douglas (1997) is0.26 MPa[2.6 bar], a difference of

almost 300 times. Hanks & McGuire (1981) estimate∆σ is accurate to a factor of about3.

As the estimation of stress drop is associated with a large uncertainty it is difficult to be con-

fident that the apparent differences in stress drops between regions which authors find are true

differences, unless the calculation methods are similar. One such study is that by Cocco & Rov-

elli (1989) who calculate Brune and apparent stress drops of some Friuli shocks and a Montenegro

earthquake, which are from regions of compression, and report Brune and apparent stress drops of

some Italian earthquakes from regions of extension calculated in a previous study using an identical

technique. They find a significant difference (at the95% confidence level) of roughly a factor of

2 in apparent stress drops and a factor of3 in Brune stress drops between the two types of earth-

quake; Friuli and Montenegro earthquakes having the higher stress drops. Kanamori & Anderson

(1975) find approximately constant∆σ for the earthquakes they study. They find large interplate

earthquakes have∆σ ≈ 3 MPa[30 bar] and intraplate earthquakes have systematically larger∆σ

of about10 MPa[100 bar]. Much larger stress drops for intraplate earthquakes are also found by

Scholzet al. (1986) through an analysis of the ratio of fault length to fault slip.

Atkinson & Beresnev (1997) note that for small earthquakes Brune’s model describes simple

ruptures reasonably well but for complex ruptures or for large earthquakes for which finite fault
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effects are significant, deviations from this simple representation become important hence the spec-

trum becomes complicated and stress drop becomes a highly ambiguous and non-unique parameter,

depending entirely on how it is measured. These stress drops may bear no relation to stresses in the

real earth or on the fault surface, particularly for complex ruptures.

Although the use of stress drop for strong ground motion estimation is appealing from the pre-

sumed theoretical scaling of high-frequency ground motions with stress drop, using stress drop as a

parameter in attenuation relations, is at present extremely difficult. There are two main reasons for

this. Firstly as shown here there are many definitions of stress drop, some of which are measurable

for small earthquakes (dynamic stress drop) and some for large simple earthquakes (static stress

drop) which precludes the use of one measure for the entire magnitude range of interest. Also even

for one definition of stress drop different studies can give widely different estimates. Determination

of stress drop is model dependent (Choy & Boatwright, 1995). Secondly at present there are no

known methods of predicting the stress drop of future earthquakes in a region for seismic hazard

analysis, such as is done for magnitude through Gutenberg-Richter relations. Trifunac (1976) says

neglecting stress drop can be justified from a practical point of view, since data and statistical analy-

ses of magnitude are more complete and reliable than the interpretations of the inferred amplitudes

of stress drop.

Currently stress drop is implicitly accounted for in attenuation relations by the use of strong-

motion data from tectonically similar regions of the world, such as subduction zones, interplate

regions or intraplate regions. Similarly the variation in strong ground motion due to differences

in stress drop for earthquakes with different source mechanisms are sometimes accounted for in

attenuation relations. As was noted above there seems to be some relationship between the type of

tectonic regime and the average stress drop of earthquakes occurring with the region.

Faults with longer repeat times have shorter lengths for the same magnitude, indicating a large

average stress drop and, presumably, higher ground motion (Joyner & Boore, 1988).

Average effective stress, σe = σ0 − σf

The importance of average effective stress was demonstrated by Brune (1970, 1971) who modelled

earthquake dislocation as an instantaneous tangential stress pulse applied to the interior of a dislo-

cation surface. After considering the effects of the edges of the dislocation surface becoming felt at

the observation point the tangential displacement,u, and the initial particle velocity,̇u, close to the

fault are given by:

u =
σe

µ
βτ [1− exp(−t/τ)]

u̇ =
σe

µ
β exp(−t/τ)
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whereτ = O(r/β) andr is a characteristic distance. Also this model predicts that PGA is pro-

portional toσe. For σe = 10MPa[100 bar], µ = 3 × 1010 Nm, β = 3kms−1 this model gives

a PGA of about20 ms−2[2 g] and PGV of about100 cms−1. Taking the Fourier transform of the

expression foru gives the near-field spectrum:

Ω(ω) =
σe

µ

β

ω
√
ω2 + τ−2

In the far field allowing for diffraction, spherical spreading and applying conditions so that

the long-period part of spectrum agrees with dislocation source moment and high-frequency limit

conserves the energy-density flux at large distances gives the r.m.s. far-field spectrum:

〈Ω(ω)〉 = 〈Rθ,φ〉
σeβ

µ

r

R
F (ε)

1
ω2 + α2

whereα = 2.34β/r, F (ε) is function which modifies the spectrum for fractional stress drop,ε, and

Rθ,φ is the radiation pattern function.

These results show that effective stress is an important parameter controlling ground motion.

Effective stress is often thought to be equivalent to stress drop and this is often justified (e.g.

Kanamori & Anderson, 1975).

Kanamori & Anderson (1975) note that although constancy of effective stress for all earthquakes

is not as well established as that of stress drop it is a reasonable assumption especially because it is

even more of a material property than∆σ.

Dynamic shear-stress differences

Hanks & Johnson (1976) argue that PGA is proportional to dynamic shear-stress differences ac-

companying localised faulting.

Apparent stress, σa

Kanamori & Anderson (1975) find that apparent stress is approximately constant for large earth-

quakes and that for interplate earthquakesσa is about1 MPa to 2 MPa [10 to 20 bar] and for

intraplate earthquakesσa is about5 MPa [50 bar]. Henceσa ≈ 1
2∆σ.

Choy & Boatwright (1995) analyse 397 shallow earthquakes withmb > 5.8 and measurements

of Es and find globally thatσa is 0.47 MPa[4.7 bar], but the scatter is extremely large. Splitting

the earthquakes into categories by focal mechanism and by tectonic regime shows that apparent

stress is dependent on both focal mechanism and tectonic regime although most of the relations are

associated with large scatter, see Table 2.1. Apparent stress is a robust parameter because it does

not depend on the assumed rupture geometry or model.
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Tab. 2.1: Average apparent stress,σa, for different focal mechanisms and tectonic regimes found

by Choy & Boatwright (1995).

Focal mechanism Tectonic regime Averageσa ( MPa) [ bar]

All 0.32 [3.2]

Subduction zones 0.29 [2.9]

Thrust Intraplate continental 0.46 [4.6]

Near-plate margin 0.95 [9.5]

Continental collision 0.43 [4.3]

All 0.48 [4.8]

Oceanic subduction zones 0.59 [5.9]

Normal Continental collision 0.46 [4.6]

Intraplate 0.95 [9.5]

Rift zones 0.25 [2.5]

All 3.55 [35.5]

Oceanic ridge-ridge transform faults4.48 [44.8]
Strike-slip

Oceanic intraplate 6.95 [69.5]

Transitional boundary 1–3 [10–30]

2.2.5 Rupture propagation

Large earthquakes of engineering significance have long rupture lengths (e.g. Wells & Coppersmith,

1994). Rupture cannot occur along the whole fault simultaneously therefore this finiteness of the

source inevitably means that the source is moving. The movement of the source along the fault

creates an effect on the radiation pattern which is commonly known as directivity and also an effect

on pulse shapes which is recognized as the Doppler effect (Douglaset al., 1988).

High-frequency radiation (with wavelengths smaller than dimensions of the fault and larger than

the non-linear zone near the rupture front) are determined by the slip velocity field near the source,

i.e. the motion and intensity of slip velocity concentration (Madariaga, 1977). Therefore radiation

is strongest when the rupture velocity changes abruptly as a result of variations in the strength

or cohesion of the fault. Hanks & Johnson (1976) and McGarr (1981) suggest PGA is from an

isolated and localised faulting event; Boatwright & Boore (1982) estimate the size of the subevents

for two Livermore earthquakes to have radii of1.3 ± 0.1 km and1.5 ± 0.1 km. McGarr (1982)

estimates the size of these subevents as between0.23 and1.81 km for six California earthquakes

with 4.0 ≤ML ≤ 6.6.

Simple transient crack models of the sudden extension of a pre-existing antiplane crack and

of an in-plane shear crack are investigated by Madariaga (1977). It is found that in the forward
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direction there is a strong velocity peak associated with the slip velocity singularity at the rupture

front and that this is a near-field effect which only appears in the vicinity of the rupture front.

Many models of earthquake fault motion assume a constant rupture velocity but realistic fault

motion is more irregular. Betbeder-Matibet (1995) states that some of the scatter associated with

strong-motion data is due to non-uniform rupture of the fault along its length.

As rupture velocity approaches the Rayleigh wave velocity PGA and PGV show large amplifi-

cations but PGD is less affected (Anderson & Luco, 1983a). The effects are strongest for parallel

and vertical components because they are dominated by P, SV and Rayleigh waves whereas perpen-

dicular components are dominated by SH waves (Anderson & Luco, 1983a). As rupture velocity

increases the contribution from the Rayleigh waves increases and so rate of attenuation decreases

(Anderson & Luco, 1983a).

Although rupture velocity is important, for most earthquakes it usually lies between2 and

3 kms−1 (Trifunac, 1994). However, estimates of rupture velocity for one earthquake can differ

depending on the calculation method; for example, for the Imperial Valley earthquake (15/10/1979)

rupture velocity estimates are1.80–1.95 kms−1 (Anderson & Luco, 1983a),2.5–2.7 kms−1 (Hartzell

& Helmberger, 1982) and4–5 kms−1 (Olson & Apsel, 1982), although Olson & Apsel (1982) note

that their estimate may be too high.

The rupture velocity up the fault (transverse rupture velocity) has little effect on ground motions

(Anderson & Luco, 1983a).

Directivity (Doppler effect)

Directivity is used to describe the general radiation pattern due to the motion of the source and

can be thought of as resulting from the destructive interference of waves from different parts of the

fault or due to frequency shifts. Directivity of a source depends on more than the Doppler shift of

frequency components because it is affected by the amplitude of the source as a function of time

and position.

Archuleta & Brune (1975) find PGV at the far ends of the fault is roughly three times that at

the middle of the fault (the initiation point), from foam rubber models of earthquakes. The most

probable cause of this is focussing of energy in the direction of propagation (Doppler focussing),

which is critically dependent on coherence of seismic waves as rupture propagates. A continuously

propagating rupture in a homogeneous medium could result in very high particle velocities.

Boatwright & Boore (1982) examine the mainshock (24/1/1980,Mw = 5.8) and an aftershock

(27/1/1980,Mw = 5.5) of the Livermore Valley earthquake both being strike-slip earthquakes with

nearly vertical fault planes. The observed PGA is divided by the predicted PGA, using the Joyner

& Boore (1981) attenuation relation, to correct for geometrical and anelastic attenuation and this



2. Factors affecting strong ground motion 47

ratio is plotted against azimuth from source to receiver. It is found that the difference in PGA due

to azimuthal variation is a factor of8 for the mainshock and5 for the aftershock. Also Boatwright

& Boore (1982) analyse the ratio of PGA recorded at a single station from the two earthquakes,

which are thought to have ruptured in opposite directions but along the same fault plane direction,

to minimize errors due to site effects, radiation pattern and the attenuation relation used. The total

variation between PGA recorded at a particular site during the two earthquakes is up to a factor of

30. PGV is analysed in a similar way and it is found that the variation due to directivity is a factor

of 5 for both events. A good correlation is found between a directivity function (Equation 2.1) and

the observed azimuth variation for the mainshock but poorer fit for the aftershock.

Ds(ψ) =
(

1− ∆v
β

cosψ
)−1

(2.1)

whereψ is the angle between direction of rupture and takeoff direction of ray (taken as angle be-

tween rupture direction and azimuth to station) and∆v is the change in rupture velocity associated

with radiation of acceleration pulse which is found to be> 0.7β.

The directivity function of Equation 2.1 is an upper bound on expected directivity because

neither the takeoff angles nor the direction of rupture are purely horizontal (Boatwright & Boore,

1982).

The 23:19 aftershock (ML = 5.0) of the Imperial Valley earthquake (15/10/1979) was examined

by Liu & Helmberger (1985) and they find evidence for directivity affecting the SH velocity pulse

width with the stations in the direction of rupture propagation recording a time duration about

half that recorded by stations opposite to the direction of rupture. This directivity effect had an

influence on the ground motion: producing high-amplitude, high-frequency accelerations at stations

in the direction of rupture and low-amplitude, low-frequency acceleration at stations opposite to the

direction of rupture.

Niazi (1982) considers the residuals (i.e. difference between observed value and that predicted

using an attenuation relation) of PGA and PGV recorded at stations on soil within50 km of the

rupture of the Imperial Valley earthquake (Ms = 6.9). No evidence for directivity is found for PGA

but for PGV there is a clear correlation with purely geometrical directivity factor (Equation 2.2).

Dg(ψ) =
(
β

vR
− cosψ

)−1

(2.2)

whereψ is the angle subtended between the ray leaving the source and direction of rupture.

Nine 5% pseudo-acceleration response spectra from within60 km of the Landers earthquake

(28/6/1992,Ms = 7.6, Mw = 7.3) are examined by Campbell & Bozorgnia (1994a). It is found

that the fault-normal component for the five spectra from stations north of the epicentre (in the

direction of rupture) are much larger (up to3 or 4 times) than the fault-parallel components for
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periods greater than about1 s and that the four spectra to the south of the epicentre (in the opposite

direction to rupture) do not show such a great difference (only about1.5 to 2 times) in the fault-

normal and fault-parallel directions.

Sirovich (1994) plots PGAs, normalised with respect to radiation pattern, from the Campano

Lucano earthquake (23/11/1980,Ms = 6.9) (which had a normal mechanism and bilateral rupture)

against azimuth and finds what may be a small directivity effect.

Midorikawa (1993) uses a simplified semi-empirical Green’s function method to estimate PGAs

from theoretical earthquakes. For aM = 7.2 earthquake, PGA from a unilateral rupture is approxi-

mately30–40% lower in the direction opposite to the direction of rupture than in other directions but

the effects of directivity are not significant in other directions. This finding is almost independent

of the dip of the fault.

Benz & Smith (1987) find a frequency shift in simulated seismograms (Doppler effect) for

locations at the end of a45◦ dipping normal fault.

Boore & Joyner (1978) model a unidirectional rupture along a fault subdivided into segments

which are triggered sequentially by the rupture front, each segment is an idealised model of rupture

with random length, displacement and rupture velocity. It is found that the mean spectrum of this

incoherent rupture is made up of a deterministic part and a statistical part and so has two spectral

corners: one associated with the rupture over the whole fault length at mean velocity and the other

at higher frequencies related to rupture over the coherence length. They note that any incoherence

due to variations in rupture will destroy destructive interference so spectral levels and peak motions

will, in general, be larger than for smooth rupture. Even random rupture in space and time occurring

over a planar source leads to directivity.

2.2.6 Radiation pattern

Since seismic waves do not radiate equally in all directions the expected amplitude of the ground

motion at a particular site is a function of the azimuth measured from the strike of the fault. These

patterns vary for different fault types, dips, rakes and type of body wave (P, SH and SV). Close to the

fault the different waves have not become separated out and so the azimuthal differences are not so

important. In the far field the waves are separated but the azimuthal dependence is reduced because

the waves have been reflected, refracted and scattered and also surface waves may be present. Note

that this effect is not the same as directivity because it occurs even for point sources but directivity

effects can often mask the radiation pattern.

Many studies which have looked for azimuthal variation in strong ground motion due to radia-

tion pattern have not found it. Boatwright & Boore (1982) find the predicted SH radiation pattern

is significantly obscured in their azimuthal analysis of two Livermore earthquakes (Mw = 5.8 and
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Mw = 5.5). Liu & Helmberger (1985) find that for an aftershock (ML = 5.0) of the Imperial Valley

earthquake that there is little evidence that PGAs are affected by the radiation pattern but that for

accelerations filtered with passband at0.5 Hz or at1.0 Hz there is evidence that the radiation pattern

does affect accelerations. Vidale (1989) notes that shorter period (0.1–1 s) ground motions may not

show clear radiation pattern effects because of scattering in crust, which is more important for short

than long periods because such waves have travelled more wavelengths from source to site, and

because the fault plane itself may not be equally smooth on all scales so perhaps short-period radia-

tion pattern is more complex than a double couple. Ohnoet al.(1993) find that observed PGAs and

earthquake intensities do not show the azimuthal variation that is predicted but are constant around

the fault. The possible reasons given are: changing mechanism during rupture propagation and slip

heterogeneity. However, long-period waves do show the expected variation.

Some studies, however, have found possible dependence of strong ground motion with azimuth.

Vidale (1989) examined the ratio of PGAs from the Whittier Narrows main shock (1/10/1987,

ML = 5.9) and an aftershock (4/10/1987,ML = 5.3). The ratio of PGAs (found to be associated

with waves of between3 and6 Hz) from the two shocks was examined because this minimizes

the local site effects. Vidale (1989) assumes that in the whole space radiation pattern of S waves

dominates over weaker P waves and computes the expected total S-wave vector (square root of

sum of squares of SH and SV amplitudes) ratio for each station. A good fit (correlation coefficient

0.63) is found between observed and predicted ratios and that a focal mechanism dependence in

the ratios is preferred to a focal mechanism independence. Little evidence is found for P waves or

surface waves affecting radiation pattern. Campbell & Bozorgnia (1994a) derive attenuation rela-

tions from strong-motion recordings on alluvium sites during the Landers earthquake and examine

the residuals with respect to azimuth. It is found that the PGA residuals are significantly differ-

ent (at the90% confidence level) in different azimuthal ranges up to an average factor of1.62 for

stations to the northwest which is partly due to the SH radiation pattern although the situation is

complicated by directivity and by possible basin and local site effects. Resolved PGAs from 13

stations (not thought to be significantly affected by site effects) which recorded the Campano Lu-

cano earthquake (23/11/1980,Ms = 6.9) were investigated by Sirovich (1994) for evidence of the

effect of radiation pattern. The recorded PGAs were normalised by a fitted attenuation equation and

plotted against azimuth to the epicentre. A match was found between these normalised values and

the predicted radiation pattern using a combination of SH waves and the horizontal component of

SV waves. Radiated pattern effects are found to be present in the simulations of Anderson & Luco

(1983b) but they are not always simply related to the point source patterns.

A special case of the effect of radiation pattern on ground motion are the large amplitude vertical

accelerations recorded at five stations during the Imperial Valley earthquake (15/10/1979). They

are interpreted by Archuleta (1982) as PP waves which are controlled by the velocity profile. This
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hypothesis also explains the absence of such large vertical accelerations at stations which are closer

to the epicentre than those stations which recorded the large vertical PGAs.

Sirovich (1994) notes that if focal mechanisms and orientations of ruptures are consistent in

a region, such as is thought to happen in the southern Apennines, then the inclusion of azimuthal

dependence in seismic hazard assessment may be useful.

2.2.7 Focal mechanism

Foam rubber models of a60◦ dipping normal fault and a vertical strike-slip fault are used by Brune

& Anooshehpoor (1999) to get qualitative results of the difference between normal and strike-slip

ground motion. Systematically lower accelerations (between5 and10 times smaller) for normal

faulting compared with strike-slip faulting are found. A 2D finite element method, including the

time-dependence of the normal stress on the fault, is used by Oglesbyet al. (1996) to investigate

how PGV and PGD vary in the near field of reverse and normal earthquakes with dips of30, 45 and

60◦. The model predicts much larger PGV and PGD for thrust earthquakes compared with normal

earthquakes and that this difference increases with increasing dip angle. Oglesbyet al. (2000b)

extend this to 3D, and find similar results to the 2D case, and also model strike-slip ruptures of

varying dip. It is found that for30◦ faults PGV for strike-slip mechanism earthquakes is slightly

higher than that for thrust, although few strike-slip earthquakes have dips much different than90◦.

Oglesbyet al.(2000a) find that the difference between PGV and PGD for normal and thrust/reverse

faults almost disappears when the fault is buried. The difference between normal and thrust ground

motions persists even at large distances. Anderson & Luco (1983b) find using an infinite fault model

that rake has relatively small effect on peak amplitudes although dip-slip faults with dips less than

90◦ can have significantly larger ground motions than vertical strike-slip faults.

Westaway & Smith (1989) report a study where the distances, magnitudes and mechanism of

each event in their set of 243 strong-motion records from normal faulting earthquakes are carefully

verified. Horizontal PGAs (considering their uncertainties due to instrument calibration, digitization

and in baseline fitting) are comparable to those PGAs predicted by attenuation relations of Joyner

& Boore (1981) and Campbell (1981) when allowance is made for the uncertainty in distance. It

is found that horizontal PGA is well estimated by both equations therefore PGAs from normal

earthquakes is similar to that from strike-slip and reverse/thrust earthquakes.

There seems to be three main suggestions for the measured differences in strong ground motion

due to differences in the focal mechanism. One explanation is by Vidale (1989) who suggests

that the difference in radiation pattern of reverse and strike-slip earthquakes may contribute to the

observed large ground motions from reverse shocks because the lobes of reverse-shock radiation

patterns occur close to the source whereas lobes in the radiation pattern of strike-slip shocks occur
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farther from the source.

Oglesbyet al.(1996, 2000a,b) find that reflected waves from the free surface amplify the motion

of thrust faults near the free surface whereas the opposite is true of motion of normal faults because

these waves affect the normal stress.

The most accepted explanations are connected to differences in stress conditions between nor-

mal, strike-slip and reverse/thrust faults.

McGarr (1982) attempts to calculate upper bounds on near-source PGA using a model of in-

homogeneous faulting which involves an annular faulted region surrounding an unfaulted asperity,

the failure of which results in the earthquake. This failure is thought to depend on both the level

of ambient shear stress above the frictional stress resisting fault slip and the ratio of the outer and

inner radii of the prefaulted annulus. By considering the orientation of the maximum principal

stress and the minimum principal stress McGarr (1982) estimates that for an extensional stress state

(where the maximum principal stress is oriented vertically)PGA < 0.4 g, for a compressional

stress state (where the minimum principal stress is oriented vertically)PGA < 2 g and for perfect

strike-slip faulting (where the vertical stress is the average of the two horizontal principal stresses)

PGA < 0.7 g.

For normal faults the static normal and shear stresses along the fault must approach zero at

the ground surface because the tectonic forces are extensional and the lithostatic forces are zero.

At depth the stresses are limited if the fault surface consists of incompetent sediments, since such

materials could not maintain permanent stresses. Therefore normal faults are inherently weak in the

upper parts of the fault zone and cannot maintain the high levels of shear strain required for high

dynamic energy release to be possible unlike strike-slip faults (Brune & Anooshehpoor, 1999).

2.2.8 Dip of fault, δ

Geometrical asymmetry of the fault means the earthquake generated stress field must change to

match the stress boundary at the free surface causing variations in the normal stress on the fault.

This is because seismic waves radiated by the rupture will reflect off the free surface and hit the fault

again modifying the stress field both ahead of and behind the rupture front as it travels towards the

surface. These variations affect the friction and hence the dynamic rupture of the earthquake there-

fore causing asymmetric ground motion in the proximity of the fault (Oglesbyet al., 1996). This

asymmetry of ground motions was found by Archuleta (1982) for the Imperial Valley earthquake

(15/10/1979) which occurred on a fault which dips at approximately75◦.

Anderson & Luco (1983b) find that dip has a strong effect on peak amplitudes, ground motions

from shallow faults are larger than from vertical faults, but this is partly due to decreasing distance

to source.
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2.2.9 Hanging wall effect

In recent thrust earthquakes, for example San Fernando (Allenet al., 1998), Northridge (Abra-

hamson & Somerville, 1996) and Chi-Chi (Shinet al., 2000), it has been found that strong ground

motion is often larger at stations on the hanging wall compared with stations on the foot wall. Re-

cently computational modelling (Boore & Zoback, 1974; Anderson & Luco, 1983b; Oglesbyet al.,

1996, 2000a,b; Shiet al., 1998) and foam rubber modelling (Brune, 1996; Brune & Anooshehpoor,

1999) studies have found differences between ground motion on the two sides of the fault. There

are at least four proposed reasons for such a difference.

The most obvious reason, and also the easiest to incorporate into attenuation relations, is simply

that hanging-wall stations are closer to most of the source than foot-wall stations with the same

rupture distance, see Figure 2.1. Therefore stations on the hanging wall will receive more energy,

and hence ground motions will be larger, than stations on the foot wall. Using distance to the

surface projection of the fault or particularly a distance metric which is an ‘average’ distance to

the source, such as equivalent hypocentral distance (see Section 8.4) would approximately model

this effect. Abrahamson & Somerville (1996) believe this is the most important reason for the

calculated differences. In Abrahamson & Somerville (1996) differences in ground motion between

the hanging and foot walls are only seen for PGA and short periods (0.2 and0.3 s) and for longer

periods the hanging-wall and foot-wall ground motions are similar. If the amount of energy reaching

the station was the controlling factor in the difference between hanging-wall and foot-wall motions

then longer periods ground motions would be the most different, because PGA and short-period

ground motions are thought to be caused by small regions of isolated faulting and hence rupture

distance is a good distance measure. Abrahamson & Somerville (1996) suggest that motions on

the hanging wall and foot wall for longer periods are similar because directivity would affect both

hanging wall and foot wall stations equally and such large increases would mask other differences.

Anderson & Luco (1983b) find that differences in the ground motions on either side of the fault are

slightly reduced by using rupture distance rather than distance to top of fault or distance to surface

projection.

Another reasonably simple reason for the apparent difference, proposed by Oglesbyet al.(1996,

2000a,b), is that the hanging wall wedge is much smaller than the foot wall wedge, near the free

surface, so for the same forces on both sides of the fault the hanging wall will experience greater

accelerations.

Brune (1996) has found that interface waves associated with the fault, propagate along the thrust

plane and on reaching the free surface they temporarily decouple the overlying hanging wall from

the foot wall thereby trapping energy in the wedge. This trapped energy breaks out at the toe of the

thrust fault with a spectacular increase in motion.
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Fig. 2.1: Diagram showing how a hanging-wall station is closer to most of the source than a foot-

wall station at the same rupture distance.

On either side of a fault the rock type may be different thus causing a variation in hanging wall

and foot wall motions because of differences in the surface geology. These differences are covered

in other sections in this chapter.

The main characteristics of the hanging wall effect are:

• All types of earthquakes exhibit an asymmetry in ground motions on either side of the fault

(Anderson & Luco, 1983b; Oglesbyet al., 2000b).

• Differences between PGV and PGD on either side of the fault increases with decreasing dip

(Oglesbyet al., 1996).

• Differences in PGV and PGD can reach a factor of over2 for earthquakes with dip angles

of 30◦ (Oglesbyet al., 1996) and both horizontal and vertical PGA and PGV can be about

3–5 times larger on the hanging wall for earthquakes with dip angles of15 and30◦ (Shi

et al., 1998). Abrahamson & Somerville (1996) find that for reverse and reverse-oblique

earthquakes withM ≥ 6.0 hanging wall stations at rupture distances10–20 km experience

ground motions about50% larger than the average ground motion for station at a similar

distance but not on the hanging wall.

• For ‘blind’ faults (faults which do not reach the surface) the differences in PGV and, to a

lesser extent, PGD between hanging and foot wall stations almost disappear even when the

top of the fault is only at depths of1 or 5 km (Oglesbyet al., 2000a). This is because the

fault is farther from the free surface, thus the effect of the free surface is reduced, and also

because buried faults are constrained not to move at both its edges whereas the up-dip edge

of a fault which intersects the surface may move freely, greatly amplifying motion. However,

the Northridge fault did not intersect the surface, in fact it terminated at a depth of about5 km
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(Wald et al., 1996), but differences were found between hanging-wall and foot-wall motions

(Abrahamson & Somerville, 1996).

• Differences between hanging and foot wall motions decrease rapidly with distance away from

the fault (Abrahamson & Somerville, 1996; Oglesbyet al., 2000a).

2.3 Travel-path factors

As the distance of the site from the source increases travel-path effects become more important (e.g.

Hasegawa, 1975).

2.3.1 Types of wave and geometrical spreading

Different types of seismic wave (P, S, Lg, surface and others) travel at different velocities through

the earth. Figure 2.2 shows well separated P, S and Lg waves on an uncorrected accelerogram.

Fig. 2.2: Uncorrected accelerograms from Rieti recorded during Umbro-Marchigiano earthquake

(26/9/1997 00:33:16,Ms = 5.5) at an epicentral distance of66 km displaying separated

P, S and Lg waves. On the vertical component record P-wave amplitudes are similar to

those on the two horizontal components but S-wave amplitudes are much smaller, this is

because S waves are predominately in the horizontal direction.

Theoretically these different types of waves have different rates of decay with distance. Thus

body waves, e.g. P and S, decay at a rater−1 and guided S waves and surface-wave phases, e.g. Lg,
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decay at a rater−1/2 (e.g. Westaway & Smith, 1989). So surface waves should dominate over body

waves at distances greater than a few tens of kilometres. Joyner & Boore (1988) find that at distances

of about100 km and greater, the dominant phase is Lg, a superposition of multiply-reflected S

waves trapped in the crust by supercritical reflection, which is an Airy phase and has a decay with

distance ofr−5/6. This effect may be more noticeable for small earthquakes (M < 6) because they

have simpler waveforms than larger earthquakes (Westaway & Smith, 1989). PGA is found to occur

within the direct S-phase of the ground motion (Hanks & McGuire, 1981; Westaway & Smith, 1989)

but at greater distances PGV and PGD, long-period strong-motion parameters, are sometimes found

to be associated with surface waves (Berrill, 1975; Hanks & McGuire, 1981). Derived attenuation

relations from alluvium recordings of the Landers earthquake show a low attenuation rate which is

possibly due to the increasing dominance of surface waves compared with body waves at greater

distances (Campbell & Bozorgnia, 1994a). However, the development of surface waves is not a

simple phenomena and so the distance at which they become dominant is not easily predictable

(Gregor, 1995).

Joyner & Boore (1988) state that although the amplitudes of Fourier spectra of surface-wave

ground motion do decay asr−1/2, time-domain amplitudes do not, because of dispersion. Thus

well-dispersed surface waves have a time-domain amplitude decay ofr−1, and Airy phases, which

correspond to stationary points on the group-velocity dispersion curve, have a decay ofr−5/6.

2.3.2 Scattering

Scattering contributes to the complexity of observed ground motions and occurs when seismic

waves are reflected off inhomogeneities in the crust. It deflects some of the energy from the di-

rect waves distributing it into the seismic coda.

Aki (1980) shows that scattering due to inhomogeneities distributed throughout the lithosphere

could cause the apparent dependence ofQ on frequency. For tectonically stable areasQ−1 seems

to be constant or monotonically decreasing with frequency. For tectonically active areasQ−1 is

characterised by a peak at frequencies around0.5–1 Hz. The difference between stable and active

areas disappears at about25 Hz.

2.3.3 Anelastic attenuation (absorption)

Waves attenuate due to internal friction, also called intrinsic attenuation, the effect of which can be

summarised by the parameterQ. Strains and stresses occurring within a propagating wave can lead

to irreversible changes in the crystal defect structure of the medium, and work may also be done on

grain boundaries within the medium if adjacent material grains are not elastically bonded (Aki &

Richards, 1980). The elastic energy is converted to heat. Such media are called anelastic because
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the configuration of material particles is to some extent dependent on the history of the applied

stress.

Residuals with respect to azimuth from a derived attenuation relation for horizontal PGA of the

Loma Prieta earthquake are examined by Campbell (1991). PGAs are on average19% higher for

azimuths between320◦ and350◦ and PGAs are an average of29% lower for azimuths between

350◦ and030◦ compared with the overall average, which are significant at the90% confidence

level. Similar results are found for rock records therefore the cause is probably not a site effect. It is

found that the cause of these average differences is different attenuation rates in the two directions

compared with the average, due in part to geological structure, and not source directivity or radiation

pattern. There is a low attenuation rate for azimuths320◦ to 350◦ because they are parallel to the

San Andreas fault whereas travel paths to sites with azimuths between350◦ and030◦ cross several

major fault zones and traverse the down-dropped basins of Santa Clara valley and San Francisco

Bay, thus there is more scattering and anelastic attenuation.

Westaway & Smith (1989) find that geometric spreading is more important than crustal anelas-

ticity particularly for large events in determining horizontal PGA for distances up to tens of kilo-

metres from the source. For small earthquakes (M < 5) though PGA is associated with higher

frequencies above10 Hz so anelastic attenuation is more important.

Most studies assume that the value ofQ is constant along the whole path of the wave from

the source to the site. In factQ is affected by: pressure, temperature, saturation state of the rock,

frequency of the propagating wave and amplitude of propagating strain (Stewartet al., 1983). All

of these factors can be assumed to be constant along the path from shallow earthquakes except

the amplitude of propagating strain which will vary considerably. Attenuation in rocks generally

increases once a certain threshold strain, about10−6, has been reached and then increases linearly

with strain (Stewartet al., 1983). Stewartet al. (1983) suggest that this large strain attenuation is

due to the frictional work loss from individual asperity contacts therefore large strain attenuation

increases linearly with crack density.

Minster & Day (1986) propose this relationship for the localQ value:Q−1(ω, ε) = Q−1
a (ω) +

γε, whereQa is the small strain (anelastic) quality factor,γ is a constant for a particular type of

rock (and found to be equal to about3× 103) andε is the strain amplitude.

Fundamental-mode surface waves are confined to shallow layers and so are subject to greater

anelastic attenuation than body waves (Joyner & Boore, 1988).

Arrival of critical reflections (‘Moho bounce’)

The layered structure of the Earth’s crust means that the dependence of ground motion amplitudes

on distance may not display a smooth decrease with distance due to the dominance of individual
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Fig. 2.3: Diagram showing minimum distance at which reflections off the Moho are possible.α1

andα2 are P-wave velocities,β1 andβ2 are S-wave velocities,hMoho is the depth of the

Moho,h is the focal depth andd is the epicentral distance.

seismic phases over specific distance ranges. The most important discontinuity in the Earth for en-

gineering seismology is that between the crust and the mantle called the Mohorovičić discontinuity

(or Moho). It is at a depth of20–30 km over most of the Earth. The change in wave velocity at

such discontinuities results in the reflection of seismic waves which are incident at greater than the

critical angle of incidence. The minimum distance at which critical reflections are possible is shown

in Figure 2.3. This distance can be calculated using Snell’s law. The critical angle of incidence,

i = sin−1(α2/α1), and the critical distance,d = (2hMoho − h) tan i. For example, ifh = 14 km,

hMoho = 25 km, α2 = 6.15 kms−1 andα1 = 8.0 kms−1 theni = 50◦ andd = 43 km. However,

more complicated velocity profiles occur in practice so the distance at which critical reflections

become possible is more difficult to predict than with this simple model.

Critical reflections on strong motions have been increasingly thought of as being important since

the Loma Prieta earthquake (18/10/1989) in which such reflections are thought to have been partly

responsible for the large ground motions recorded in San Francisco. Somerville & Yoshimura

(1990) find that the largest accelerations at each station further than50 km from the source of

the Loma Prieta earthquake coincides with the arrival time of the critical Moho reflections. The

amplification due to the critical reflections at80 km was equal to a factor of about2 which is

similar to the amplification due to soft soil. Campbell (1991) examines horizontal PGAs from the

Loma Prieta earthquake recorded on 71 alluvial sites and finds that there is a zone of almost constant

acceleration for seismogenic distances between51 and79 km which can be attributed to the arrival

of critical reflections off the base of the crust. Chin & Aki (1991) calculate synthetic seismograms

using a point source model of the Loma Prieta earthquake and the local velocity structure. For
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hypocentral distances less than about30 km the direct S wave is associated with PGV, for distances

between about30 and 50 km the Conrad reflections are associated with PGV and for distances

between50 and110 km the Moho reflections are associated with PGV. However, for hypocentral

distances between0 and140 km these differences in wave types do not cause much deviation in a

R−1 geometrical decay of PGA or spectral periods between0.5 and2 s.

Similarly Campbell & Bozorgnia (1994a) suggest that the calculated low attenuation rate found

for alluvium recordings of the Landers earthquake could be due to the arrival of critical reflections

off the Moho.

The importance of critical reflections in maritime Canada and in central USA is investigated by

Burgeret al. (1987) using recorded and synthetic accelerograms. An examination of the horizon-

tal pseudo-velocities at1 s and5% damping from eastern North American strong-motion records

normalised tomb,Lg = 5 shows that there is a decrease in amplitudes from10 to 60 km, constant

amplitudes from60 to 150 km and a further decrease for distances greater than150 km. Com-

puted seismograms for the maritime Canada crustal structure (Moho at25 km) show constant am-

plitudes at distances between100 km and200 km whereas computed seismograms for the central

USA crustal structure (Moho at25 km) exhibit constant amplitudes for distances between60 and

150 km. This difference occurs because the velocity contrast at the Moho is larger in the central

USA model than in the maritime Canada model. Burgeret al. (1987) also find that the most impor-

tant phases on the San Onofre strong-motion record of the Borrego Mountain earthquake (9/4/1968,

Mw = 6.8, focal depth8 km) are from crustal interfaces at14 and25 km.

2.3.4 Basin effects

Variations of subsurface topography, particularly basins containing deep soils of lower shear-wave

velocities than the surrounding region, can have a large effect on ground motions. Shallow low-

velocity subsurface sediments overlying steeply sloping bedrock at the basin edges can generate

surface waves which increase long-period ground motions.

One of the most commonly cited examples of where this effect occurs are the basins around Los

Angeles. For example, Liu & Heaton (1984) examine ground accelerations and velocities from the

San Fernando earthquake along three different profiles. A good correlation of the velocity wave-

forms with the topography of the deep (2–5 km) subsurface basins is found. Long-period surface

waves (period about5 s) develop and are trapped in the San Fernando valley and cannot propa-

gate through the Santa Monica mountains into the Los Angeles basin where surface waves again

develop. These waves increase the duration of the ground motion and the PGVs in the basins com-

pared with the mountains. Areas of little or no sediments (depth< 1 km) do not show clear surface

waves. High frequencies, as measured by acceleration, are much less affected by the subsurface
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topography.

Strong ground motion from an earthquake (9/11/1974,Ms = 7.2) 100 km from Lima recorded

at two sites (Instituto Geofı́sico del Peru and La Molina) is analysed by Zahradnı́k & Hron (1987).

The record from Instituto Geofı́sico del Peru, which is on horizontally homogenous layers, is de-

convolved using an estimated shear-wave velocity profile. This is then used as the input to a number

of models of the sediment-filled valley (about200 m deep and2000 m wide) underlying La Molina

station. The time-history at La Molina is computed using a finite-difference scheme and a good

match with the recorded motion is found. The importance of the two-dimensional structure of the

underlying valley is shown by the prominent surface waves which are caused by a top layer of low-

velocity sediments overlying the steeply sloping bedrock at the edge of the valley and at the local

bedrock outcrop inside the valley.

King & Tucker (1984) report a number of experiments in the Chusal valley in Tajikistan, which

is a400 m wide by700 m long (with a maximum depth of60 m) sediment-filled valley underlain

by granitic rocks. The S-wave impedance between the rock and valley sediments is about5.8 : 1.

All the recorded motions are weak (10−5 to 10−3 g). No dependence in the motions with distance

along the valley was found. Across the valley though, large amplifications, up to a factor of10,

with respect to a rock site just outside the valley, were found by using smoothed Fourier amplitude

spectral ratios. The period at which the peak amplifications occur depends on the width of the valley

not just the vertical soil column beneath the site although the size of the amplification is related to

the thickness of the sediments and hence its position. One-dimensional models are adequate for

predicting amplification at the centre but are poor at edges. The azimuth of the incident waves is

not important. Tucker & King (1984) find that the response of this valley for PGAs between10−5

and0.2 g is not dependent on amplitude of input motion.

Papageorgiou & Kim (1991) model the 2D response of a valley to the Caracas, Venezuela earth-

quake (29/7/1967,Mw = 6.6) to synthetic time-histories of SH waves. The asymmetric model of

the NS cross-section of the valley has sediments with shear-wave velocity of1000 ms−1 overlying

rock with shear-wave velocity of2300 ms−1 and is about3.5 km wide and has a maximum depth of

about400 m. Elastic rock amplification ratios across the valley are computed using the 2D model

and a 1D model and it is found that the two ratios are similar although the 2D ratios are more vari-

able and the amplifications are larger. For example, 1D models predict peak amplifications which

decrease with increasing incidence angle whereas 2D models can predict increasing amplifications

with increasing incidence angle. Incident SH waves induce Love waves which result from overcrit-

ical reflections at the inclined bottom of the sediments and propagate between the two edges of the

valley. The steeper northern edge is the most efficient generator of such waves. It is found that PGA

and PGD are not strongly affected by the valley response (only varying by a maximum of1.5) but

that PGV varies considerably across the valley (up to a factor of3). Spectral accelerations in the
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period range0.6 to 1.4 s are amplified by factors of up to3 due to the valley response.

Results of many numerical simulations of valley response have been published, many of which

use the method of Aki & Larner (1970). Two classes of parameters define a valley characteristics:

geometrical and rheological and only the ratios between certain valley parameters, for example

depth and width (h/D), are important for calculating the response of valleys therefore one numeri-

cal solution can be used for a number of different real valleys. The case of incident P and SV waves

is more complex than incident SH waves and so few studies for incident P and SV waves have been

conducted.

Bard & Bouchon (1980a) investigate the response of two types of sediment-filled valleys (one

a one-cycle cosine shaped valley and one a plane layer closed on each side by a half-cycle cosine

shaped interface) to Ricker wavelet incident waves using the Aki-Larner method. Love waves are

generated at the valley edges which propagate across the valley and lead to large amplifications (up

to a factor of5.5) when they constructively interfere usually at the centre of the valley. This means

that amplifications due to 1D models are only valid for the early part of the record. For deeper

valleys the effect is similar but more energy is reflected by the valley’s edges as the steepness of the

interface increases and also the waveforms become more complex because of interference between

up-and-down reflections and lateral Love waves. For the plane layer valley the largest amplitudes

in deep basins are at the centre whereas for shallow basins the largest amplitudes are at the edges.

The one-cycle cosine valley has much larger wave amplitudes for same depth-to-width ratio than

the plane layer valley because the continuously increasing depth reinforces Love waves over all

their travel towards the centre. However, the plane layer valley is better at trapping waves. For

lower impedance contrasts the results are similar but less emphasised and Love waves are less well

reflected hence some Love wave energy is transmitted into the rock outside the basin and can cause

displacements outside the valley. Bard & Gariel (1986b) extend the Aki-Larner method to sediment

valleys with inhomogeneous shear-wave velocities in the sedimentary layer. The transition between

shallow and deep valley behaviours is much smoother.

Bard & Bouchon (1980b) use the Aki-Larner method to model the response of two types of

valley: — one cosine-shaped and one flat bottomed — to low-frequency vertically incident P and

SV waves of Ricker wavelet form. Incident P waves generate laterally propagating waves which

are shown to be Rayleigh waves but the maximum amplitudes are almost always due to the direct

signal or at most the first interface reflection. Incident SV waves also generate Rayleigh waves but

whether the fundamental or first higher Rayleigh mode is predominately excited depends partly on

the frequency and direction of the incident waves. The peak amplitudes are always due to Rayleigh

waves localised in space and time. Even for low velocity contrasts surface waves still occur but

they are smaller, because transmission between alluvial valley and underlying bedrock is greater,

and the largest amplitudes always occur due to the direct signal. They can still be quite large,
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however, especially in the centre of the valley. For cosine-shaped valley Rayleigh waves are of

higher amplitude because of a larger curved interface and so even for P waves, Rayleigh waves are

more important. For SH the response becomes more complicated. For SV waves ‘lateral’ resonance

due to trapping of horizontal propagating P waves inside the layer makes the valley behave grossly

as a 1D resonator which implies a complicated reflection and refraction pattern at valley edges with

P-SV conversions. The frequency of resonance depends on valley shape and velocity contrast and

becomes more important ash/D increases.

The question of whether simplified models can be used to predict ground motion in sediment-

filled valleys to incident plane SH waves is addressed by Bard & Gariel (1986a). One shallow

valley and two deep valleys (one with large impedance contrast and one with a low impedance

contrast), all with linearly increasing shear-wave velocity in the valley are modelled using: a) a 2D

model including the change in shear-wave velocity in the sediment; b) a 2D model with an average

shear-wave velocity in the sediment; c) a 1D model including the change in shear-wave velocity in

the sediment; and d) a 1D model with an average shear-wave velocity in the sediment. It is found

that the simplest model (d) underestimates PGA for all three valleys. For the shallow valley and

the deep valley with low impedance contrast, PGA may be satisfactorily approximated by model

c). However, for sediments with low damping the 2D effects become more important and so this

conclusion may not hold. For embanked, high impedance contrast valleys the prevailing effects are

geometrical so 2D models are needed.

An important study on the effect of sediment filled valleys on strong motion was conducted by

Bard & Bouchon (1985) using the Aki-Larner technique to investigate the response of sine-shaped

valleys to incident P, SV and SH waves. A comprehensive parameter study is conducted and it

is found that there exists a critical shape ratio (shape ratio ish/2w, where2w is the total width

over which sediment thickness is more than half its maximum value) below which 1D resonance

and lateral wave propagation dominates and above which 2D resonance occurs. Lateral (surface)

waves are generated at valley edges regardless of shape ratio. When the valley is shallow these are

well separated from vertical resonance because they arrive at the centre after the direct arrival. For

deeper valleys these waves have wavelengths comparable to the valley width which results in lateral

interferences. These combine with 1D vertical interferences and hence produce 2D resonance.

These 2D resonances though are highly dependent on the frequency of the incident wave but because

the amplifications are so great they will swamp the real earthquake signals. The critical shape

ratio is given by:(h/2w)c = 0.65/
√
Cv − 1 whereCv is the velocity contrast between the valley

and the surrounding rock. From a simple model of a soft rectangular inclusion it is possible to

derive an approximate formulae for fundamental frequency of the valley, to incident P, SH and SV

waves, which is only dependent on shape ratio and 1D fundamental frequency. It is shown that

fundamental frequencies and amplifications predicted using 1D and 2D theory are very different
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except for shallow valleys and amplifications can be underpredicted by up to4 times by 1D theory.

The influence of the depth of the alluvial valley is investigated by Dravinski (1982) using a

source method for a semi-elliptical valley subjected to incident plane harmonic waves. The shear-

wave velocity of the homogeneous, linearly elastic, isotropic material in the valley is80% of the

shear-wave velocity of the surrounding half-space. Two shapes of valley are investigated: one

shallow with a ratio of width to depth of0.75 and one deep with a ratio of width to depth of2.5,

for two frequencies,Ω: ratio of width of valley to wavelength of incident wavefield of0.4 and

ratio of width of valley to wavelength of incident wavefield of1.0 and one angle of incidence,30◦.

For SH-waves atΩ = 1 the increase in sediment depth produces locally larger displacements. For

Ω = 0.4 the depth of valley has little effect and the displacement field does not vary much across

the valley. For P waves even atΩ = 0.4 the depth of the valley changes the surface motion pattern

significantly; strong amplifications (up to about2) occur at the edges of the shallow valley and

smaller amplifications occur for the deep valley. For SV waves large local amplifications (factor

of about2) occur for the shallow valley and these amplifications decrease with increasing depth.

Rayleigh waves are less important than the other types of wave and the shallow valley produces

higher amplifications.

The closed-form analytical solution for the response of semi-cylindrical alluvial valleys to inci-

dent plane SH waves was found by Trifunac (1971a). It was found that as the incident wavelength

decreases the effects of the valley increase and that large amplifications (not necessarily at the centre

of the valley) are possible due to focussing of the waves through the discontinuity. Nearly-standing

waves are generated. The amplification over the valley displays a complex pattern which increases

with increasing frequency of incident waves and it also changes due to the angle of the incident

waves. For incident wavelengths longer than10 to 20 times the radius of the valley the effects

of the valley are negligible. However, there are few known geological configurations with cross-

sections resembling the semi-cylindrical valley and whose length is sufficiently great to permit 2D

analysis. Wong & Trifunac (1974) find the analytical solution for the response of semi-elliptical

alluvial valleys to incident plane SH waves. It was found that forωH/Vs < π/2, whereω is the

frequency of the incident waves,H is the depth of the equivalent layer andVs is the shear-wave

velocity of the valley, that 1D theory could be used but for deeper valleys 1D and 2D predicted

amplifications are much different. Similar results are obtained for sine-shaped and triangular cross

sections by Śanchez-Sesma & Esquivel (1979).

Recently, Joyner (2000) has developed a way to incorporate basin effects into strong-motion

attenuation relations based mainly on observations in the Los Angeles basin. Joyner (2000) finds

that surface waves generated at basin edges by the conversion of S waves behave as through they

are from a line source in a 2D medium and thus geometric spreading is zero. However, low-

Q basin sediments produce significant anelastic attenuation. Thus the functional form used is:
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y = f(M,RE) + c+ bRB wheref(M,RE) is a general attenuation relation,RE is distance from

the source to the edge of the basin,RB is distance from edge of basin to the recording site andc

is a measure of coupling between incident body waves and surface waves in basin. It is found that

surface waves are important for periods3–6 s and can lead to amplifications up to a factor of3 over

the predictions made by the general strong-motion equation not including basin effects.

2.4 Site (near-receiver) effects

The effect of local geological deposits on seismic waves is commonly frequency dependent and

strongly influenced by their relative thicknesses and seismic velocities. Although it is usually

thought that rock sites do not experience large amplification Rogerset al. (1984) find that the re-

sponse of rock sites is highly variable and some sites can exhibit a strong response.

Idriss (1978) says ‘. . . the scatter in recorded peak accelerations on one site condition is compa-

rable to any difference in peak accelerations that may exist because of site conditions’ and ‘[w]hile

such general functional relationships are theoretically possible, insufficient data and insufficient

knowledge regarding the influence of each factor preclude the development of empirical relation-

ships that contain all these factors.’ Rogerset al. (1984) find a mean standard deviation of1.38 in

the spectral ratio of records from one site to a base rock site showing the level of predictability in

site response.

Peak ground motion parameters may not always reflect the strong amplification effect at a site

because the frequency of maximum incoming energy is not coincident with the resonant peak fre-

quency of the site (Rogerset al., 1984).

Faccioli & Reséndiz (1976) concluded that ‘. . . for strong motions at relatively close distances

from the source and under stable soil behaviour, the influence of local soil conditions is often not

the most important factor’. If the soil is unstable, i.e. liquefaction is possible, or it contains weak

interbedded layers which can liquefy then Faccioli & Reseńdiz (1976) state that ‘. . . the pattern

of surface ground motion in the epicentral area of strong earthquakes could be governed by the

dynamic behaviour of local soils to a larger extent than by source-mechanism and transmission-

path characteristics.’

In a comparison of the amplifications due to local geological conditions Rogerset al. (1984)

compare the amplification spectra derived using data from explosions and that found using San

Fernando data which have different source and path conditions and find that source and path factors

have about the same importance in defining the amplification.

Anderson & Brune (1991) state large vertical accelerations are a common feature of large earth-

quakes on thick sedimentary sequences, however, Suhadolc & Chiaruttini (1987) generate synthetic

accelerograms for a variety of different crustal structures and find that verticalPGA is consistently
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lower than the horizontalPGA (a factor of between about1.5 to 10) for crustal structures with

sediments. For crusts with no sediments they find the verticalPGA is larger, by a factor of about2,

than the horizontal.

The water content of soils, which can have a seasonal variation, is an important factor in wave

attenuation and ground amplification but there is a lack of evidence for its effect (Bolt, 1970).

2.4.1 High-frequency band-limitation of radiated field, fmax

fmax refers to the frequency above by which there is little physically meaningful ground motion

(Hanks, 1982).

Hanks (1982) examines one Oroville aftershock (16/8/1975,ML = 4.0) and estimates (noting

that this involves some subjective judgment)fmax at 9 stations all from similar hypocentral dis-

tances. It is found that those five on Pleistocene or younger, probably water-saturated, gravels and

alluvium havefmax ∼ 15 Hz while those on crystalline bedrock of Mesozoic age or on a thin layer

of Tertiary gravels filling a pre-existing drainage in the crystalline rock havefmax ∼ 20–30 Hz.

Similar fmax values are found for seven aftershock records from the same station showing that

fmax is not a source parameter. Hanks (1982) suggests thatfmax may be due to an abrupt increase

in Q−1 in the near-surface layer.

Hanks (1982) states:

amax ∼
√
fmax

√
ln(2fmax) for: fmax � 1/tc

Liu & Helmberger (1983) find that at high frequencies (about2–20 Hz), the Fourier acceleration

spectrum of S waves,a(f), decays exponentially in a majority of Californian accelerograms. A

model of this decay isa(f) = A0e−πκf for f > fE . The spectral decay parameter,κ, is thought to

be primarily a subsurface geological effect, due to attenuation within the earth, because it is only a

weak function of distance and it seems to be smaller on rock sites than on sites with less competent

geology.

2.4.2 Impedance contrast amplification

The energy contained in a seismic wave is proportional toρV A2 whereA is wave amplitude,V is

wave velocity andρ is density. Therefore when a wave is totally transmitted from one material to

another (Joyneret al., 1981):

A2 = A1

√
ρ1V1

ρ2V2

√
cos i1
cos i2

where subscript1 refers to properties of the underlying medium and subscript2 refers to properties

of the surface medium,i is the angle of incidence of the waves andρV is the impedance of the
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material. This equation is true only when waves are totally transmitted between two media, such

as the case of high-frequency energy passing through a velocity gradient (with no attenuation). At

lower frequencies, some energy will be reflected away from the gradient, reducing the amount of

transmitted wave energy. At a major velocity discontinuity significant energy is always reflected,

and this equation is never applicable. Thus, simple calculations of seismic wave amplifications

based on impedance contrasts are only valid in very special circumstances, where material prop-

erties vary smoothly and only relatively high frequencies are considered. Joyner & Boore (1988)

believe that site amplification due to impedance contrast is the most common type of amplification.

When the angle of incidence in the underlying medium is not largecos i1 ≈ 1 andcos i2 ≈ 1 and√
cos i1
cos i2

can be neglected (Joyneret al., 1981). Joyneret al. (1981) find that this approximation is

reasonably good at predicting the observed amplification between the ground motion recorded on a

Franciscan rock site, Gilroy #1, and a Quaternary alluvium site, Gilroy #2, during the Coyote Lake

earthquake (6/8/1979,ML = 5.9) using a reference depth of one quarter wavelength. Joyneret al.

(1981) believe this amplification mechanism is most important for the Gilroy #2 record because the

velocity trace is simple and so resonant amplification is not likely because this requires multiple

reflections in the layer.

2.4.3 Resonant amplification

When a vertical P or SH wave is incident on an undamped surface layer (medium 2) of depth,

H, overlying a half-space (medium 1) then the amplification due to multiple reflections within the

surface layer creating modes with well-defined resonant frequencies is given by (Shearer & Orcutt,

1987):

A2

A1
=
ρ1V1

ρ2V2

which occurs at periods,T , given by:

T =
4H

(2n− 1)V2
with n = 1, . . .

This type of amplification is believed by Joyner & Boore (1988) to be less important than

impedance contrast amplification.

Shearer & Orcutt (1987) believe that more complicated structures typical of the real earth are

unlikely to lend themselves to simple analyses because the simple equations for prediction of am-

plifications fail for some of their simple examples.
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2.4.4 Focussing

There are two important focussing mechanisms that result in variations in strong ground motion.

The first of these occurs when the geometry of the ground surface and substrata focus the rays by

reflection or refraction at a curved interface. The second occurs in smoothly inhomogeneous media

where the rays are continuously refracted and appear as smooth curves. Jackson (1971) states that

in nonuniform or distorted strata focussing may be more effective than resonance in amplifying

ground motion.

One of first studies on the importance of the focussing effects of substrata was by Jackson

(1971) who examines qualitatively the effect of three different types of nonuniform substrata on

ground motion. A simple model of Skopje, former Yugoslavia, is used to examine whether a steep

increase in the depth of the alluvium layer was a contributing factor to the anomalously high damage

which occurred in a small part of the city due to the earthquake of 26/7/1963. The model showed

that this variation in alluvium layer depth helps explain the high damage zone. Variations in the

angle of incidence and the velocity parameters of the alluvium layer do not significantly affect the

focussing.

Langston & Lee (1983) use a 3D ray-tracing algorithm for plane SH waves with frequencies

of 20 Hz and 2D models of the Duwamish river valley (central Seattle), where postglacial uncon-

solidated sediment fill a glacially scoured channel1 to 2 km wide and at most100 m deep. These

sediments overlie a complex of compacted preconsolidated Pleistocene sediments. It is found that

the curvature of the valley can cause extreme amplification (factors up to12) of the fourth and fifth S

reverberations due to accumulated geometrical spreading effect of several reflections off the centre

of the valley. If the basin is too shallow with insufficient curvature then focussing does not occur.

Large changes can occur over very short distances (about25 m can lead to tripling of amplitudes).

Langston & Lee (1983) conclude that focussing is undoubtedly very complex and is strongly de-

pendent on: back azimuth of incident waves, character of the velocity gradients within the structure,

scattering from boundaries and scattering from deeper structures, and they note that anelasticity of

media could significantly reduce amplifications and that amplifications of approximately two are

the maximum that occurs in practice.

37 records from the Lotung Large Scale Seismic Test Array in Taiwan of aML = 6.5 earth-

quake were examined by Wenet al. (1992). PGAs vary between0.09 g and0.21 g over the array

where the largest distance between two stations is only4 km. This scatter along with the signifi-

cant change in wave propagation direction and velocity over the array is attributed to geometrical

focussing effects in the 3D basin.

Joyneret al. (1981) believe that focussing, due to concave curvature of bedrock, may explain

the underprediction (1.25 in PGA and1.8 in PGV) of the observed ground, calculated (using lin-
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ear and non-linear models) at Gilroy #2 (Quaternary alluvium site) given the motion at Gilroy #1

(Franciscan rock site).

The possible importance of focussing due to the low-velocity zones surrounding faults is high-

lighted by Cormier & Beroza (1987). They suggest such focussing could partially explain the

five-fold increase in the recorded PGVs at Gilroy #6 (within fault zone) compared with Gilroy #7

(outside fault zone), which are only4 km apart and are both hard rock sites, during the Morgan

Hill earthquake (24/4/1984). It is found that the rays from the fault are bent due to the low-velocity

fault zone and so the ground motion is greater in the fault normal direction than in the laterally ho-

mogenous case. Also the lateral heterogeneity strongly affects arrival time, amplitude and polarity

of phases recorded at stations within a2–3 km zone centred on the fault trace.

A sedimentary basin, concave upwards, can have a lens-like effect on high-frequency ground

motion (1–30 Hz) collecting and focussing seismic energy and thus leading to local amplifications in

isolated pockets where the caustics intersect the surface (Rial, 1984). Such amplitude enhancement

may be softened by diffraction, attenuation, medium inhomogeneities and non-linear soil response

but caustics are robust features of the wavefield so changes in source location, basin shape and re-

fraction indicies have little influence on their location and strength (Rial, 1984). Only rough basin

parameters are required to predict their locations. The areas of high levels of damage in the Caracas

earthquake in 1967 matched the predicted areas where focussing would occur for the basin under-

lying Caracas (Rial, 1984). Rialet al.(1986) interpret the extremely large high-frequency accelera-

tions (verticalPGA = 1.74 g) at El Centro #6 during the Imperial Valley earthquake (15/10/1979)

as caused by the focussing of waves through a wedge-like structure between Imperial Valley and

Brawley faults.

Sites on media having strong lateral heterogeneities in seismic velocity, such as folded sedi-

mentary rocks, like the Coalinga anticline (California), can show strong spatial incoherence due to

multipathing, caustics and shadows, however, this incoherence does not show a large dependence

on station separation or wave frequency (Somervilleet al., 1991b). Somervilleet al. (1991b) use a

simplified model of the Los Angeles basin to investigate this phenomenon and find that some arrays

within the basin show large spatial incoherence amongst the records whereas the records from other

arrays within the basin do not.

2.4.5 Near-site scattering

Sites on flat-lying alluvial sequences, such as Imperial Valley (California) and Lotung (Taiwan),

show spatial incoherence that increases smoothly as a function of station separation and wave fre-

quency showing the importance of wave scattering in an otherwise laterally homogeneous seismic

velocity structure (Somervilleet al., 1991b). The coherence,C, due to this effect can be modelled
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by the simple function:C = exp((−a − bω2)R) whereω is the frequency of the waves andR is

the separation distance.

2.4.6 Anelastic attenuation

The amplitude of ground motion at sites on thick deposits of young, low-Q, sedimentary rocks

will be strongly attenuated at all frequenciesf & Qβ/πh, whereQ, β andh are, respectively, the

quality factor, shear-wave velocity and thickness of the sedimentary layer, than at sites with little or

no such sedimentary cover (Seekins & Hanks, 1978).

Seekins & Hanks (1978) find for the Oroville sequence (3 ≤ ML ≤ 5) that the PGAs recorded

on thin (< 50 m thick) Tertiary gravel deposits overlying crystalline basement or on the crystalline

basement are higher than those recorded on several hundred metres or more of sedimentary rocks.

This finding is attributed to the higher anelastic attenuation of high-frequency (& 10 Hz) ground

motion under the sedimentary rock sites. It is also found that the rate of increase of PGA with

increasing magnitude is larger for sites on sedimentary rock as compared with the bedrock PGAs

which may be due to the frequency of the PGA decreasing with increasing magnitude so that anelas-

tic attenuation is less important.

2.4.7 Non-linear soil behaviour

In the near field the strains generated by earthquakes can be large, of the order of10−4 to 10−3

(assuming PGVs of between10 cms−1 and100 cms−1 and a wave velocity of1 kms−1), for exam-

ple see Berrill (1975). These strains reduce the shear modulus (and consequently the shear-wave

velocity) and increase the damping ratio (e.g. Seed & Idriss, 1969; Hardin & Drnevich, 1972). Such

non-linear behaviour of soils may explain the difference between expected high amplifications due

to site effects and the lower amplifications recorded in large earthquakes (Seed & Idriss, 1969).

Chin & Aki (1991) simulate strong-motion records from the Loma Prieta earthquake. For

hypocentral distances less than50 km the predicted PGA on soil is overestimated and the pre-

dicted PGA on rock is underestimated. This difference is systematic for all stations within50 km

so it is not due to the radiation pattern, near-source structure or topography but is thought to show

that the soil sites behave non-linearly for PGA larger than0.1–0.3 g [1 ms−2–3 ms−2] and so the

amplification due to the sediment layers is not as great as it is for weak motion.

Records from different sizes of earthquakes from two rock and soil station pairs which are

within 2.5 km of each other are investigated by Darragh & Shakal (1991) using the ratio of smoothed

Fourier amplitude spectra of a10 s time-window that includes the direct S-wave arrival. The first

pair is Treasure Island (manmade island of11 m of hydraulic fill over sand and bay mud which

underwent liquefaction in the Loma Prieta earthquake) and Yerba Buena Island (Franciscan sand-
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stone and shale) which recorded the Loma Prieta mainshock (ML = 7.0) at about100 km and four

aftershocks (withML between3.3 and4.3). Amplification is found at Treasure Island for periods

between about0.14 and2 s for all five pairs of records but at about1 s the amplification decreases

from about a factor of25 to a factor of about4 as the amplitude of the input motion increases.

Also predominant peaks in the amplification spectra at0.5 and1 s for the weak motion are absent

in the spectrum from the mainshock; so the behaviour of the site is non-linear. The second pair

is Gilroy #2 (alluvial-fan deposits) and Gilroy #1 (moderately weathered sandstone at surface with

thin beds of shale at depth) which recorded the Coyote Lake (ML = 5.9), Morgan Hill (ML = 6.1),

Loma Prieta (ML = 7.0) mainshocks and 13 aftershocks (4.1 ≤ ML ≤ 5.4). Significant ampli-

fication at Gilroy #2 is found between about0.5 and2 s which does not depend on the amplitude

of the input motion. A significant peak (factor of about6) at 0.4 s in the amplification spectra of

the aftershock records is absent in the records from the stronger earthquakes. Non-linear behaviour

therefore possibly occurs for this site but it is not as clear as for the soft soil-rock pair.

Fieldet al.(1997) compare recordings from 184 aftershocks (3.0 ≤M ≤ 5.6) of the Northridge

(17/1/1994) earthquake with records from the main shock at 21 sites including 15 alluvial sites.

A generalised inversion for source, path and site effects using the shear-wave Fourier amplitude

spectrum shows that during the aftershocks the amplification at the alluvial sites is about1.4 at

a period of0.1 s, about2.5 at a period of0.3 s and about3.1 at a period of1 s, whereas for the

mainshock the amplification is only about0.8 at0.1 s, about1.3 at0.3 s and about1.9 at1 s. These

differences are significant at the99% confidence level between0.2 and1.3 s.

Joyneret al. (1981) find no evidence for non-linear behaviour in the Quaternary alluvium

underlying Gilroy #2 during the Coyote Lake earthquake (ML = 5.9) even thoughPGA =

0.25 g[2.5 ms−2] andPGV = 30 cms−1.

Berrill (1975) estimates the maximum strains measured at stations which recorded the San

Fernando earthquake from PGDs and the period of the associated waves. For a few of the closest

stations to the hypocentre these strains are larger than the strain at which non-linear effects could be

expected to begin but no significant differences between the attenuation at these stations and those

where strains are lower are seen. From this result he concludes that ‘material nonlinearity may be

very important close to the focus, at hypocentral distances of20 km or more it does not seem to be

a major factor’.

2.4.8 Pore water pressure

During an earthquake soil is subjected to excess pore water pressures which decrease the effec-

tive confining stresses resulting in a reduction of stiffness of the deposits, thereby lengthening the

predominant period of ground surface motion. As the excess pore water pressures dissipate the
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strength increases and the predominant period shortens. Seismic pore water pressures can have a

large effect on response of deposits of saturated sands but the effect on the ground surface response

of clay deposits is relatively small (Zorapapel & Vucetic, 1994). Zorapapel & Vucetic (1994) study

the records from the bottom of sand deposits, the ground surface and of pore water pressure from

the Wildlife Liquefaction Array during two earthquakes (24/11/1987,Ms = 6.2, 6.6). There was

no lengthening of the predominant period for the first earthquake, when liquefaction did not occur.

However, for the second earthquake, when liquefaction did occur, there is clear lengthening of hori-

zontal and vertical predominant period even for moderate excess pore water pressures. Excess pore

water pressures can lead to significant increases (factors of3–6) in long-period ground motions and

also impose a possible limit on PGA of about0.2 g.

2.4.9 Directional site resonance

S-wave geophone recordings of ten aftershocks of the Loma Prieta earthquake, with different

hypocentres and focal mechanisms, from the ZAYA six station array are examined by Bonamassa

et al. (1991). Four of the six sites show a frequency-dependent preferred direction of motion which

is not easy to correlate with topography or surface geology but could be related to deeper geological

features. This preferred direction of motion can change within25 m. Strong-motion records from

nine out of 11 stations, on a wide range of surficial geology, which recorded the Whittier Narrows

mainshock and aftershock also show evidence for a preferred direction of motion which does not

agree with the directions predicted by the focal mechanisms of the two earthquakes.

2.4.10 Topography

The topography of the area around a recording station can have a large effect on the ground motion.

However, even though there has been much analytical, numerical, observational and experimental

work in the past thirty years on topographic effects it is still difficult to give quantitative results

concerning the effects. The basic mechanisms in causing topographic effects are focussing and

scattering of the incident wavefields.

The main qualitative characteristics of the effect of topography are listed below.

• Topographic features only affect waves with wavelengths of the order of the characteristic

length of the feature (although waves with wavelengths6 times the length of the feature can

be significantly affected (Boore, 1972)) so short-period (T . 1 s) ground motions are most

affected by topographic features.

• Amplification usually occurs on convex surfaces, for example mountain tops and valley

edges.
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• Reduction in amplitudes usually occurs on concave surfaces, for example canyon bottoms.

• Reduction in amplitudes can occur at the base of hills and ridges.

• Certain parts of the feature can be in a shadow zone, where the incident waves cannot reach,

causing a reduction in amplitudes. Rayleigh waves can be almost completely blocked by

canyons (Kawase, 1988).

• Steeper hills cause higher amplifications at the top and greater reductions at the base than

shallower hills.

• Surface motion at a particular site depends on topographic features of a wide area around the

site.

• SV waves incident on slopes can generate Rayleigh waves.

• Amplification is usually larger for horizontal components than it is for vertical components.

• Changes in angle of incidence of the incident waves can have a dramatic effect.

• Large variations in the amplitude and phase of ground motion are possible over short dis-

tances.

• Type of incident wave does not seriously affect the amplifications in terms of Fourier ampli-

tude spectra (Boore, 1972).

The extensive damage to four and five storey buildings in the Canal Beagle area of Viña del

Mar from the Chile earthquake (3/3/1985,Ms = 7.8) was interpreted by Çelebi (1987) as an

example of topographical amplification. Several aftershocks were recorded at sites on the ridges

where the damage occurred and on reference sites. The ridges are about20–30 m high and about

100–150 m wide and are composed of decomposed granite and alluvial deposits. Repeatable strong

amplifications (up to a factor of10–20 times for smoothed Fourier amplitude spectra) at periods of

about0.125 s and0.25–0.5 s are found on the ridges compared with the canyon sites.

Çelebi (1991) gives some further examples of measured topographical amplification during

other earthquakes. After the Coalinga earthquake (2/5/1983,Ms = 6.5) four stations were set

up on an anticline (two on the top and two in gulleys on either side). The difference in height

between the gulley and the top was about30 m and the instruments were about100–150 m apart.

An analysis of several aftershocks showed amplifications up to a factor of10 at periods0.13 s and

0.17–1 s. Aftershocks of the Superstition Hill earthquake (24/11/1987,Ms = 6.6) recorded by a

temporary array of three stations (one on top of Superstition Mountain and one on either flank)

showed amplifications of up to20 times for periods0.08–0.5 s even though the mountain only has

a slope of6%.
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A small area of anomalously high damage, on the southern slope of Puente Hills, caused by

the Whittier Narrows earthquake (1/10/1987,ML = 5.9) was interpreted by Kawase & Aki (1990)

as due to the critical incidence of SV waves at a topographical irregularity. The hill is roughly

a circular arc with height about0.3 km and width2.4 km and the incident waves are from four

increasingly complex sources. For all types of sources, amplifications up to about1.9, over the

flat surface motion, were found on the far edge of the hill and reductions up to about a factor of4,

were found on the near edge of the hill. The largest amplification occurs at a period of0.3 s. Boore

(1972) reports evidence of topography amplifying vertical ground motions.

Amplifications due to topography, for weak motion, have been also observed by, amongst others

Davis & West (1973), Rogerset al.(1974), Griffiths & Bollinger (1979) and Pedersenet al.(1994).

However, one thing which is common to all such studies is that there is much variability in the

amplifications recorded at the same location and that the results do not always match numerical

solutions for simple topographical features. Geliet al. (1988) find that numerical simulations often

underestimate observed effects because the models used are not complex enough.

Studies on the effect of topography on strong ground motion are almost entirely based on nu-

merical simulations for simple topographical features, such as: semi-elliptical or triangular canyons

or hills, and for simple incident waves such as plane SH. There are a number of computational

methods for assessing the effect of topography on ground motion, see for example Sánchez-Sesma

(1987) and Geliet al. (1988).

Numerical studies are usually based on non-dimensional variables, such as the shape ratio (h/l

whereh is the height of the feature andl is half the width of the feature), therefore the results can

be scaled for predictions on any size of hill or depression. However, numerical studies have been

conducted using a few characteristic models of topographic features which means they are unlikely

to lead to detailed predictions of the effect of arbitrary features (Boore, 1972).

There are few studies using recorded strong motion which demonstrate the effect of topography.

However, there are two sites, Pacoima Dam and Tarzana, where topographical amplification has

been suggested as the cause of the extremely large ground motions recorded.

During the San Fernando earthquake (9/2/1971,Mw = 6.6) recorded ground motions at Pa-

coima Dam (PGA of1.1 g[11 ms−2]) were much higher had been recorded anywhere before. The

local topography around the Pacoima Dam instrument is a sharp ridge but this ridge is in a steep

canyon, the effect of this local and regional topography (the ridge is thought to amplify the motion

and the canyon to reduce it) makes estimating the importance of the topography extremely difficult.

Using a finite difference method for incident SH waves Boore (1973) finds that the ridge am-

plifies the short-period range (0.1 to 0.3 s) by about two times but for longer periods the canyon

becomes more important and could slightly reduce the motions. Deconvolving the effect of the to-

pography from the recorded ground motion the PGA decreases to0.73 g[7 ms−2] but the PGV does
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not change by much.

A much more complicated 3D finite element model of the surrounding topography, including

the dam itself, was used by Reimeret al.(1973) to construct the transfer function of the topographic

amplification. The site response was then deconvolved from the record. The PGA of the record de-

creased to0.4 g[4 ms−2] and similarly large reductions in the spectral accelerations of short periods

(T < 0.5 s) are found but the long-period (T > 1 s) spectral accelerations are not significantly

changed.

Bouchon (1973) investigates the effect of topography on the Pacoima Dam strong-motion record

using the Aki-Larner method. The local ridge topography dominates for short periods (∼ 0.1 s) and

leads to an increase of about30–50% relative to flat surface, thus the PGA is reduced to less than1 g.

For longer periods (∼ 0.4 s) the regional canyon topography becomes important and it is difficult

to decide its effect.

Trifunac (1973) roughly models the Pacoima canyon by semi-cylindrical surface. It is found

that first few seconds of motion are reduced by20–30% due to the topography and last part of

record are amplified by a similar amount and so overall there is about a10–20% difference due to

topography.

Anooshehpoor & Brune (1989) came to the exact opposite conclusion to most authors by using

a highly detailed 3D foam rubber model of the topography surrounding Pacoima Dam including the

dam itself. It was found that the amplifications due to the topography are highly dependent on the

angle of the incident SH waves, for some angles the amplitudes were reduced (due to shadowing

from the canyon) while for others, amplitudes are increased by up to130% for frequencies about

6 Hz (due to the ridge). Also the S14W component was much less affected by the topography than

was the N74W component which is roughly normal to the ridge axis. For frequencies greater than

about9 Hz significant reduction in amplitudes is predicted. No clear evidence that topographic

amplification was significant is found and they conclude that if anything the recorded PGA could

be about10% lessthan the PGA at the same site but without the surrounding topography.

During both the Northridge (17/1/1994,Ms = 6.8) and the Whittier Narrows (1/10/1987,Ms =

5.9) earthquakes the station on a small hill at Tarzana recorded unexpectedly high ground motions.

During the Northridge earthquake the PGA recorded was1.78 g[17.5 ms−2]. The hill at Tarzana is

about18 m high, more than500 m long and about130 m wide.

Bouchon & Barker (1996) construct a 3D numerical model of the small hill at Tarzana. For

vertically incident S waves large amplifications were found despite the gentleness of the slope; the

hill has a resonant period of about0.3 s and experiences an amplification on the top of the hill of

about45%. As the input frequency increases the areas of greatest ground motion amplification (up

to 100% at a period of0.07 s) are the north and south edges especially at the steepest parts of the

hill. Higher amplifications occur when the incident waves are polarised transverse to the length of



2. Factors affecting strong ground motion 74

the hill. It is concluded that the accelerations at Tarzana during the Northridge earthquake were

amplified by between30 and40%.

Spudichet al. (1996a) deployed a dense array of geophones on Tarzana hill to record after-

shocks of the Northridge earthquake and found that most of the records are polarized in a direction

roughly transverse to the hill. The transverse resonant period is about0.3 s and the maximum

amplification is a factor of about4.5 although this is in a narrow band (0.2–0.3 s). The effect of

the irregular ground is correlated with the effect of the internal structure of the hill. Although the

largest amplification due to topography is measured and is predicted to occur transverse to the hill;

the largest ground motions during the Northridge earthquake wereparallel to the hill so its response

is complicated.

2.4.11 Structure surrounding instrument

The desired motion to be predicted using attenuation relations is the free-field ground motion. How-

ever, this is not necessarily the input into the structure because the proposed structure will affect the

incident ground motion.

Soil-structure interaction (SSI)

The structure in which the accelerometer is located affects the recorded ground motion. There are

two types of soil-structure interaction (SSI):

Inertial interaction Waves are assumed to be propagating vertically upward causing all points on

the surface over an area greater than the foundation of any proposed structure to move in

unison. Consequently a massless foundation on the ground surface would move with this

free-field ground motion. The addition of a structure to the massless foundation changes this

free-field motion due to the stresses generated by the motion of the structure and exerted on

the foundation. This leads to an amplification of the foundation-level motion relative to the

free-field motion.

Kinematic interaction There are three types of kinematic interaction which tend to decrease the

foundation-level motions relative to the free-field motion, an effect which tends to get greater

with increasing frequency (Stewart, 2000).

1. For foundations with dimensions, in the direction of propagation of a wave, that are of

the order of a wavelength or greater then there is a differential motion of the ground

over the shape of the foundation and a rigid foundation would move with some average

value of the ground displacement which can be much less than the free-field motion.

This is known as base-slab averaging.
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2. Embedded foundations are subject to ground motion filtering associated with variation

in ground motion with depth.

3. Seismic waves are scattered off corners of the foundation.

Most recent strong-motion studies only use records from sites described as ‘free-field’ because

the structure containing the instrument is thought not to have affected the ground motions in the

period range of interest unlike records from larger structures such as normal buildings. Small

purpose-built instrument shelters away from other structures are used to provide protection for the

instruments recording ‘free-field’ ground motions and Crouseet al. (1984) believe that nearly all

accelerograms recorded in such shelters are not significantly influenced by the interaction between

the shelter and the ground. There are two main reasons for this view:

1. the base dimensions of such stations (usually less than2 m) are much smaller than the wave-

lengths of the seismic waves (for frequencies of< 15 Hz and a near-surface shear-wave

velocity of> 150 ms−1 these wavelengths are> 10 m);

2. the natural frequency of the station-ground system (usually> 15 Hz) is greater than the

frequencies of the seismic waves (usually< 15 Hz).

There have been a number of detailed studies of SSI for typical instrument shelters which con-

firm these conclusions.

Two typical designs of accelerograph instrument shelters are investigated by Bycroft (1978)

who finds that significant magnifications up to a factor of about1.6 are possible for high frequencies

(> 20 Hz) from such installations if they are on soft soil (shear-wave velocity of about120 ms−1)

due the inertial SSI. For kinematic SSI and the special case of horizontally incident SH-waves an

attenuation of0.7 is found for one of the typical instrument shelters at20 Hz and much larger

attenuations for bigger structures. Approximate equations for calculating the possible amplification

due to the first type of SSI and the possible attenuation due to the second type of SSI for horizontally

incident waves are also provided.

Crouseet al. (1984) thoroughly investigate the dynamic behaviour of a wooden instrument

shelter (which is1.5 m high) at Jenkinsville, South Carolina, which is mounted on a concrete pad

of dimensions1.20 × 1.20 × 0.6 m and its probable effect on the recorded ground motion. The

site is on a layer of Saprolite soil about18 m thick, with a shear-wave velocity of about150 m,

overlying granite. The soil-pad-hut system has natural frequencies of11 Hz (damping0.06) and

48 Hz (damping0.20) in one horizontal direction and17 Hz (damping0.04) and50 Hz (damping

0.21) in the perpendicular horizontal direction. The computed true free-field ground motions show

a reduction in PGA from0.36 g (recorded) to0.27 g and spectral accelerations for5% damping
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reduced by up to38% for periods< 0.03 s but also a significant reduction (7–38%) in spectral

acceleration for longer periods (up to1 s).

Four Californian strong-motion stations on soft to moderately stiff alluvial deposits (shear-wave

velocities about100–200 ms−1 in top10 m) are analysed by Crouse & Hushmand (1989). Three of

the stations (Parkfield Fault Zone 3, Cholame 1E and El Centro #6) are small (about1.2 × 1.2 m)

reinforced concrete pads covered with lightweight fibreglass huts. From impulse response and

forced harmonic experiments resonant frequencies of these stations were found to be about25–

40 Hz and the peak amplifications (factors of1.25–1.4) were for periods0.03–0.05 s; for periods

greater than0.07 s no amplification was found. One station (El Centro Differential Array) was a

heavy masonry block structure with a plywood roof on a concrete foundation2.44 × 2.44 m. The

resonant frequency of the station was found to be12 Hz with: significant amplification (factor of

1.5) at a period of0.08 s; reductions in amplitudes for periods0.04–0.07 s; and large amplification

(factor of 2.3) at 0.03 s. Therefore the records are only a crude approximation of true free-field

motions.

Italian accelerographs are mostly based in MV/LV substations which are solid brick buildings

(0.20 m thick walls) on concrete foundations0.30 m thick. The instruments are bolted to a circu-

lar concrete pillar embedded in soil and isolated from the substation floor. Berardiet al. (1991)

investigate the effect of the pillar and structure on the recorded ground motions. It is found that

the soil-pillar system has a natural frequency of about80 Hz and so amplification due to the pillar

for periods greater than0.1 s is less than2%. The surrounding structure has natural frequencies at

3.8 Hz, 13.56 Hz and20.3 Hz so the structure only has a significant effect (5–10% amplification or

reduction) for very soft soils and periods less than about0.3 s.

A parametric study of the effect of instrument shelters is conducted by Lucoet al.(1990). They

model a general instrument shelter which consists of a lightweight superstructure modelled as a

cylindrical shell with basal radius50 cm and height of110 cm and mass55 kg. The instrument is

firmly attached to the foundation which is a rigid cylindrical foundation of radius,a, embedded to

depth,h, protruding from soil a distance,δ. It is found on soils with very low shear-wave velocities

(< 200 ms−1) in the top2–3 m that significant amplifications occur for very short periods (about

0.025 s) especially when the radius of the foundation is small, the pillar protrudes a long way

from the foundations, and the shelter is not greatly embedded. Strong-motion records of three

earthquakes in the Cape Mendocino area from two stations only6.25 m apart but with two different

types of shelter are reported. In one shelter the instrument is bolted to the top of a40× 40× 40 cm

concrete pedestal on a reinforced concrete pad (1 m× 1 m× 12 cm) covered by a1 cm thick boiler

plate. The other instrument is on a10 cm high 50 cm diameter pedestal connected to a reinforced

concrete pad (1.25 m × 1.25 m × 10 cm) covered by a lightweight fibreglass transformer housing.

In one earthquake (6/10/1978,Ms = 4.2, epicentral distance7.7 km) the instrument in the first
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shelter recorded PGAs of0.22, 0.16 and0.05 g while the second instrument recorded PGAs of

0.11, 0.10 and0.04 g. Plotting spectral amplitude ratios of acceleration for the three earthquakes

reveals that the horizontal components of records from the first instrument were1.8–2.5 higher in

the period range0.07 s–0.13 s but other factors such as amplitude, azimuth, topography and shear-

wave velocity could also contribute to the differences.

The removal of the effect of SSI on recorded ground motions is difficult and time-consuming

(Crouseet al., 1984), however, as these examples show for the period range of normal engineering

interest, i.e. periods greater than0.1 s, SSI effects of instrument shelters is negligible.

Stewart (2000) is an excellent recent paper on the variations in ground motion between foundation-

level motions in buildings and free-field motions. An examination of 64 records from 16 earth-

quakes at 45 buildings with foundation-level and free-field instruments revealed the importance of

a number of factors on SSI. It is found that the number of embedded storeys, the embedded depth

and the number of storeys are not good parameters for representing SSI effects. Campbell (1991)

found that horizontal PGAs from the Loma Prieta earthquake recorded at embedded and unembed-

ded sites are not significantly different.

The embedment ratio,e/r wheree is the embedment depth andr is the radius of equivalent

circular foundation, turns out to be a good parameter to represent SSI. Recorded amplitudes from

buildings withe/r ≥ 0.5 are significantly reduced by the building (Stewart, 2000).

A good index of base-slab averaging is found to be a normalised frequency,ã0, which is the

product of radial frequency and foundation radius normalised by shear-wave velocity. Recorded

amplitudes from buildings with̃a0 > 0.2 are significantly reduced by the building (Stewart, 2000).

The ratio of structure-to-soil stiffness,1/σs, is a reasonable index of SSI but the effects are

fairly small (Stewart, 2000).

Stewart (2000) finds that spectral ordinates for periods greater than1 s are almost unaffected by

SSI once the records from buildings withe/r ≥ 0.5 are removed.

SSI affects vertical PGAs more than horizontal PGAs because vertical ground motions are often

of higher frequency than horizontal motions and vertical motions near shear walls can be signifi-

cantly influenced by rocking (Stewart, 2000).



3. LITERATURE REVIEW OF ATTENUATION RELATIONS

There are many methods for strong ground motion prediction, for example: attenuation relations

based on actual recorded accelerograms; stochastic source models (e.g. Joyner & Boore, 1988;

Atkinson & Boore, 1990); synthetic accelerograms generated by superposition of Rayleigh modes

(e.g. Suhadolc & Chiaruttini, 1987); and hybrid methods based on the summation of recorded small

earthquakes (empirical Green’s functions) (e.g. Hadley & Helmberger, 1980). This thesis concen-

trates on attenuation relations based on observed accelerograms because they are still the most

commonly used ground motion prediction method. This chapter is a review of such relations.

3.1 Reviews of attenuation relations

A number of reviews of attenuation studies have been published which provide a good summary

of the methods, the results and the problems associated with such relationships. Trifunac & Brady

(1975, 1976) provide a brief summary and comparison of published relations. Idriss (1978) presents

a comprehensive review of published attenuation relations, including a number which are not eas-

ily available. Boore & Joyner (1982) provide a review of attenuation studies published in 1981 and

comments on empirical prediction of ground motion in general. Campbell (1985) contains a full sur-

vey of attenuation equations. Joyner & Boore (1988) give an excellent summary of ground motion

prediction methodology in general, and attenuation relations in particular; Joyner & Boore (1996)

update this including more recent studies. Ambraseys & Bommer (1995) provide an overview of

relations which are used for design in Europe although they do not provide details on the methods

used.

Since these surveys of published attenuation relations were completed and because data selec-

tion and processing, forms of equation used, and regression methods were not fully covered by the

authors of these studies, a review of such procedures is undertaken here. Douglas (2001) provides

a summary of all relations studied for this thesis. Uncertainties associated with the relations are

investigated in Section 8.1.

3.2 Types of attenuation relationships

Draper & Smith (1981) define three main types of mathematical models used by scientists:
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Functional When the true functional relationship between response (the value to be predicted) and

the predictor variables is known and is used.

Control When the independent effects of each of the control variables (the predictor variables) can

be estimated through designed experiments.

Predictive When neither functional or control models can be used and within the data much inter-

correlation exists, so called ‘problems with messy data’. They do not need to be functional.

Most published attenuation relations have some physical basis, hence some aspects of functional

models are present. Since all the physical aspects associated with seismic ground motion are not

known in detail and even if they were it would be impossible to express them in the form of one

simple equation, attenuation relations are predictive models. Trifunac (1980) notes that attenuation

relations should be based on a functional form from the physical nature of phenomena but because

of lack of data this cannot be achieved; Caillot & Bard (1993) also state that the form of the equation

must have some physical basis. Controlled experiments cannot obviously be performed with ground

motion caused by earthquakes because no two earthquakes are the same, nor are the travel paths to

station or the local site conditions and hence there is no repeatability. Therefore control models are

not possible.

3.3 Data selection criteria

Early attenuation studies (e.g. Milne & Davenport, 1969; Esteva, 1970; Ambraseys, 1975) give little

or no information on the data selection criteria adopted, probably because at that time few strong-

motion records were available and to ensure that the number of records used was not too small

no selection was made. This section concerns what criteria have been applied in the past for the

selection of records; in Section 3.8 selection based on site conditions is discussed.

A major choice made is: data from which country, region or seismotectonic regime will be used.

Most often authors only use data from one country (or part of the country), for example western

North America (mainly California) (e.g. Milne & Davenport, 1969; Esteva, 1970; Joyner & Boore,

1981; Crouse & McGuire, 1996; Chapman, 1999) or Japan (e.g. Iwasakiet al., 1980; Kawashima

et al., 1984; Kamiyamaet al., 1992; Molas & Yamazaki, 1995; Kobayashiet al., 2000). For these

two regions there are many time-histories from a wide distribution of magnitudes, distances and

other seismological parameters such as source mechanism so the coefficients derived through re-

gression are stable and not controlled by a few data points. Trifunac (1976) does not use data from

regions, other than western USA, because attenuation varies with geological province and magni-

tude determination is different in other countries. Even for those authors who use a criteria based on

a particular region, differences can still occur, for example Crouse & McGuire (1996) and Sadigh
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et al. (1997) both develop equations for use in California but Crouse & McGuire (1996) exclude

data from the Mammoth Lakes area (which is an active volcanic region) because it is atypical of the

rest of California whereas Sadighet al. (1997) include 65 records from the Mammoth Lakes area.

Others have also limited their data to those recorded within one country, for example Italy

(Sabetta & Pugliese, 1987; Mohammadioun, 1991; Tentoet al., 1992; Caillot & Bard, 1993). Such

criteria though is artificial because each country is not a single seismotectonic regime and nor are

earthquakes from one country completely different to those in another. To limit the data by such

criteria can lead to a small suite of records with a limited spread of independent parameters, for

example Sabetta & Pugliese (1987) use 95 records from 17 earthquakes with magnitudes between

4.6 and6.8. This means the equation may be controlled by a few data points and for independent

variables outside this limited range predictions could be incorrect, a problem which Sabetta &

Pugliese (1987) themselves note. Some areas, for example Iceland (Sigbjörnsson & Baldvinsson,

1992) and Hawaii (Munson & Thurber, 1997), seem to have much different attenuation properties

than non-volcanic regions which means developing equations based solely on data from these small

areas may be justified although again there is a lack of data. Zhaoet al. (1997) exclude some

New Zealand records which may have been affected by different attenuation properties in volcanic

regions.

To overcome the lack of records some authors supplement their data with accelerograms from

other regions of the world which are felt to be tectonically similar. For example, Campbell (1981)

uses eight records from outside western USA (from shallow tectonic plate boundaries) because they

make an important contribution to understanding near-source ground motion and this outweighs

differences which may exist due to tectonics and recording practice. Differences in anelastic at-

tenuation between the different areas are minimized by using only near-source records and he uses

only data from instruments with similar dynamic characteristics to avoid problems due to recording

practice. This increases the distribution of the data space so that the derived equations have a greater

applicability. McCann Jr. & Echezwia (1984) also use data from outside western N. America, even

though tectonics and travel paths may be different, because additional information in the near field

is considered more important. Theodulidis & Papazachos (1992) supplement their Greek data with

16 records from other regions (Japan and Alaska) to increase the number of records from large

(7.0 ≤ M ≤ 7.5) shallow earthquakes which can occur in Greece but for which no Greek strong-

motion records exist. Fukushimaet al. (1988) use 200 records, from distances0.1–48 km, from

western USA to constrain the near-source behaviour of the attenuation equation because Japanese

data from this distance range are lacking.

Attenuation relations have been derived for particular tectonic regimes and not simply based on

a country’s borders. Dahleet al. (1990b) present a study using records from worldwide intraplate

areas, defined as tectonically stable and geologically more uniform than plate boundaries, although
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due to lack of data they choose data from ‘reasonably’ intraplate areas. Spudichet al.(1996b, 1999)

find equations for extensional regimes (where lithosphere is expanding ‘areally’) using worldwide

data. Crouse (1991) includes data from any zone with strong seismic coupling, such as younger

subduction zones, unless there are compelling reasons to exclude data. This is done because there

are not enough data available from Cascadia, which is his area of interest. A number of workers

(Abrahamson & Litehiser, 1989; Ambraseys & Bommer, 1991; Ambraseys, 1995; Ambraseyset al.,

1996; Sarma & Srbulov, 1996; Campbell, 1997; Bozorgniaet al., 2000) derived equations for shal-

low crustal earthquakes using data from wide regions, including the whole Earth, because, it is felt,

such earthquakes and regions are similar worldwide. Campbell (1997) includes shallow subduction

interface earthquakes in his mainly shallow crustal set of records, because previous studies have

found that their near-source ground motion is similar to that from shallow crustal earthquakes. The

distance calibration functions of regional local magnitude scales for different parts of the world

are examined by Boore (1989) and it is found that they are similar to distances of about100 km

but differ beyond that. Boore (1989) thinks that this is because differing anelastic attenuation and

wave propagation effects in different crustal structures should not play a large role at close dis-

tances. Therefore within the range where ground motions have engineering significance (about

100 km) data from different parts of the whole could be combined as far as distance dependence is

concerned.

Criteria based on source depth have been used as an earthquake selection criterion, see Table 3.1.

A minimum magnitude criterion is often applied, see Table 3.2. Blume (1977) and Ambraseys

(1995) study the effect of different minimum magnitude cut-offs; Ambraseys (1995) finds that

the cut-off used has little effect on ground motion estimates. Selection based on accuracy of the

magnitudes is used by Campbell (1981) and Sabetta & Pugliese (1987), who use only earthquakes

with magnitudes accurate to within0.3 units, and Ambraseys & Bommer (1991), who require the

standard deviation ofMs to be known.

Minimum and maximum distance criteria are sometimes applied for a variety of reasons. Blume

(1977) investigates the effect of using different distance cut-offs. McGuire (1977) excludes records

with epicentral or rupture distance smaller than one-half the estimated length of rupture to ex-

clude those records from the near-source region which are governed by different physical laws than

those far from the source. A minimum distance criterion, of2 km, was applied by Wanget al.

(1999) because2 km is the minimum error in epicentral locations and hence including records

from smaller distances may give errors in the results. Lack of far-field data motivates Molas &

Yamazaki (1995) to exclude records from greater than200 km and Crouseet al. (1988) to remove

data with distances or magnitudes well outside the range of most selected records. Campbell (1981,

1997) uses only near-source records to avoid complex propagation effects observed at longer dis-

tances. Only records associated with reliable distances are used by Campbell (1981) and Sabetta
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Tab. 3.1: Examples of selection criteria based on source depth in past attenuation relations.

Criterion Reference Reasons

Maximum depth 20 km (Boore et al., 1993) and

30 km (Ambraseyset al., 1996)

To restrict to shallow crustal

earthquakes

60 km (Iwasaki et al., 1980;

Fukushimaet al., 1995) (Japan)

Definition ofMJMA is different

for deeper shocks

< 91 km (Sharma, 1998) Two deeper earthquakes caused

large errors in regression coeffi-

cients

Reliable estimates

of focal depth

Ambraseys & Bommer (1991)

Exclude deep slab

earthquakes

McVerry et al. (2000) There is high attenuation in the

mantle

Exclude deep sub-

duction shocks

Campbell (1981) There are differences in travel

path and stress condition com-

pared with shallow crustal earth-

quakes

& Pugliese (1987) by including only earthquakes with locations (epicentres or rupture distance)

known to within5 km or less. Other studies use previously published attenuation relations to impose

magnitude dependent distance limits. Fukushima & Tanaka (1990) remove records with predicted

PGA < 0.1 ms−2 (the assumed trigger level) to avoid biasing the attenuation rate, Fukushima

et al. (1995) exclude records with predictedPGV < 0.1 cms−1 so precise attenuation is found and

Kobayashiet al. (2000) exclude data from distances with predictedPGA < 0.02 ms−2.

Previous studies have tried to reduce possible bias due to using records from large distances

which may not be typical of the attenuation rate, through two alternative procedures. Joyner &

Boore (1981) exclude records from distances greater than or equal to shortest distance to an instru-

ment which did not trigger. This has been made more strict by Booreet al. (1993) who exclude

records from distances greater than the distance to the first record triggered on the S wave and for

spectral ordinates exclude records from distances greater than the distance to the first non-digitised

record (which is assumed to be of smaller amplitude than the digitised records). Booreet al.(1994a)

conclude that this criterion may be over strict because it is independent of geology and azimuth.

Ambraseys & Bommer (1991) and Spudichet al.(1996b, 1999) do not use such a criterion because

their sets of records are non-homogeneous and from irregularly spaced networks with different and

unknown trigger levels, thus making such a criterion difficult or impossible to apply. Crouse (1991)
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Tab. 3.2: Examples of minimum magnitude selection criteria in past attenuation relations.

Reason Minimum magnitude

Restrict data to earthquakes with engineering signif-

icance

Ms = 4 (Ambraseys

et al., 1996) andM = 5

(Campbell, 1981; Iwasaki

et al., 1980)

Restrict data to earthquakes with smaller errors in

the independent parameters

M = 5 (Fukushimaet al.,

1995)

Interested in long-period motions Ms = 5.5 (Bommeret al.,

1998)

Restrict to data with high signal-to-noise ratio Ms = 5.5 (Bommeret al.,

1998)

also does not apply this criterion but considers his sample adequate for regression and although

it may overestimate smaller distant motion it would properly estimate larger motions which are of

greater concern for design. Although this is true the attenuation equation obtained would not predict

the median hazard at all distances and therefore the use of it in seismic hazard analysis, for example,

which requires the50% hazard curve would bias the results. The other method for removing bias

due to non-triggered instruments is the regression based method of Campbell (1997) and Chapman

(1999) which uses all the available strong-motion data to derive attenuation relations to predict the

non-triggering cut-off distance.

Exclusion of records based on minimum PGA has been proposed as a selection criteria, see

Table 3.3. Blume (1977) studies effect of different PGA cut-offs but Blume (1980) does not employ

a PGA cut-off because it is, by itself, a poor index of damage in most cases.

Time-history quality is also a criterion used by some authors. Campbell (1981) only includes

records which triggered early enough to capture the strong phase of shaking and hence the ground

motion is not underestimated. Dahleet al. (1990b) exclude records which are not available unpro-

cessed and without sufficient information on instrument natural frequency and damping. Lee (1995)

only uses records with high signal-to-noise ratio. Youngset al. (1997) remove poor quality time-

histories and those which do not contain the main portion of shaking from their set of data. Records

of short duration terminating early in the coda are not including in the analysis of Chapman (1999).

Sabetta & Pugliese (1987) use only the first shock of a record if it is a well separated multiple shock

record and magnitude and focal parameters apply only to first shock. All these criteria are valid

and would help to reduce some of the scatter in the ground motion but less subjective methods are

required if records are not simply rejected because they do not seem to match the rest of the data.
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Tab. 3.3: Examples of minimum PGA selection criteria in past attenuation relations.

Minimum PGA (ms−2) Reference Reasons

0.01 Molas & Yamazaki

(1995)

Weaker records are not reliable

because of resolution of instru-

ments

0.10 Iwasakiet al. (1980)

0.15 Chiaruttini & Siro (1981) To avoid possible bias

0.20 Campbell (1981)

0.50 Xu et al. (1984) To avoid too much contribution

from far field

Near triggering level Ambraseys (1995) Processing errors can be large

Cousinset al. (1999) retains data from clipped seismograms.

It is common to use only those records which are not significantly affected by soil-structure

interaction although many alternative suggestions have been made on how to select such records,

see Tables 3.4 and 3.5.

Ohsakiet al.(1980b), Campbell (1981) and Crouse & McGuire (1996) remove records thought

to be affected by high topographical relief.

Criteria are sometimes used to achieve a set of data which will not lead to biased results sim-

ply because of its distribution. McGuire (1978) uses no more that seven records from the same

earthquake and no more than nine from a single site to minimize underestimation of variance and

he retains records to give a large distance and magnitude range. Campbell (1981) and Devillers &

Mohammadioun (1981) do not use all data from San Fernando to minimize bias due to the large

number of records. This problem is also noted by Trifunac (1976) who screens the data to minimize

possible bias due to uneven distribution of data amongst different magnitude ranges and soil condi-

tions and from excessive contribution to the database from several abundantly recorded earthquakes.

Booreet al. (1993) do not use data from more than one station with the same site condition within

a circle of radius1 km so that the underestimation of variance is minimized. Niazi & Bozorgnia

(1991) select earthquakes to cover broad range of magnitude, distance and azimuth and to ensure

thorough coverage of whole SMART-1 array (at least 25 stations recorded each shock). Other crite-

ria for the minimum number of records per earthquake used are 3 or more (Atkinson, 1997) and 2 or

more (Abrahamson & Litehiser, 1989), both to improve ability of regression to distinguish between

magnitude and distance dependence. Caillot & Bard (1993) selects records so mean and standard

deviation of magnitude and hypocentral distance in each site category are equal.
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Tab. 3.5: Types of strong-motion stations excluded in past attenuation relations.

Exclude records from Reference Comments

Basements Kawashimaet al. (1986)

Buildings with three or more storeys Joyner & Boore (1981)

Buildings with more than two storeys Campbell (1997) For sites on soil or soft

rock

Buildings with more than five storeys Campbell (1997) For sites on hard rock

First floor Kawashimaet al. (1986)

Abutments of dams Joyner & Boore (1981)

Tokyo-Yokohama Yamabe & Kanai (1988) They conclude they are

affected by nearby build-

ings

One other selection criterion is that based on the intensity measured at the recording site (Dev-

illers & Mohammadioun, 1981; Mohammadioun, 1991, 1994b). They group their data by single

intensities (from V to VIII and higher) and by ranges of intensities and perform the analysis sep-

arately on each of these subsets. Therefore even though they do not include site intensity as an

independent parameter explicitly, to use their equations still requires a prediction of the intensity

which will occur at the site, along with choosing the magnitude and distance. Hence they require

the user to make a choice for a parameter, site-intensity, which if known would mean there would

be little reason for using an attenuation relation to predict the response spectrum at the site. Mo-

hammadioun (1994b) highlights another problem with the technique because the recording site

intensities may be average intensities within the area of the site and hence would neglect possible

microzoning effects. A more technical problem is mentioned by Mohammadioun (1991), who does

not use intensity-based selection for his derivation of spectral equations for Italy because of the risk

of creating a data population which is not statistically significant.

3.4 Correction techniques

As with data selection procedures, early attenuation studies do not state how their strong-motion

records were corrected (e.g. Milne & Davenport, 1969; Esteva, 1970; Ambraseys, 1975), thus either

uncorrected records were used or standard correction procedures were employed. Since the paper

of Trifunac (1976) who gives frequencies between which the accelerations used are thought to be

accurate, details of correction techniques used for deriving attenuation relations have often been

reported, but again, like data selection procedures, there is little agreement about the best method
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to use. However, because time-histories from different types of accelerographs have been used and

because of the wide variety of levels of ground motion that have been used in different studies, there

is no general best procedure. Tentoet al.(1992) state that correction procedure plays a relevant role

in analysis and that it introduces inhomogeneities and errors due to the subjective choice of low

frequency filter limits.

Almost all studies, where details are given, have filtered their strong-motion records using a

variety of passbands and types of filter. The cut-off frequencies used either have been the same for

all records or have been chosen for each record individually using a number of different techniques.

Table 3.6 summarises the methods for individually selecting low and high cut-off frequencies and

the frequencies chosen.

Some authors have applied standard filter cut-offs to their records apparently irrespective of the

quality of time-histories. Gaull (1988) bandpass filters his records to get the PGA associated with

periods between2 and10 Hz, because high frequency PGA from uncorrected records is not of en-

gineering significance. Although this is true, because the PGA is often used to anchor a response

spectrum at zero period, using the PGA not associated with high frequencies to estimate the spec-

trum is incorrect. Dahleet al. (1990b) use an elliptical filter with passband0.25 to 25 Hz. Niazi

& Bozorgnia (1992a) use a trapezoidal filter with corner frequencies0.07, 0.10, 25 and30.6 Hz.

Kamiyamaet al. (1992) filter with passband0.24 and11 Hz. Molas & Yamazaki (1995) use a

low-cut filter with cosine shaped transition from0.01 to 0.05 Hz. For long records (more than10 s

duration) and some shorter records (between5 and10 s duration) Ambraseyset al. (1996) use a

passband0.20 to 25 Hz. Sarma & Srbulov (1996) employ a low pass elliptical filter. Caillot &

Bard (1993) use cut-offs0.5 and30 Hz. The application of the same cut-off frequencies for all

accelerograms used is justified for those studies which use a homogeneous set of records recorded

on the same type of instrument and digitised in the same way (e.g. Niazi & Bozorgnia, 1992a; Mo-

las & Yamazaki, 1995). For those authors who use strong-motion records from a wide variety of

sources which have been recorded on different types of instrument and have different digitisation

qualities (Dahleet al., 1990b; Ambraseyset al., 1996; Sarma & Srbulov, 1996) using such a general

procedure is probably not justified. Bommeret al.(1998) show, however, that the choice of the cut-

off frequencies does not significantly affect spectral ordinates for periods within the range of main

engineering interest (about0.1 to 2 s), therefore a common correction may not affect the results.
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Since the paper of Trifunac (1976), removal of the transducer response (instrument correction)

from the time-history is often performed (e.g. Sabetta & Pugliese, 1987; Spudichet al., 1996b;

Cousinset al., 1999). The need to correct records from Japanese instruments to yield reliable

PGAs, because they substantially suppress high frequencies, is noted by Kawashimaet al. (1986).

Data from seismographs also needs to be instrument corrected because of their different frequency

response compared with accelerographs (Cousinset al., 1999). Instrument correction requires, at

least, the natural frequency and damping of the accelerograph, information which is sometimes

lacking and hence such corrections cannot be applied (Ambraseyset al., 1996). Chiaruttini & Siro

(1981) do not correct their Friuli records for instrument response but find this does not substantially

alter PGA and Bommeret al.(1998) do not employ instrument correction because it is not important

for displacement spectra.

Whether the corrected or uncorrected PGAs should be included is another topic of debate.

Campbell (1981) uses PGA from unprocessed accelerograms because fully processed PGAs are

generally smaller due to decimation and filtering of records. Uncorrected PGAs are also used by

Munson & Thurber (1997). Other studies, it is supposed, use corrected PGAs. Ambraseys &

Bommer (1991) and Ambraseys (1995) use PGAs from accelerograms which have undergone a

wide variety of different processing techniques, including no correction, for their studies. They

find that most differences (which they can check) are small (below4 or 5%) but for some records

the differences may be larger (up to10%). Munson & Thurber (1997) also find small differences

between uncorrected and corrected PGA. Sabetta & Pugliese (1987) find their correction technique

provides reliable estimates of PGA and hence uncorrected PGA values do not need to be used.

Accelerogram correction procedures are used to find theactualground motion which occurred at

the site therefore uncorrected PGA values are not the real PGAs. There is an inconsistency between

using uncorrected estimates of PGA but correcting the records to find spectral ordinates which leads

to the PGA attenuation equation not matching the spectral ordinate equations at high frequencies.

However, such differences are probably small enough to be neglected when compared with other

assumptions made.

A few studies have included other sources of PGA values apart from those given on accelero-

grams. Chiaruttini & Siro (1981) use some PGA estimates from velocity time-histories. Garcia-

Fernandez & Canas (1995) only use PGA values derived from Fourier amplitude spectra at5 Hz

from short-period analogue time-histories. Cousinset al. (1999) differentiate seismograms to yield

PGA estimates. Such techniques to supplement a limited set of records, particularly in the far field

where accelerographs may not be triggered, are useful but estimates of PGA from the transfor-

mation of measurements from instruments with much different characteristics than accelerographs

must be verified to be consistent with those from accelerographs.

The choice of correction method strongly affects the range of periods within which the spectral
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ordinates calculated can be assumed to be correct and not significantly affected by the correction

procedure. This question has started to be discussed recently because seismic design is becoming

more interested in long-period ground motion which is the range most affected by noise and hence

by the correction technique, which seeks to remove this noise but in the process also removes

information on the actual ground motion. Mohammadioun (1991) provides no attenuation equations

for periods greater than2 s because he uses uncorrected time-histories which it is felt contain long-

period noise. The2 s limit on the acceptability of the derived equations is also noted by Tentoet al.

(1992), who find that the record dependent correction procedure they adopt significantly affects

the results for periods greater than2 s. Booreet al. (1993) also only provide spectral ordinate

equations for periods between0.1 and2 s because of the low sampling rate of older time-histories,

low signal-to-noise ratios and filter cut-offs affecting spectral ordinates for periods outside this

range. Lee (1995) believes his records are not adequate for response spectrum calculation outside

the period range0.04 to 2 s. An even shorter period range for acceptable spectral ordinates is stated

by Theodulidis & Papazachos (1994), who believe that for periods greater than0.5 s the different

digitisation (manual or automatic) and correction (baseline fitting or filtering) techniques they have

used means longer period values are significantly affected. Niazi & Bozorgnia (1992a) believe their

low frequency cut-off may be too low for records from small earthquakes but choosing a higher

frequency for this cut-off would remove information on long-period ground motion. If they adopted

a record dependent correction procedure and then in deriving long-periods equations use only those

records which did not require a higher frequency cut-off, this problem would be overcome. Such a

method has been adopted by a number of recent workers (Spudichet al., 1996b, 1999; Abrahamson

& Silva, 1997; Bommeret al., 1998). Spudichet al. (1996b) use spectral values only from the

passband of the filter. Abrahamson & Silva (1997) use spectral values only within frequency band

1.25fh to0.8fl (wherefh is the high-pass corner frequency andfl is the low-pass corner frequency).

Spudichet al.(1999) uses a similar criteria of only using spectral ordinates within1.25fh and0.75fl

and for eight records which were processed in a different way the acceptable range was0.1 to 1 s.

Bommeret al. (1998) use each record’s spectral ordinates for regression up to0.1 s less than the

period of the filter cut-off used for that record. These techniques mean that the number of records

and distribution of records used for the regression analysis changes with period and hence it must

be checked that for each period the number and distribution of data points is adequate to derive

reliable coefficients. There may be a problem of consistency between spectral estimates, derived

from the attenuation relations, for short periods, for which probably most of the records were used,

compared with long periods, for which the stronger ground motions are probably more represented.
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3.5 Separation of attenuation relations into source, path and site dependence

Traditionally discussion of ground motion from earthquakes has been split into three sections:

source, travel path and site, upon which the ground motion at the site depends. This separation is

somewhat simplistic, because the boundaries between each part are not clearly defined and because

the source affects the path’s properties and path properties affect site conditions. This separation

though will be followed here because it makes reviewing previous attenuation relationships easier

but it is complicated by the previously described problems and by the use of non-linear equations

in which source, path and site parameters are not separated.

The following discussion is in terms of the untransformed ground motion,y, as opposed tolog y

on which the regression is almost always performed.

3.6 Characterisation of source

Earthquake magnitude,M , has been almost the only parameter used to characterise the earthquake

source in attenuation relations, although many different magnitude scales and combinations of

scales have been used. Recently parameters associated with the source mechanism have also been

included although again there are a number of alternative methods for including this information in

the equation.

Early studies (e.g. Esteva, 1970; Donovan, 1973), did not state which magnitude scale they use.

Many authors use local magnitude (also called Richter magnitude),ML, to derive their attenua-

tion relations (e.g. McGuire, 1977; Campbell, 1989; Tentoet al., 1992; Mohammadioun, 1994b).

This may be because these are the only magnitude estimates available for the chosen earthquakes.

Chiaruttini & Siro (1981) useML because it is determined at short distances, it is homogeneously

determined for small earthquakes up to saturation at aboutML = 7.0 and because it is determined

at about1 Hz which is close to the accelerometer band. Mohammadioun (1994b) usesML because

it is generally available and is uniformly determined but states that it may not be the best choice.

Ambraseys (1995) does not useML because there are noML estimates for many of the earthquakes

in his set and many estimates ofML are unreliable. Boore (1989) states thatML is difficult to pre-

dict for design earthquakes because catalogues of historical earthquakes often contain unreliable

ML estimates.

Another magnitude scale which is commonly used is surface-wave magnitude,Ms (Dahle

et al., 1990b; Ambraseys & Bommer, 1991; Ambraseys, 1995; Ambraseyset al., 1996; Crouse

& McGuire, 1996; Bommeret al., 1998). Dahleet al. (1990b) useMs because it is reasonably

unbiased with respect to source dimensions and there is a globally consistent calculation method.

Theodulidis & Papazachos (1992) mainly useMs but for the foreign earthquakes in their set they

useMw orMJMA which they state to be equivalent between6.0 and8.0. Ambraseys (1995) states
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that the conversion ofML to Ms should not be done because of uncertainty in conversion which

should be retained. This holds for all conversions between magnitude scales but because onlyMw

can be found for all size earthquakes conversion from one scale to another is often necessary at

small and large magnitudes, for example Dahleet al. (1990b) and Ambraseyset al. (1996) use

someMs converted from other magnitude scales (ML, mb, coda length magnitude). Japanese Me-

teorological Agency magnitude,MJMA, has been employed in many Japanese attenuation relations

(e.g. Kawashimaet al., 1984; Kamiyamaet al., 1992; Fukushimaet al., 1995) although Kawashima

et al.(1984) notes that it may not necessarily be the most suitable parameter to represent magnitude

but it is the only one which exists for all earthquakes in their set of records. Penget al. (1985) use

Chinese surface-wave magnitude but also usemb andMs and find larger residuals.

Recently most equations have been derived using moment magnitude,Mw, (e.g. Booreet al.,

1993; Lawson & Krawinkler, 1994; Sadighet al., 1997; Kobayashiet al., 2000) which is directly

related to the size of the source and the slip along the fault, unlike other magnitude scales which

are empirically derived and have no physical meaning. The other major advantage ofMw is that

it does not saturate for large magnitudes, and can be calculated for small magnitudes, and hence

provides a good measure of the energy released over the entire magnitude range. The size and slip

of historical earthquakes can be found using geological data which can then be directly related to

Mw for use in assessing the design earthquake; this is more difficult to do for other magnitude scales

(Boore, 1989). However,Mw is not usually calculated for earthquakes with magnitudes less than

about5 and also it has only been uniformly calculated since 1977 and hence for earlier earthquakes

estimates ofMw are more difficult, if not impossible, to find. To overcome these difficulties some

authors (e.g. Joyner & Boore, 1981; Xuet al., 1984; Crouse, 1991; Dahleet al., 1995) have used

magnitudes from other scales (e.g.ML, Ms) as estimates ofMw for those earthquakes which do

not have a publishedMw value. If only a few earthquakes in the set of data do not have aMw value,

if the magnitude scale chosen to supplementMw is equivalent to moment magnitude for that size of

earthquake and if the number of records associated with these earthquakes is small then this method

is satisfactory.

The other main technique for providing a homogeneous magnitude scale for all sizes of earth-

quakes is to use one magnitude scale for small earthquakes, usuallyML and one scale for larger

earthquakes, usuallyMs. Campbell (1981) introduced this idea to develop magnitude estimates that

are generally consistent withMw. He tried different division points, for the change fromML toMs,

between5.5 and6.5 and found that the magnitude is quite insensitive to choice, but he uses6.0 as

do Abrahamson & Litehiser (1989). Sabetta & Pugliese (1987) use5.5 as the change-over point

fromML toMs and find that this combined magnitude scale assures a linear relationship between

logarithm of PGA and magnitude and avoids saturation effects ofML. Niazi & Bozorgnia (1991)

use6.6 as the division point. Lee (1993) usesML for M . 6.5 and other different (unspecified)
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magnitude scales forM > 6.5. He does this because seismic hazard analysis often uses cata-

logues which do not specify magnitude scale and often the estimates are nonhomogeneous. Even

though this may be so, increasing the uncertainty, associated with the attenuation relation, by using

a mixture of magnitude scales means that it can never be correctly used for seismic hazard analysis

because there is no correct magnitude scale and the uncertainties are then increased unnecessarily.

Almost all studies include a factor which has an exponential dependence on magnitude,exp aM ,

this is because the energy released by an earthquake is exponentially dependent on magnitude

(Richter, 1958).

It has been proposed that strong ground motion does not increase without bound for increasing

magnitudes and that as magnitude increases ground motion does not increase at a constant rate. This

is known as magnitude saturation. Bolt & Abrahamson (1982) split their data into four broad mag-

nitude groups and fit an equation which has no magnitude-dependent factors to the ground motion

within each group. They find no systematic increase in near-source PGA as a function of magni-

tude although the derived equations predict lower PGA for larger magnitudes which, as Joyner &

Boore (1983) point out, is not realistic. Hence this study may be biased by a lack of data for large

magnitudes. Trifunac (1976) was the first to include a factor to model magnitude saturation, by

using a factor that is exponentially dependent on the magnitude squared, i.e.exp bM2, in addition

to the normal factorexp aM . For a positive coefficient,a and a negative coefficientb it predicts a

maximum ground motion which could occur however great the magnitude. Such factors have been

included by Trifunac (1980), Joyner & Fumal (1984), Huo & Hu (1991), Booreet al. (1993), Lee

(1995), Lawson & Krawinkler (1994), Chapman (1999) and Abrahamson & Silva (1997). Other

authors (Joyner & Boore, 1981; Kawashimaet al., 1984; Crouseet al., 1988; Crouse, 1991) incor-

porate factors likeexp bM2 into their equations but find that the coefficientb is not statistically sig-

nificant or that it does not improve the adjusted multiple correlation coefficient so remove the factor.

Modelling quadratic dependence on magnitude requires records from large magnitude earthquakes

that are often lacking (Trifunac, 1976). To overcome this lack of data Spudichet al. (1996b, 1999)

adopt coefficients,a andb, from Booreet al. (1993). Lee (1995) uses only records withM ≥ 4.25

so thata andb have the correct sign to give magnitude saturation for large magnitudes. Needing to

apply such methods to force physically realistic coefficients suggests that magnitude saturation is

not supported by the data used and that excluding the factor,exp bM2, would be preferable.

Factors which are exponentially proportional to higher powers of magnitude have been incor-

porated into equations by Sadighet al. (1997), who includes a factorexp k1M
2.5, and Youngs

et al.(1997), who includes a factorexp k2M
3, for the prediction of spectral acceleration. Campbell

(1997) uses a non-linear magnitude dependent term,exp k3 tanhM .

Kamiyamaet al. (1992) take the idea of magnitude saturation to its extreme by modelling PGA

as completely independent of magnitude up to a distance which is exponentially dependent on
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magnitude. For distances greater than this near-source zone the predicted ground motion is expo-

nentially dependent on magnitude.

An alternative method for modelling different magnitude dependence for small and large earth-

quakes is to derive separate equations forMw < 6.5 and forMw ≥ 6.5 (Sadighet al., 1997; Sadigh

& Egan, 1998). This technique relies on a large set of data that is well distributed in terms of mag-

nitude so that there is enough data to derive reliable equations for the separate subsets, although

Sadighet al. (1997) constrain the predictions to be the same atMw = 6.5.

Ambraseys (1995) notes that because the conversion ofMs toMw is non-linear there is a non-

linear relationship betweenMw and ground motion prediction using an equation derived usingMs.

Hence some degree of magnitude saturation is implicit in attenuation relations based onMs, even

if only a factorexp aMs is included, becauseMs saturates at large magnitudes and so the equation

does not predict constantly increasing ground motion for increasing earthquake size (as measured

byMw).

Some studies may implicitly account for source mechanism by including many shocks from

the same area which have a similar mechanism, for example Trifunac (1976) notes that the large

proportion of data from the San Fernando earthquake he uses may bias the results.

Campbell (1981) examines residuals from regression and finds reverse faulting PGA values are

systematically higher (significant at the10% level) than other motions but concludes this may be

due to data from outside western N. America and so does not model the effect. Niazi & Bozorgnia

(1991) also find evidence, by examining residuals, of higher ground motion from reverse faulting

and lower motion from normal faulting as compared with the mean, but it is not modelled because

the mechanisms of four earthquakes are unknown. Crouseet al. (1988) split data by fault mech-

anism and find no significant differences between thrust, normal and strike-slip. Spudichet al.

(1999) find no significant difference between strike-slip and normal ground motions in extensional

regimes.

Abrahamson & Litehiser (1989) include a simple multiplicative factor to model difference in

ground motion between reverse (and reverse-oblique) and other source mechanisms. Booreet al.

(1994a) find marginal statistical significance for the difference between strike-slip and reverse-slip

ground motion, which they later model as a multiplicative factor (Booreet al., 1994b). Sadighet al.

(1997) also model this difference using a multiplicative factor (they include normal faulting ground

motion in the strike-slip group because it was not found to be significantly different than strike-slip

motion). Zhaoet al. (1997) and Cousinset al. (1999) include a multiplicative factor to account for

the difference between crustal reverse motion and other motions. Bozorgniaet al. (2000) incorpo-

rate factors to model difference between strike-slip (including normal), reverse and thrust ground

motions. McVerryet al. (2000) include factors, in their crustal earthquake equation, to model dif-

ferences between normal, reverse-oblique and reverse ground motions. Crouse & McGuire (1996)
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try a multiplicative factor, to predict the difference between reverse and strike-slip motion, in their

equation but they find it is not significant and the inconsistency of the result between soil classes

means it is difficult to attach significance to fault type.

More complex factors to model the differences in ground motion caused by different fault mech-

anisms have recently been included in attenuation relations. Abrahamson & Silva (1997) include

magnitude dependent fault mechanism factors and Campbell (1997) includes distance and magni-

tude dependent factors.

Sadigh & Egan (1998) provides different equations for reverse and strike-slip (including normal

faulting) ground motion. This can incorporate complex multiplicative factors (dependent on mag-

nitude, distance and soil category) relating ground motion associated with reverse faulting to that

from strike-slip faulting but it requires much data to ensure that the predictions are realistic for all

combinations of magnitude and distance.

Sharma (1998) does not attempt to include source mechanism factors because source mecha-

nisms are not well defined for all earthquakes in the set of records and including too many coeffi-

cients and a small amount of data may lead to errors.

Recent attempts have been made to model differences in ground motion due to the general

tectonic setting of the earthquake. Chiaruttini & Siro (1981) were the first to explicitly consider the

tectonic setting (characterised by the earthquakes’ geographical location) by developing separate

equations for three different areas (Friuli, Italy; Ancona, Italy; and the rest of the Alpide belt) and

also one equation which models the differences by a multiplicative factor. Fukushima & Tanaka

(1990) allow different magnitude scaling for western N. American earthquakes than for Japanese

shocks. Youngset al. (1997) include a multiplicative factor to predict the significant difference

between ground motion from interface and intraslab subduction zone earthquakes. Zhaoet al.

(1997) also include a factor to account for the difference between ground motion from interface

subduction zone shocks and other types of earthquake. McVerryet al. (2000) include factors, in

their subduction zone equation, to predict the difference between ground shaking from interface

and deep slab shocks. Si & Midorikawa (2000) include two factors to model the difference between

crustal, interplate and intraplate Japanese earthquakes.

Kobayashiet al. (2000) find their equation over predicts ground motion from interface earth-

quakes compared with intraslab motions. Crouseet al.(1988) find some differences between ground

motion in different subduction zones but do not model them, partly because some differences may

be because of site effects. Crouseet al. (1988) also try to find correlations between seismotectonic

information (age, convergence, dip, contact width, maximum subduction depth, maximum histori-

cal earthquake, maximum rupture length, stress drop and seismic slip) and ground motion in each

zone. They find weak correlations for stress drop and the maximum historical earthquake but lack

confidence in the results because of uncertainty in stress drop estimates.
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Other studies have found that the difference between strong ground motion in different seis-

motectonic regions is not significant. Sabetta & Pugliese (1987) exclude records from different

seismotectonic and geological regions and repeat their analysis and find predicted PGA is similar.

No significant difference is found between Guerrero (Mexico) ground motion and other Central

American motion nor between subduction and shallow crustal strong ground motion by Dahleet al.

(1995). Sharma (1998) neglects tectonic type because of a small set of records and because only

small differences are expected. Atkinson (1997) checks for differences in ground motion between

crustal, interface and intraslab shocks and finds no dependence on tectonic type.

Azimuthal dependence of ground motion has been investigated in three studies. Sabetta &

Pugliese (1987) find that some of their PGA values show azimuthal dependence although this is

not modelled because it would require more coefficients and the direction of the azimuthal effect

is different from region to region. Lunguet al. (1994, 1995) split data into separate quadrants and

find attenuation equations for each subset; they find azimuthal dependence. The conclusions of this

study are based on limited strong-motion data in each quadrant coming from only four earthquakes

and hence special characteristics of these four earthquakes may explain the azimuthal dependence.

This azimuthal dependence may also be partly due to differences in travel-paths.

3.6.1 Characterisation of depth

Incorporation of depth through selection criteria has been discussed in Section 3.3, this section

describes how depth is included in the attenuation equation.

The use of distance measures which contain information on the depth of the source, i.e. hypocen-

tral distance, rupture distance, seismogenic distance, centroid distance, energy centre distance,

equivalent hypocentral distance or surface projection distance with focal depth [as used by Am-

braseys & Bommer (1991), Sigbjörnsson & Baldvinsson (1992) and Ambraseys (1995)] forces

deeper earthquakes to predict smaller ground motions than shallower shocks. This is actually a path

effect.

For sets of earthquakes with depths up to about250 km (for example those from subduction

zones) a factor which is exponentially dependent on depth is often included as well as using a

distance measure which includes depth (hypocentral, centroid, energy centre or rupture distance)

(Crouse, 1991; Lunguet al., 1994, 1995; Molas & Yamazaki, 1995; Atkinson, 1997; Youngset al.,

1997; Zhaoet al., 1997; Shabestari & Yamazaki, 1998; Cousinset al., 1999; Shabestari & Ya-

mazaki, 2000; Si & Midorikawa, 2000). Annaka & Nozawa (1988), Molas & Yamazaki (1995) and

Youngset al.(1997) find it significantly increases coefficients of determination,R2, or alternatively

decreases the standard deviation. Kamiyama & Yanagisawa (1986) use such a factor but employ

epicentral distance. Definitions of depth used to characterise the source have been focal depth (e.g.
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Atkinson, 1997), depth to top of fault (e.g. Molas & Yamazaki, 1995), centroid depth (e.g. Zhao

et al., 1997) and average depth of fault plane (e.g. Si & Midorikawa, 2000).

Some studies (Kawashimaet al., 1986; Crouseet al., 1988) have included such factors but have

found that they do not significantly reduce errors associated with the equation. Campbell (1989)

includes a factor exponentially dependent on depth and alternatively one linearly dependent on

depth but although prediction is improved, and the residual plots no longer show a dependence on

focal depth, he does not recommend the use of the equations because focal depths are associated

with (possibly large) errors and hence the dependence may be false. Campbell (1989) uses a set of

earthquakes with a limited range of focal depths (1.8 to24.3 km) over which focal depth dependence

may not exist. Ambraseys (1995) also notes that focal depths are poorly determined and revises

many focal depths using time between P and S-wave arrivals. This uncertainty in focal depths

means that focal depth dependence is difficult to test unless the range of depths is much greater

than the errors associated with each depth estimate. Si & Midorikawa (2000) find that magnitude

and depth are positively correlated so their associated coefficients may be incorrectly determined,

especially when using rupture distance.

More complex depth dependent terms are tried by Kawashimaet al. (1986), including factors

which are dependent on depth and magnitude and depth and distance, but find there is no significant

increase in the adjusted multiple correlation coefficient. A depth dependent anelastic attenuation

factor is included and retained by Atkinson (1997).

Lungu et al. (1994, 1995) find faster attenuation for deeper earthquakes compared with shal-

lower shocks (this is based on attenuation rates for a few individual earthquakes) whereas Molas &

Yamazaki (1995) group earthquakes by depth and find similar predictions for each group and for all

the data together.

3.7 Characterisation of path

The distance travelled from the source to the site,d, is the parameter used in all attenuation re-

lations to characterise the path, although many different definitions of this distance are used (see

Section 8.4).

The most common form of decay term is a power law decay (which corresponds to geometric

decay due to the spreading of waves from a source) using a modified distance,R, therefore the

decay term isR−α. Distance is often modified through the addition of a constant, i.e.R = d + β

(e.g. Esteva, 1970), or by assuming that the source is at some depth,h, and then using the slant

distance,R =
√
d2 + h2 (e.g. Joyner & Boore, 1981). The actual distance,d, is not usually used,

except when hypocentral distance (e.g. Caillot & Bard, 1993) or mainly far-field data (e.g. Singh

et al., 1987) is used, because for smalld unrealistically high values of ground motion are predicted.



3. Literature review of attenuation relations 98

The formR = d+β does not correspond to a physical situation (even though Donovan & Bornstein

(1978) suggest it does), unlike the formR =
√
d2 + h2, and hence relating the decay rate,α, found

using this form to the real decay rate of different types of seismic waves is not correct. Often

the calculated decay rate usingR = d + β as opposed toR =
√
d2 + h2 is greater, for example

McCann Jr. & Echezwia (1984) use one set of PGA values and fit both forms of distance dependence

and find using the first form (withβ = 25 km assigned)α = −1.915 whereas using the second

form (with h = 3.852 km found through regression)α = −0.913. Only in the far field,d � β,

does(d+ β)−α actually give a decay rateα againstd and hence only the decay rates where there is

much data (usuallyd ∼ β) should be compared.

The power,α, which controls the decay rate is either fixed or found during the regression.

Joyner & Boore (1981) constrainα to unity because this is the decay rate for body waves which

they assume cause the peak ground acceleration; this choice ofα has been followed by many other

authors (e.g. Ambraseys & Bommer, 1991; Munson & Thurber, 1997). Garcia-Fernandez & Canas

(1995) constrainα to 1
2 because they assume their peak acceleration is associated with Lg waves.

Ambraseys & Bommer (1991) also useα = 0.83 because they assume PGA is associated with the

Airy phase. Campbell (1981) constrainsα to 1.75 which he says is representative of far-field decay

of PGA, although note this is forR = d+ β and hence it may be larger than ifR =
√
d2 + h2 was

used. Kamiyamaet al.(1992) and Kamiyama (1995) constrain the decay rate to−1.64 using results

from other studies. Often thoughα is found during the regression which is better, since the equation

would fit the data more closely, but requires a well distributed set of data in terms of distance and

not too many other coefficients to find. Joyner & Boore (1983) state that they constrainα to 1

in Joyner & Boore (1981) because they believe their data did not permit a physically meaningful,

simultaneous determination of a spreading coefficientanda coefficient of anelastic attenuation. If

the data is insufficient then nonphysical coefficients can be found which although apparently match

the data well, predict unrealistic ground motions at the edges of the data space.

Campbell (1981) introduces the concept of magnitude dependentβ or h, which means that the

part of the attenuation curve (roughly the near field) with smaller decay rate than that in the far

field is not constant for all sizes of earthquakes. This is known as distance saturation. Usuallyβ

andh are of the formA exp(BM), whereM is the magnitude, because this makes the flattened

region of the curve proportional to the size of the fault rupture zone which has been found to be

exponentially dependent on magnitude (e.g. Ambraseys & Jackson, 1998). Kamiyamaet al.(1992)

and Kamiyama (1995) give a model where PGA is completely independent of distance within a

zone which is exponentially dependent on magnitude. Joyner & Boore (1981), Sabetta & Pugliese

(1987), Booreet al. (1994a) and Ambraseys (1995) find no evidence for magnitude dependenth

for their data and distance definition (distance to surface projection of rupture), although Sabetta &

Pugliese (1987) state that their experiment is not conclusive due to the distribution of data (there
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are only a few near-field records from large magnitude earthquakes in their set of records). Joyner

& Boore (1981) prefer a magnitude independenth because fewer coefficients need to be found.

Campbell (1997) models different decay for thrust(-oblique) and reverse(-oblique) faults than

that for other source mechanisms (strike-slip and normal). This effect must be due to different seis-

mic waves being predominant in accelerograms from earthquakes with different source mechanisms

because the travel path is independent of the source mechanism.

Trifunac & Lee (1989) and Lee (1993) use an attenuation term that is dependent on focal depth,

magnitude and correlation radius of source function (which can be approximated by shear-wave

velocity).

Campbell (1997), Youngset al. (1997) and Bozorgniaet al. (2000) model different decay rates

for sites in different soil categories. This idea, although it may be supported by their data, only has a

physical meaning (different local site amplifications) as a site effect and not as a path effect because

although locally the soil may be known this does not mean such geology is constant along the travel

path. Gaull (1988) and Yamabe & Kanai (1988) present models with magnitude dependent decay

rates even in the far field. In the far field all earthquakes are seen by the site as point sources and

hence the far-field decay rate should be independent of magnitude.

Recorded strong ground motion is composed of many types of seismic waves (P, S, Lg and

surface waves), see Section 2.3.1. These wave attenuate with individual rates, therefore different

waves dominate at different distances, making the decay of peak ground motion complex. Trifunac

& Brady (1975, 1976) and Trifunac (1976) model this by using the distance calibration function

used for the calculation ofML, derived by Richter (1958), which has a change of slope atd = 75 km

because ford < 75 km body waves predominate, with decay∼ d−1, where as ford > 75 km

surface waves predominate, with decay∼ d−1/2. Dahleet al. (1990b,a) also incorporate a change

of slope into their decay term (although it is not a smooth transition from one decay rate to another)

which models the change from spherical spreading, i.e.d−1, of S waves to cylindrical spreading, i.e.

d−5/6, of Lg waves at100 km, although they note that the point where the slope changes depends on

crustal structure and focal depth. McCann Jr. & Echezwia (1984) consider an expression of the near-

field response of an elastic whole space which incorporates the first and second order geometrical

spreading terms through an expression,(A/d2 +B/d)C , which allows the peak ground motions to

come from the combined effect of two different types of wave.

Joyner & Boore (1981) introduce a term, of formexp kR, to model anelastic decay. This has

been adopted by a number of subsequent authors (e.g. Ambraseys & Bommer, 1991; Sigbjörnsson

& Baldvinsson, 1992) although often the geometrical decay power,α, is fixed at unity so that a

realistic, i.e. negative, anelastic coefficient is found. Ifα is not fixed thenk is often found to

be positive (e.g. Ambraseyset al., 1996), which predicts increasing ground motion for increasing

distance at large distances.
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Abrahamson & Litehiser (1989) only include an anelastic term for interplate earthquakes. Atkin-

son (1997) includes a depth dependent anelastic decay term. Cousinset al. (1999) and McVerry

et al. (2000) include a term to account for the higher anelastic decay due to the waves travelling

through a volcanic region. Lee (1995) includes an anelastic decay term which becomes the only

decay term for distances greater than a distance dependent on focal depth, magnitude and correla-

tion radius of source function. Trifunac (1976) states that because the representative frequency of

peak amplitudes varies with distance and because the relative digitisation noise also changes with

distance it is difficult to include an anelastic decay term.

Abrahamson & Silva (1997) include a term, which is dependent on distance, for sites on the

hanging wall of a fault rupture. Their term probably accounts for a site on the hanging wall seeing

more of the rupture plane than a site on the foot wall but their complicated form for this term may

be not be justified by their limited amount of data.

Donovan & Bornstein (1978) use a complicated distance dependence, involving geometrical

decay but also factors which model magnitude and distance-dependent decay. Such a form of

distance dependence, although it may be supported by their data, is unnecessarily complex, when it

does not reduce the uncertainty associated with ground motion prediction, especially because they

fit their non-linear equation, containing 6 coefficients, to only 59 records from 10 earthquakes.

Bolt & Abrahamson (1982) use a form of distance dependence which does not have a physical

basis, i.e. they do not try to estimate geometrical decay or anelastic decay coefficients (Bolt &

Abrahamson, 1983). Bolt & Abrahamson (1983) state the reason for their choice was to provide a

form that will predict accelerations validly, particularly near the source.

3.8 Characterisation of site

Local site conditions at an accelerograph station can dramatically affect the strong ground motion

recorded, for example Schenk (1984) relates the great variability in recorded ground motions up

to 30 km to different site conditions. Therefore attempts are made in most attenuation relations to

model the effect of different near-surface ground conditions on strong motion. Some publications

(e.g. Lunguet al., 1995) however, use data from a wide variety of sites with different properties

(ranging from stiff soil to very soft soil sites) and do not try to model or examine any differences.

Data selection criteria, which seek to limit the accelerograms used to those recorded at stations

with similar local site conditions, are the simplest techniques which have been employed. Esteva

(1970), Faccioli (1978), Ohsakiet al. (1980a), Campbell (1989), Dahleet al. (1990b), Mohamma-

dioun (1994a) and Xiang & Gao (1994) restrict their data to those from sites comparable to stiff

clay or compact conglomerate, soft soil sites, bedrock sites, deep soil (depth greater than10 m)

sites, rock sites, rock sites withVs ≥ 750 ms−1 and basement rock sites respectively. Some studies
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do not select records from a homogeneous set of sites but only exclude those which are affected

by significant soil amplification or non-linearity (usually soft soil sites) (McGuire, 1977; Campbell,

1981; Ohnoet al., 1996; Sadighet al., 1997; McVerryet al., 2000; Si & Midorikawa, 2000). Other

studies (Iwasakiet al., 1980; Ohsakiet al., 1980b; Chiaruttini & Siro, 1981; Kawashimaet al.,

1986; Huo & Hu, 1991; Caillot & Bard, 1993; Crouse & McGuire, 1996; Sadighet al., 1997) in-

clude data from different site categories but perform the regression on subsets of records with the

same site classification. The advantage of this method is that non-linear soil behaviour is implicitly

included, because the magnitude and distance scaling for each site category is independent of that

for the other categories. Unless there are a lot of records and the distributions within each class

are similar, differences between the predicted ground motion on different types of sites may not be

significant and may be simply due to the lack of comparable data.

Two studies have taken this idea to its extreme and only used records from a single station

(Denham & Small, 1971; Singhet al., 1987). Niazi & Bozorgnia (1991) use records from the

SMART-1 array, where the stations have essentially identical site conditions, but find that there is

still much uncertainty. Such studies are of limited use for design because structures will not be built

on the exact location of the instrument nor is it easy to decide whether another location has similar

site conditions to the accelerograph station.

The most commonly used technique to incorporate site effects into an attenuation relation is to

use multiplicative factors between ground motion at one type of site and that at another. Trifunac

(1976) introduces this method; he uses three site categories and the multiplicative factor between

basement rock and intermediate type rock is forced to be half the multiplicative factor between solid

hard basement rock and alluvium sites thus limiting the generality of the method. The number of

multiplicative factors used is usually one less than the number of site categories used, thus allowing

different scalings amongst the site categories (e.g. Booreet al., 1993; Lawson & Krawinkler, 1994;

Ambraseyset al., 1996; Sabetta & Pugliese, 1996; Chapman, 1999). Lee (1995) classifies stations

into three geological site classes and two local soil classes, although the difference between geolog-

ical and local scales is not clear, so there are six categories in total but only three factors. All the data

is used to derive the magnitude and distance scaling, making the coefficients more robust, and re-

moving bias from the amplification factors between the different site classes due to the distribution

of the data. Possible non-linear behaviour though cannot be modelled by these factors because they

are equal throughout the dataspace. A combination of this method with the more general method

explained above was used by Crouse & McGuire (1996), who compute multiplicative factors for

two of their four soil categories because of the lack of data within the two categories. Caillot &

Bard (1993) initially derive equations for each of their two site category subsets separately but find

that the magnitude and distance coefficients of the two sets of equations are not significantly differ-

ent so they employ a simple multiplicative factor. This shows that non-linear effects are probably
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not that important, although Caillot & Bard (1993) use a set of records with many weak motion

time-histories so the non-linear effects may be masked.

Some studies have insufficient data to derive adequate site category multiplicative factors so

they adopt multiplicative factors from previous studies (e.g. Atkinson, 1997; Spudichet al., 1999).

If the site categories used in the two studies are similar enough then this is a valid procedure because

true site coefficients should only depend on local site conditions at the stations.

Multiplicative factors between ground motion on different types of site are not always modelled

as the same throughout the data space. McGuire (1978) attempts to include a distance dependent

multiplicative factor but it is not statistically significant; a magnitude dependent factor, although sta-

tistically significant, does not reduce scatter and McGuire (1978) thinks it may be biased due to lack

of rock records so it is not adopted. Campbell (1997) incorporates a distance dependent site factor

and Cousinset al.(1999) and McVerryet al.(2000) include distance and magnitude-dependent site

factors. Although Youngset al. (1997) develop two separate equations for deep soil and rock sites

they employ a joint regression method, because there is not enough data to apply regression to the

individual subsets, which forces the soil and rock motion to the same level in the near field. Non-

linear soil behaviour is explicitly accounted for in Abrahamson & Silva (1997) through the use of a

factor which includes the predicted PGA on rock; a factor also included by McVerryet al. (2000)

although they adopted the coefficients of Abrahamson & Silva (1997) because they have too few

records to give realistic estimates of the coefficients. This problem highlights the main disadvantage

of using such complicated factors, namely that a large, well distributed set of records is required to

find robust estimates of coefficients in a non-linear equation.

Choices of site categories into which a station is placed is controlled by the quality of available

site information. Complex classifications cannot be used, even if desired, unless there is adequate

data for all the sites used (Spudichet al., 1999). Thus early studies (e.g. McGuire, 1978; Joyner

& Boore, 1981) and some recent studies (e.g. Zhaoet al., 1997; Spudichet al., 1999) simply use a

binary classification of soil (or alluvium) and rock. Usually a site is classified as soil (or alluvium)

if it has soil of more than between4 (Joyner & Boore, 1981) and20 m (Abrahamson & Silva, 1997)

thick, because a shallow soil layer is not thought to greatly affect the ground motion. Some studies

though have found that shallow soil sites have significantly higher ground motions than rock or stiff

soil sites and that rock and deep soil sites have similar ground motion (Campbell, 1981; Sabetta &

Pugliese, 1987; Campbell, 1989) although this is for PGA (a high frequency parameter) which is

less affected by local site conditions. Ambraseys & Bommer (1991) attribute the apparent small

dependence of horizontal PGA on site classification to the lack of available information which

compelled them to use a simple binary system. As more site information on strong-motion stations

has become available the number of site classes used has grown, so that there are three or more

categories of increasing stiffness (roughly increasing shear-wave velocity) (e.g. Trifunac, 1976;
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Kawashimaet al., 1986; Fukushima & Tanaka, 1990; Lawson & Krawinkler, 1994; Campbell, 1997;

Chapman, 1999; Kobayashiet al., 2000). Some studies define the boundaries of the categories in

terms of shear-wave velocity (e.g. Booreet al., 1993; Ambraseyset al., 1996) but in fact there are

no shear-wave velocity measurements for many of the stations they use, so a rough classification is

made. Due to the difficulty of finding site information Theodulidis & Papazachos (1992) examined

the PGV/PGA ratio for some of their Alaskan sites to decide whether they were rock or soil, which

is based on empirical formulae which find differences in this ratio due to the local site conditions.

There is much uncertainty in such formulae, due partly to the variability of ground motion and

partly to the accelerogram correction method used to find PGV and hence classification based on

PGV/PGA is unreliable. In an attempt to reduce the subjectivity of classifying Greek stations into

rock or alluvium categories Theodulidis & Papazachos (1992) use the opinion of seven specialists

and then use the average classification; this is a time-consuming process.

Examination of residuals for sites with different soil categories is a useful method for sets of

records where site information is not complete, and hence cannot be included explicitly within the

equation. This type of analysis was performed by Abrahamson & Litehiser (1989).

To overcome the subjectivity of soil categories some studies have used directly measured prop-

erties of the ground beneath the accelerograph station. The most commonly used measurement is

the near-surface shear-wave velocity,Vs. Blume (1977) finds that the site impendence,ρVs (where

ρ is the density of the ground which is approximately a constant), is the best measure of site condi-

tion and he uses it to derive site factors for his equation although the paper is not entirely clear how

this is done. Joyner & Fumal (1984) use the average shear-wave velocity to one-quarter the wave-

length of waves of period of concern (although often these shear-wave velocities are extrapolated

using geological data); the basis of this choice is energy conservation along ray tubes. Shear-wave

velocity is usually only measured down to shallow depths so30 m is often used as the reference

depth to which to compute the average shear-wave velocity, although Booreet al.(1994a) state that

ideally they would like to use depth to one quarter wavelength. Booreet al.(1994a) and Ambraseys

(1995) include site factors based on average shear-wave velocity to30 m in their equations. Unlike

other formulations to incorporate site conditions into attenuation relations, directly using shear-

wave velocity has the advantage of being physically based so the coefficients can be examined to

check that they are reasonable. Also it is better because there is no need for subjective categories

(Ambraseys, 1995). This has two advantages: firstly no decisions need to be made about the cat-

egories to use or which category a particular station is in and secondly when the equation is used

for design the shear-wave velocity at the site can be measured and used directly in the formula,

removing the need for more subjective judgement on the part of the designer who does not know

exactly how site classifications were originally done. The major problem with usingVs is that there

are no published measurements at most strong-motion stations, especially those outside California
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or Japan (Ambraseys, 1995; Spudichet al., 1999). Different choices of the reference depth to com-

pute the averageVs can lead to different results (Ambraseys, 1995) so subjectivity is not completely

removed although Booreet al. (1994a) believe one-quarter wavelength depth is the best to use but

for long periods this is hundreds of metres for which the data is currently unavailable. Another dis-

advantage of this method is that surface waves could be important (Joyner & Fumal, 1984; Boore

et al., 1994a), especially for long periods, and their amplifications are not modelled by usingVs

directly in the equation like it is a present (Joyner & Fumal, 1984). Also it does not model the effect

of the thickness of attenuating material (Booreet al., 1994a) or resonance effects (Joyner & Fumal,

1984).

Some studies have used site factors based on other measurements which can possibly overcome

some of the disadvantages of shear-wave velocity, although not all have a physical basis. Joyner &

Fumal (1984) include site factors based onVs and depth to underlying rock,H, and find correlation

for long periods but no correlation for short periods although they state it is inappropriate to use

depth to rock at present because the San Fernando strong-motion data does not show any significant

correlation. Trifunac (1980) and Trifunac & Lee (1989) include a multiplicative factor which is

exponentially dependent on the depth of sedimentary deposit although Trifunac & Lee (1989) note

that this is not always known at every location so they also provide an equation using simple site

categories. A combination of depth to rock and site categories is employed by Lee (1993) and

Campbell (1997) although Campbell uses a complex depth scaling factor. Combinations of depth

to rock and site categories are not the most efficient site parameters because they are not strictly

independent, for example if a site is classified as rock then the depth to rock must be zero. This

correlation could cause problems when coefficients of both these factors are sought.

A single parameter which is a rough combination of shear-wave velocity and depth to bedrock

is the natural period of the site,T , which for a single layer equals4H/Vs. The need to include

a term reflecting explicitly local amplification dependent on natural period of the soil is noted by

Benitoet al. (1992) because they find little correlation between simple soil categories and ground

motion. A factor exponentially dependent on natural period is included by Tong & Katayama

(1988) and Sun & Peng (1993), although Tong & Katayama (1988) find that it has little effect on

estimation. Using natural period explicitly rather than depth to rock and shear-wave velocity reduces

generality because if bothH andVs are included there are more coefficients to be determined,

allowing modelling of attenuation effects through the soil layer (which depends on depth) and also

impedance (which depends on shear-wave velocity).

The most site specific procedure is to use individual coefficients for each station. This idea was

introduced by Kamiyama & Yanagisawa (1986) (although Kobayashi & Midorikawa (1982) devel-

oped a method which is similar) and has since been adopted in many Japanese studies (Kamiyama

et al., 1992; Fukushimaet al., 1995; Molas & Yamazaki, 1995; Shabestari & Yamazaki, 1998;
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Kawanoet al., 2000; Shabestari & Yamazaki, 2000). Its two advantages are that no site information

is required about the stations included in the set of records, hence eliminating subjective soil cate-

gories or the need to measure shear-wave velocity or similar quantities, and all site effects should

be modelled through the use of automatically derived transfer functions. To use this method a large

number of records are required for each station, hence its use in Japan where there is an abundance

of data, otherwise the station coefficients are not adequately determined. For example, if each sta-

tion recorded only one earthquake then the standard deviation of the attenuation equation would be

zero because the individual site coefficients would equal the residuals from the regression without

any site factors. This though would not be correct because the derived coefficients cannot be related

to site response but could be due to either source, path or site effects. A number of records at each

station are required, with different source and path conditions, before the site coefficients tend to

the true values, which gives the correct transfer function for each site. Kamiyama & Yanagisawa

(1986) find a good agreement between the site coefficients (transformed to amplification spectra)

and the amplification spectra predicted using the shear-wave velocity profiles of the stations. Molas

& Yamazaki (1995) find weak correlation between station coefficients and soil categories although

there is much scatter. Unless the individual site coefficients can be related to the theoretical transfer

function at each station or to some other feature of the site, attenuation relations including these

individual factors are impossible to use for the prediction of ground motion at a site which is not

within the original set of records. Even if a relation could be found between site characteristics

and the coefficients, the use of such equations in seismic hazard analysis, where many sites are

considered, would require detailed information on all those under investigation.

The most computational intensive method for including local site effects within an attenuation

study is to convert all the recorded time-histories from sites with a variety of properties to time-

histories which would have been recorded on a site with given properties. This procedure was

adopted by Annaka & Nozawa (1988), who use 1D propagation theory to transform records from

sites withVs < 300 ms−1 to records from sites withVs > 300 ms−1, and Kawanoet al.(2000), who

strip off the effects of the uppermost layers of ground under a station to get a record which comes

from a site with0.5 ≤ Vs ≤ 2.7 kms−1. Altering the recorded time-history in this way could lead

to increased uncertainty because the ground motion is not simply affected by the ground directly

under the station (1D effect) but by the ground within an undefined area (2D and 3D effects), see

Sections 2.3.4 and 2.4.4.

No published attenuation relation considers topographical effects except those which exclude

records believed to be affected by topography, see Section 3.3, and Zhaoet al. (1997) who include

in their rock category records from stations where topographic effects are expected.
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3.9 Analysis techniques

The majority of attenuation studies use the ordinary least squares method (or an unspecified pro-

cedure) to derive the coefficients of their equation. However, more complex procedures have been

developed to overcome problems encountered due to the inhomogeneity, in terms of independent

parameters, of most strong-motion sets. These inhomogeneities are listed below.

• In most strong-motion sets, unless they are specially selected, there is a strong correlation

between magnitude and distance of the records, because larger earthquakes can be detected

at greater distances than smaller earthquakes.

• There is an abundance of accelerograms from large distances (from between about50 and

200 km) and there still is a lack of near-field data from large earthquakes which are most

important for seismic design.

• Some earthquakes (for example San Fernando) occur within a region with a large number of

accelerographs so there are many available records.

Regression techniques have been developed to counteract the ill effect on the estimated coeffi-

cients (and hence predictions) caused by each of these characteristics.

Donovan (1973) was the first to find that correlation between magnitude and distance leads to

changes in the derived coefficients. The regression method most often used to reduce the effect of

magnitude and distance correlation is the two-stage technique introduced by Joyner & Boore (1981).

In this method, the distance dependent coefficients are derived first, using individual amplitude

scaling factors for each earthquake. In the second stage the magnitude-dependent coefficients are

derived by fitting a curve to these amplitude scaling factors. Fukushima & Tanaka (1990) conduct

simple numerical experiments to show that for sets with a strong correlation between magnitude and

distance the distance dependence is reduced, when ordinary least squares is used, compared with the

decay associated with an individual earthquake. They find the two-stage method yields distance co-

efficients similar to those associated with individual earthquakes. This usefulness of the two-stage

method has also been demonstrated by Abrahamson & Litehiser (1989), Fukushimaet al. (1995),

Molas & Yamazaki (1995), Sharma (1998) and Sharma (2000) for their highly correlated (correla-

tion coefficients up to0.63) magnitude and distance values. Sabetta & Pugliese (1987), Booreet al.

(1994a), Ambraseys (1995), Ambraseyset al. (1996) and Sabetta & Pugliese (1996) have found

that one-stage and two-stage methods yield similar predictions, especially at intermediate distances

where there is most of the data. Ambraseys & Bommer (1991) prefer a one-stage method because

more than half the earthquakes in their set of records were only recorded by one instrument and

in the second stage these are excluded from the calculation of the magnitude dependence, thereby
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omitting a large proportion of their data from the regression. Spudichet al. (1999) also use a one-

stage method because two-stage methods underestimate the earthquake-to-earthquake component

of variation for sets of records like theirs with many singly-recorded earthquakes. Caillot & Bard

(1993) state that the two-stage method may be misleading because for some spectral periods it does

not reduce the variance; they also find significant changes in predictions between one and two-stage

methods. A similar technique is applied by Orphal & Lahoud (1974), who use data from the well-

recorded San Fernando earthquake to find the distance dependent coefficient and then the rest of

the data, from other less well-recorded earthquakes, to define the magnitude scaling. Gaull (1988)

applied a variation of this method. This method assumes that the distance decay is the same for all

earthquakes; an assumption which is not justified. McCueet al. (1988) implemented the reverse of

this idea, firstly finding the magnitude dependence by examining PGA for many events recorded at

the same distance and then using all data to find the distance dependence.

A more complex procedure to overcome the effect of a strong correlation between magnitude

and distance (correlation coefficient0.84) was developed by Tong & Katayama (1988). It is based

on a ‘reliability’ parameter for each earthquake, it is the product of the number of records from that

earthquake and the coefficient of determination of a regression equation, derived for each earth-

quake individually, which estimates the geometrical decay rate. Using earthquakes with ‘reliability’

values greater than unity they find that a weighted average, using the ‘reliability’ values, leads to

a distance dependence coefficient which is not affected by the correlation between magnitude and

distance.

A method was introduced by Trifunac (1976), where the set of records is split up into 24 differ-

ent magnitude, site and component (horizontal or vertical) intervals. The magnitude, site, compo-

nent and confidence interval dependent coefficients are calculated using one PGA value from each

interval. This method reduces the possible bias in the coefficients due to a large number of records

with similar magnitudes. Another procedure to reduce this bias was used by Blume (1980). The

data is divided into distance dependent bands and within each band a regression equation depen-

dent on magnitude is found which is used to calculate the predicted ground motion at a single point

within the interval. Each of these points is used to find the overall distance dependent coefficient.

By far the most common technique for minimizing possible bias, due to a many records with

similar associated distances and magnitudes, is weighted regression. Huo & Hu (1991) divide

their dataspace into magnitude-distance intervals within which each record has a weight equal to

the reciprocal of the number of records within that interval and then all subdivisions have equal

weight. Similar schemes have been implemented by Caillot & Bard (1993) and Crouse & McGuire

(1996). Si & Midorikawa (2000) give near-source records much higher weight than those from

large distances. Caillot & Bard (1993) and Munson & Thurber (1997) find that weighting can have

a significant effect on the predictions.
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To give more weight to near-field PGA values, which are more important for engineering design,

Bolt & Abrahamson (1982) use non-linear regression on the untransformed PGA rather than on the

logarithm of PGA. They believe that the equation derived by Joyner & Boore (1981) is not strongly

affected by the near-field data, limiting its usefulness. The statistical assumption behind the analysis

of Bolt & Abrahamson (1982) is that the uncertainty associated with PGA is the same for all levels

of ground motion (Draper & Smith, 1981, pp. 237–238). This assumption must be false because

otherwise using the standard deviation associated with the equation, to derive predicted ground

motion for percentiles less than50%, would lead to the prediction of negative PGA (by definition a

positive quantity).

The problem of well-recorded earthquakes (for example San Fernando and Imperial Valley)

having an unwanted strong influence on the regression [as noted by Trifunac (1976)] is also usually

reduced through a weighting scheme; an idea first introduced by Campbell (1981). Campbell (1981)

divides the dataspace into a number of distance intervals within which each record is weighted by

a relative weighting factor equal to the reciprocal of the number of records within that interval

from the earthquake with which the record is associated. Variations on this procedure have been

adopted by McCann Jr. & Echezwia (1984), Abrahamson & Litehiser (1989), Campbell (1989),

Niazi & Bozorgnia (1991), Sun & Peng (1993), Campbell (1997) and Sharma (1998). The two-

stage method of Joyner & Boore (1981) also reduces the bias due to well-recorded shocks. The

opposite weighting is applied by Si & Midorikawa (2000) who give more weighting to the well-

recorded earthquakes. Donovan & Bornstein (1978) find that, although32% of their data is from

one earthquake (San Fernando), no bias is introduced

Campbell (1997) tries to reduce the bias due to a number of recordings being made at close sites

during the same earthquake [the same possible bias that Booreet al.(1993) reduce by including only

one record from similar sites which were less than1 km apart] through a weighting scheme.

Ambraseys & Bommer (1991) choose not to apply weights with their regression analysis be-

cause it involves assumptions which are difficult to verify. The ordinary least-squares method is

applied by Xuet al. (1984), who justify its use by the small number of records they employ.

The final reason for not using the ordinary least-squares technique is so that the coefficients

obtained are physically realistic. For highly non-linear forms of the equation, where a small change

in one coefficient strongly affects another coefficient’s value, special techniques need to be em-

ployed. Dahleet al. (1995) use a Bayesian one-stage method to yield physically possible coeffi-

cients. Crouse & McGuire (1996) apply constraints to their coefficients so that predicted ground

motion is an increasing function magnitude and decreasing function of distance. Kamiyamaet al.

(1992) obtain one of their coefficients, which controls how far the flat part of the attenuation curve

(where there is no decay with distance) extends, by a trial and error process so it is consistent with

empirical estimates of fault length. If the unconstrained coefficients are nonphysical then it means
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that the data used is insufficient for the complexity of equation employed. This is a problem with

McVerry et al. (2000) who use a very complex functional form for their attenuation relation and

then must use many coefficients from Abrahamson & Silva (1997) because their set is insufficient to

derive realistic coefficients. Campbell (1997) notes that his adopted functional form has too many

coefficients so it is necessary to perform the analysis in many steps finding different sets of coeffi-

cients at each stage to ensure a stable result is obtained. Yamabe & Kanai (1988) apply a two-stage

regression, which removes the problems caused by products of independent variables because the

two stages consist of ordinary linear regression. This method though cannot be used for the vast

majority of non-linear functional forms which have been proposed.

The other method for obtaining physically realistic coefficients is by using subsets of the data

for different parts of the analysis. This is especially useful for data which is dominated by far-field

records but where the adopted equation involves coefficients which are only important in the near

field. Donovan & Bornstein (1978) divide their data according to distance and find the equation by

least squares (no details of this process are provided in the paper). Abrahamson & Litehiser (1989)

group their data into0.5 magnitude unit intervals and fit simple equations to each subset, the coeffi-

cients of which are then used to find the overall functional form and coefficients of their non-linear

distance saturation term, which controls the predicted ground motion in the near field. A similar

technique is employed by Huo & Hu (1991) and Si & Midorikawa (2000) to find the coefficients

of their distance saturation terms although they use the data from a selection of earthquakes rather

than magnitude-binned data. Only the earthquakes associated with the most reliable information

(those withMs > 6.0) are used by Theodulidis & Papazachos (1992) to find distance coefficients

which forces them to adopt a four-stage regression technique to incorporate all the other data.

Schenk (1982, 1984) fits the equation to PGA values by eye and not through regression analysis.

Schenk (1982) does this because the least squares method is often highly dependent on marginal

observations, meaning that certain points can have a large influence on the derived coefficients.

Although this is true, fitting an equation by eye is not an objective method, and so cannot be repeated

by another person and get the same result, and it is impossible to use for complicated functional

forms where the data cannot be visualised easily.

Only one published attenuation relation (Huo & Hu, 1991) makes the important observation

that the independent variables used in attenuation relations (for example magnitude and distance)

are associated with their own uncertainties. They develop a method based on weighted consistent

least-squares which takes the uncertainties in magnitude and distance into account when deriving

the equation.
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3.10 Conclusions

From the above discussion it can be seen that little agreement has been reached in the past thirty

years of attenuation relation studies, in terms of data selection; characterisation of source, path

or site; or regression techniques employed. Workers have chosen their techniques based on the

available data, which varies greatly with geographical region. Further comparing Chapter 2, on the

factors affecting strong ground motions, and this chapter shows that current attenuation relations

use fewer independent variables and simpler functional forms than have been found to describe

variations in strong ground motions. Neglecting many factors when predictions using attenuation

relations are made leads to large standard deviations as is shown in Chapter 8.



4. EFFECT OF VERTICAL GROUND MOTION ON STRUCTURAL RESPONSE

This chapter contains a summary of published studies of the effect of vertical excitation on the

response of structures, concentrating mainly on those about SDOF systems and especially elastic

SDOF systems. The derivations of the SDOF equations of motion which model structures’ be-

haviour are given; these equations are used in later chapters.

4.1 Definitions of response quantities

Although the response of a system changes with time, which may be important for some applica-

tions, often only the maximum response which a system undergoes is required for design purposes.

Consider the structural model illustrated in Figure 4.1 and assume the ground acceleration isUtt(t)

and the mass,m, has displacementu(t), velocityut(t) and accelerationutt(t) then the three values

of maximum response of interest are:

maximum absolute response acceleration Sa = maxt |utt + Utt|,

maximum relative response velocity Sv = maxt |ut|,

maximum relative response displacement Sd = maxt |u|.

Two forces act on the mass one is due to the spring and the other due to the equivalent viscous

damping. These forces must resist the total inertial forces of the system,mutt andmUtt hence,

mSa gives the maximum force acting which must be resisted by the entire system.

From these quantities two ‘pseudo’ values can be calculated:

maximum absolute pseudo-acceleration S′a = (2π/T )2Sd,

maximum relative pseudo-velocity S′v = (2π/T )Sd,

whereT is the natural period of the system.

mS′a gives the force which must be resisted by the spring (Chopra, 1995) and not the complete

system. For small coefficients of critical damping and relatively short periodsSa andS′a are almost

identical (Chopra, 1995).

Maximum relative pseudo-velocity,S′v, is related to the peak value of strain energy,ES , stored

in the system during the earthquake by the equation:ES = mS′2v /2 (Chopra, 1995, p. 200).
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4.2 Response spectra

A plot of the quantities defined in Section 4.1 as a function of the natural vibration period,T ,

and damping,ξ, of the system is called a response spectrum. It provides a convenient means of

summarizing the peak response of all possible linear SDOF systems to a particular component of

ground motion (Chopra, 1995).

The concept and usefulness of response spectra for earthquake engineering is laid out in Benioff

(1934) although no spectra are calculated. He states ‘suppose we substitute for the engineering

structures a series of undamped pendulum seismometers having frequencies ranging from the lowest

fundamental frequency of engineering structures to the highest significant overtones. During an

earthquake each component seismometer would write a characteristic seismogram. Plotting the

maximum recorded deflection of each pendulum against its frequency, we obtain a curve which

may be termed the undamped pendular spectrum of the earthquake.’

4.3 Structural model for zero gravity where vertical acceleration is neglected

4.3.1 Linear elastic model

Consider the SDOF system illustrated in Figure 4.1. This system consists of a massm, moving on a

frictionless surface, driven by a horizontal ground motion with accelerationUtt, with a spring with

stiffnessk and a dashpot with a coefficient of viscous dampingc.

Fig. 4.1: Structural model for zero gravity field where vertical acceleration is neglected.

Let u(t) be the horizontal displacement of the mass at timet. Then using Newton’s second law

and resolving forces horizontally gives:

mutt + cut + ku+mUtt = 0

Dividing bym and lettingω2
0 = k/m andξ0 = c/2ω0m yields the equation of motion:

utt + 2ξ0ω0ut + ω2
0u = −Utt. (4.1)
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Equation 4.1 is usually used to model the response of structures to earthquake excitation, see

for example Chopra (1995).

Equation 4.1 is one of the simplest second order differential equations possible and because it

models many oscillatory phenomena it has been much studied even before strong-motion records

of earthquakes were obtained.

In 1933 the first accelerograms were written during the Long Beach earthquake (11/3/1933) and

so the calculation of response spectra became possible.

Biot (1941) used Equation 4.1, withξ = 0, to construct six (one for each horizontal component)

undamped response spectra for three western North American strong-motion records. He mentions

that undamped and linear elastic models do not really reflect a buildings behaviour implying some

damping, i.e. ξ 6= 0, and inelastic behaviour, see Section 4.3.2, are required for more realistic

results. He mentions that the calculation of one response spectrum took 8 hours and cost $40, this

compares with today when a single spectrum takes less than a second to compute and is practically

free.

Much of the early work on response spectra computed from strong-motion records, using Equa-

tion 4.1, was done by Housner and his co-workers in the 1940s and early 1950s, for example

Housner (1941). Damped response spectra were calculated by Alfordet al. (1951) and published

by Housneret al. (1953). Again the inelasticity of structures for large strains is noted (see Sec-

tion 4.3.2).

After the 1950s response spectra became well established as one of the major tools for assessing

strong motion and its effect on structures. Almost all compilations of strong-motion observations

from earthquakes include response spectra. For example Bradyet al. (1973) shows response quan-

tities at damping and natural period intervals commonly in use today. Since the advent of faster

computersSa, Sv andSd are often calculated else well as the pseudo quantities,S′a andS′v.

4.3.2 Inelastic model

Structural materials, for example steel and concrete, do not have a linear force-displacement curve

for all displacements but behave non-linearly at large displacements which introduces hysteretic

damping into the system (Chopra, 1995, p. 242). There are two main types of non-linear behaviour

normally assumed for SDOF systems: elastic-perfectly plastic (or elastoplastic) and bilinear force-

deformation relations, see Figure 4.2.

The force-deformation relations for both these types of non-linear behaviour are linear until the

resisting force reachesFY and then a new relationship holds between the displacement and force.

Such inelastic systems require at least one extra parameter to describe them fully. For elastoplastic

systems the yield force,FY , must be given and for bilinear systems both the yield force and the
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(a) Elastic-perfectly plastic (b) Bilinear (strain hardening)

Fig. 4.2: Two common non-linear force-deformation relations.u signifies the displacement,F is

the resisting force andFY denotes the force required for yielding to occur.

ratio of the initial stiffness and secondary stiffness,r, must be specified.

Response spectra for inelastic systems can be computed similarly to those for linear elastic

systems by replacingku with the correspond force-deformation relation valid for the system at that

time. Normally the inelastic response spectrum for a particular record is plotted as constant-ductility

spectrum. Ductility factor,µ, is defined as:µ = maxt |u|/uY , whereuY is the displacement

required for the system to yield. When computing inelastic systemsFY is chosen notµ hence an

iterative procedure is required to findFY corresponding to a requiredµ, see for example Chopra

(1995, pp. 259-261).

Approximate methods exist for transforming elastic response spectra into inelastic response

spectra by dividing by a number which is dependent on the period and ductility factor (and some

times other parameters), called either behaviour factor,q, response modification (or reduction) fac-

tor, R (Kappos, 1999). A review of suggestions for such factors is made by Miranda & Bertero

(1994).

4.4 Structural models including bending

Structural models in this section behave as if their supporting beam-column bends; hence their

failure mechanism is buckling. From now on these SDOF models will be called bending models.

4.4.1 Linear elastic structural model for non-zero gravity where vertical ground motion is

neglected

Consider the SDOF system illustrated in Figure 4.3.
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Fig. 4.3: Bending structural model for non-zero gravity field where vertical ground motion is ne-

glected.g denotes acceleration due to gravity.

This is a massless beam-column, clamped in the ground at the lower end, with a concentrated

mass at the top. If there is no external force, e.g. ground motion, then the system is governed

by (Lin & Shih, 1980; Loh & Ma, 1997):

EIxyy = P (u− x) + F (l − y), (4.2)

mutt + cut = −F, (4.3)

whereEI is the bending rigidity,c is the damping,m is the mass,x(y) is the horizontal displace-

ment of the column,y is vertical height,u is the horizontal displacement of the mass,F is the shear

force andP is the vertical load on the column which is of lengthl.

Now since the base of the column is rigidly clamped the boundary conditions are:x(0) = 0 and

xy(0) = 0.

To simplify Equation 4.3 requiresF , which can be found by solving Equation 4.2. The solution

to Equation 4.2 which satisfies the boundary conditions aty = 0 is:

x =
F

P

√
EI

P
sin(

√
P/EIy)−

[
Fl

P
+ u

]
cos(

√
P/EIy) + u+

F

P
(l − y). (4.4)

Now the buckling load of the column,Pcr, is given by:Pcr = π2EI/4l2. Define,ν, as:

ν = π/2
√
P/Pcr. (4.5)

Then Equation 4.4 becomes:

x =
Fl

Pν
sin(νy/l)−

[
Fl

P
+ u

]
cos(νy/l) + u+

F

P
(l − y). (4.6)
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Now since the mass is attached to the top of the column:x(l) = u. Therefore solving Equa-

tion 4.6 for the shear force,F , using this boundary condition gives:

F = (3EI/l3)(ν/χ(ν));

where

χ(ν) = [3(tan ν − ν)/ν3]. (4.7)

Equation 4.3 can be simplified by expansion of1/χ(ν) asP/Pcr ≤ 1 soν is small.

Now:

tan(ν) = ν +
1
3
ν3 +

2
15
ν5 +O(ν7). (4.8)

Substituting Equation 4.8 and Equation 4.5 into Equation 4.7 gives:

1/χ(ν) ≈ 1− π2

10
P

Pcr
. (4.9)

Now π2

10 ≈ 1 so substituting Equation 4.9 into Equation 4.3 gives:

mutt + cut +
3EI
l3

(
1− P

Pcr

)
u = 0. (4.10)

To get equation of motion into normalised form define the natural frequency and fraction of

critical damping of a column not subjected to a vertical load as:ω2
0 = 3EI/(ml3) and ξ0 =

c/(2mω0). Then the equation of motion becomes:

utt + 2ξ0ω0ut + ω2
0

(
1− P

Pcr

)
u = 0. (4.11)

When the column is subjected to a horizontal ground acceleration,Utt, the equation of motion

becomes (sinceP = mg):

utt + 2ξ0ω0ut + ω2
0

(
1− mg

Pcr

)
u = −Utt. (4.12)

Lettingω2
1 = ω2

0(1− γ) andξ1 = ξ0ω0/ω1 whereγ = mg/Pcr then have:

utt + 2ξ1ω1ut + ω2
1u = −Utt. (4.13)

As can be seen by comparing Equation 4.1 with Equation 4.13 gravity loads simply change the

natural period of the system and do not alter the size of the response (as long as the correct period

is considered). There seem to be no published studies on this model.
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This derivation shows one problem with using Equation 4.1 to characterise the response of

structures to horizontal seismic loading. If a fundamental period of the structure is found, by using

a vibration generator for instance, the structure behaves as if it is in a non-zero gravity field. Conse-

quently the period,T1 = 2π/ω1, and coefficient of critical damping,ξ1, found arenon-zero gravity

values. A design spectra, constructed using Equation 4.1, should be consulted for the corresponding

zero-gravity period,T0 = 2π/ω0, and damping,ξ0, and not for the non-zero gravity values. Thus

T1 andξ1 should be converted usingT0 = T1
√

1− γ andξ0 = ξ1
√

1− γ.

In practice though, since the concept of fundamental period and coefficient of critical damping

for a complicated structure are already approximations, failure to use the theoretically correct period

and damping coefficient is not serious. Forγ = 0.33, i.e. a factor of safety of three,T0 = 0.8T1

andξ0 = 0.8ξ1 thus the discrepancy is not large.

As shown in Section 4.5 the change of fundamental period due to gravity is not the same for

bending and hinging models, further complicating the situation.

4.4.2 Structural model for non-zero gravity where vertical ground motion is considered and

vertical stiffness is infinite

Linear elastic model

Consider the SDOF system illustrated in Figure 4.4. This model assumes that the structure is

infinitely stiff vertically so that vertical displacements due to ground motion are constant throughout

the whole column therefore the vertical ground motion is the vertical input into the mass at the top

of the column, i.e. it is unaffected by the column.

Fig. 4.4: Bending structural model for non-zero gravity field where vertical ground motion is con-

sidered and vertical stiffness is infinite.

The derivation of the equation of motion for the system depicted in Figure 4.4 follows the

derivation given above for when the vertical ground motion is neglected, but Equation 4.12 be-



4. Effect of vertical ground motion on structural response 118

comes:

utt + 2ξ0ω0ut + ω2
0

(
1− m(g + Vtt)

Pcr

)
u = −Utt,

whereVtt is the vertical acceleration (positive downwards). Using the same transformations of

variables as before andβ = γ/g(1− γ) the equation of motion becomes:

utt + 2ξ1ω1ut + ω2
1(1− βVtt)u = −Utt. (4.14)

This model has been studied by a handful of authors to assess the effect of vertical accelerations

on the size of the response for elastic systems, namely Lin & Shih (1980), Orabi & Ahmadi (1988),

Loh & Ma (1997) and Şafak (2000). Also the stability of Equation 4.14, when the horizontal

ground motion is zero, has been much studied, for example Holzer (1970), Wirsching & Yao (1971),

Gürpinar & Yao (1973) and Mostaghel (1975), these papers are not of direct relevance to this thesis

and so will not be discussed here.

Lin & Shih (1980) use simulated accelerograms of Gaussian white noise modulated by an enve-

lope function using dimensionless variables, through Fokker-Planck equations, in order to compute

the expected response. They mention that parametric resonance (see Section 6.6) is possible but

that because earthquakes have short durations, such effects will not cause instability. They show

that the correlation between vertical and horizontal ground accelerations only has an effect on the

structural response if the structure is not initially at rest, hence this correlation can be ignored.

Although the use of dimensionless variables in Lin & Shih (1980) leads to a generalised method

for characterising the response of SDOF systems governed by Equation 4.14 it means that the results

displayed are not readily useable. They require transformations using realistic structural parameters,

such as length of column, natural period and load ratio, before the results can be used for design.

Use of Gaussian white noise to simulate the response of SDOF systems to earthquake strong motion

is well established, see for example Clough & Penzien (1993). Bycroft (1960) showed that it can

be used to derive response spectra which match quite well those from recorded accelerograms. The

choices of power spectral density,Φ11 = 0.0220 and0.0314 andΦ22 = 0.0141 and0.0201, made in

Lin & Shih (1980) are unrealistically high. Transforming these dimensionless power spectral densi-

ties intom2s−3 yields:φ11 = lω2
1(1−γ)Φ11 andφ22 = π2lω2

1(1−γ)Φ22/12. For realistic values of

ω1, l andγ φ11 � Φ11 andφ22 � Φ22. In Liu & Jhaveri (1969) the power spectral densities given

are all less than about0.009 m2s−3 and in Orabi & Ahmadi (1988)0.005544 m2s−3 is given as the

power spectral density of the NS component of the El Centro record (from the El Centro earthquake,

19/5/1940). ThereforeΦ11 andΦ22 are much too high. This means that valid conclusions cannot

be drawn from their numerical examples. Lin (2000) noted that the numerical examples given may

be unrealistic although the theory is correct. Bycroft (1960) originally proposed the use of white
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noise due to the dearth of actual recordings close to the source of large earthquakes. Today there

are many near-field recordings and these can be used rather than simulating strong motion through

white noise.

Orabi & Ahmadi (1988) also use simulated accelerograms of Gaussian white noise modulated

using an envelope function and Fokker-Planck equations to evaluate the stochastic response. Also

they perform Monte-Carlo simulations directly using segments of white noise in order to check

the results. They base the white noise used on the intensities of the NS and vertical components

of the El Centro record. The similarity between Monte-Carlo and results using the Fokker-Planck

equations is noted for two envelope functions: a constant function (stationary analysis) and an

exponential envelope function (nonstationary analysis). Both methods show an increase in response

for large load ratios and larger increases for smaller damping ratios. For example for the stationary

analysis withξ1 = 0.02 andT1 = 6.3 s the increase in root-mean-square displacement response

asγ increases from0.5 to 0.9 is about5% but the increase in response fromγ = 0.90 to 0.95 is

about20%. For the same period but withξ = 0.20 the corresponding increases are2% and7%.

This shows the important influence of damping and load ratio on the effect of vertical excitations

for this model. They also find the relative velocity response spectrum of the El Centro N-S record

with and without vertical excitation for different load ratios. They note the similarity between their

theoretical results and the computed spectra, their conclusions on the importance of damping and

load ratio also hold for this accelerogram.

The study of Orabi & Ahmadi (1988) has a number of limitations. Their results rely on white

noise with simple envelope functions to represent the horizontal and vertical ground accelerations

which may not model all the characteristics of recorded earthquake strong motion. They also base

their input ground intensities on the El Centro record which is no longer one of the most intense

ground motions available, thus their results underestimate how much the vertical ground motion

may amplify the horizontal response.

Şafak (2000) uses four near-field records, three from the Kocaeli earthquake (17/8/1999,Mw =

7.4) (Yarmica, Izmit and Sakarya) and one from the Düzce earthquake (12/11/1999,Mw = 7.1)

(Düzce), to investigate the response of structures governed by Equation 4.14. Four different load

ratios are used,γ = 0, 0.2, 0.4 and0.6 and the displacement response spectra for5% damping for

these differentγ values are plotted for each fault-normal record. It is found that at long periods,

T = 8.0 s, the spectral displacements from the Sakarya record are2.5 times higher forγ = 0.6 than

for γ = 0, which Şafak (2000) suggests is because the amplitudes of the vertical and horizontal

accelerations of similar size and that this record has more long-period energy that those from other

stations.

The main problem with the analysis of Şafak (2000) is that the displacement spectra are plotted

in terms of the non-zero gravity period and damping (see Section 4.4.1) therefore the differences
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found are almost entirely due to the effect of gravity on the natural period and damping and not

because of the vertical ground motion. Plotting the displacement spectra in terms of the non-zero

gravity parameters makes it almost impossible to distinguish the effect of the vertical excitation

from the effect of gravity.

Loh & Ma (1997) is the only known published study of the response of SDOF systems governed

by Equation 4.14 which uses a large number of actual strong-motion records. Two parameters are

mentioned as important: the load ratio,γ, and the size of ratio between horizontal and vertical

PGA. Thirty1 Taiwanese records from a hard site are used to develop a uniform hazard response

spectrum. Both the horizontal and vertical accelerograms were normalised to have a PGA of1 g and

γ = 0.5 was used (it was noted that larger values ofγ caused instability although the reason is not

given, see Section 6.3) and uniform hazard response spectra were computed which have the same

probability of being exceeded at all periods. These can then be scaled by the design level PGA to

yield a design spectrum. They conclude that for5% damping,γ = 0.5 and horizontal and vertical

PGA normalised to1 g vertical excitation increases the response by33% compared with when only

horizontal excitation is considered.

Loh & Ma (1997) assume that the importance of vertical ground motion on the response of

systems governed by Equation 4.14 is only dependent on PGA and not the other factors known to

influence ground motion, e.g. magnitude, distance and local site conditions (see Chapter 2). It also

is based on a vertical to horizontal PGA ratio of unity which is larger than other studies have found,

see Section 7.5. Therefore it may overestimate the importance of vertical acceleration on bending

SDOF systems although the authors do mention that a different choice of this ratio may affect the

results (see for example their Figure 12). Alsoγ = 0.5 is a higher load ratio than imposed on most

buildings.

Inelastic model

Inelastic systems based on Equation 4.14 but with a non-linear force-displacement term have been

investigated by Shih & Lin (1982b). Following on from Lin & Shih (1980) they define their equa-

tion of motion in terms of nondimensional quantities (although the nondimensional quantities are

slightly different to those in Lin & Shih (1980)) which again makes the use of their results dif-

ficult. Material non-linearity of the structure is modelled using a function proposed by Hata and

Shibata, which is a simple hysteretic function with one parameter,0 ≤ r < 1, which controls the

non-linearity of the system (the system was assumed to have yielded from the beginning). The

ground accelerations are modelled as amplitude modulated Gaussian white noise processes and

the expected response is found through Fokker-Planck equations (also used in Lin & Shih (1980)

1 The caption of their Figure 7 says fifty records were used.
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although complications arise due to the non-linearity of the system). Numerical results for two dif-

ferent values ofr, 0.1 and0.5, and two levels of spectral density are presented. As for Lin & Shih

(1980) the spectral densities chosen,2πΦ11 = 1, 2 and3 and2πΦ22 = 0.64Φ11 are much too large

for earthquake excitation therefore the numerical results are not valid. They do find though (which

is probably not dependent on the incorrect spectral densities they use) that one hysteretic system can

behave very differently from another system when gravity and vertical accelerations are included.

Thus the results are more sensitive to model parameters than is so for linear elastic models.

4.4.3 Linear elastic structural model for non-zero gravity where vertical ground motion is

considered and vertical stiffness is finite

Consider the SDOF system illustrated in Figure 4.5. This model assumes that the structure has finite

stiffness vertically and that vertically the column responds like a SDOF system governed by an

equation of motion like Equation 4.1 although not necessarily with the same damping and natural

period as in the horizontal direction. This means that the system is separable into the response

vertically and the response horizontally which is affected by the vertical response but not vice

versa.

Fig. 4.5: Bending structural model for non-zero gravity field where vertical ground motion is con-

sidered and vertical stiffness is finite.

The equation of motion of this system is governed by:

utt + 2ξ1ω1ut + ω2
1(1− βuv

tt)u = −Utt, (4.15)

whereuv
tt = uv

tt(t, TV , ξV ) is the vertical response acceleration for vertical natural period,TV , and

dampingξV , i.e.utt from Equation 4.1 forω0 = 2π/TV , ξ0 = ξV and input acceleration,Vtt(t).

No published studies of the response of systems governed by Equation 4.15 could be found.
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4.5 Structural models including hinging

Structural models in this section behave as if their supporting beam-column is hinged at the base.

From now on these SDOF models will be called hinging models.

4.5.1 Structural model for non-zero gravity where vertical ground motion is neglected

Linear elastic model

Consider an inverted pendulum with an elastic hinge at the base (Figure 4.6).

Fig. 4.6: Hinging structural model for non-zero gravity field where vertical ground motion is ne-

glected.

Consider first free oscillations, i.e. no ground acceleration, of this system. Let the pendulum be

lengthl and assume the inverted pendulum has been horizontally displaced from vertical through a

distanceu, then it will make an angleθ with the vertical.

Resolving forces perpendicular to the pendulum (N.B. not horizontally) in the direction ofθ

increasing gives (sinceθ is small):

−mlθtt − clθt +mg sin θ − kl sin θ = 0.

Now sinceθ is small sin θ ≈ θ ≈ u/l so after dividing bym and definingω0 andξ0 as in

Section 4.4.1 then:

utt + 2ξ0ω0ut + (ω2
0 − g/l)u = 0.

When a horizontal force,mUtt, is applied it needs to be resolved into its components in the

direction ofθ increasing and in the direction perpendicular to this. The force in the direction of

θ increasing ismUtt cos θ. Now θ is small andcos θ = 1 − θ2 + . . . so the error caused by not
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resolving the horizontal force is of the orderθ2 and so is negligible. Consequently the equation of

motion of this system is:

utt + 2ξ0ω0ut + (ω2
0 − g/l)u = −Utt. (4.16)

As for the bending case a transformation of variables is useful. Ifω2
0 > g/l (if this does not

hold the system does not oscillate but is unstable) then lettingω1 =
√
ω2

0 − g/l andξ1 = ξ0ω0/ω1:

utt + 2ξ1ω1ut + ω2
1u = −Utt. (4.17)

Requiringω2
0 > g/l gives a limit, i.e. l > mg/k, on the smallestl can be for the pendulum

simply to withstand gravity loads and so all structures must satisfy this condition, even if they are

not designed for earthquake loads.

As for the bending model, see Section 4.4.1, when vertical ground motion is neglected the effect

of gravity loading is simply to shift the natural period of the structure. The period,T1 = 2π/ω1,

and coefficient of critical damping,ξ1, measured from a real structure arenon-zero gravityvalues.

A design spectra, constructed using Equation 4.1, should be consulted for the corresponding zero-

gravity period,T0 = 2π/ω0, and damping,ξ0, and not for the non-zero gravity values. ThusT1 and

ξ1 should be converted usingT0 = T1/
√

1 + T 2
1 g/[(2π)2l] andξ0 = ξ1/

√
1 + T 2

1 g/[(2π)2l].

Figure 4.7 shows the factor,1/
√

1 + T 2
1 g/[(2π)2l], againstT1 for different lengths of pendula,

l. This shows how much the natural period and damping changes when gravity forces are consid-

ered. As can be seen the change in natural period and damping is only large for short columns and

long periods.

Jennings & Husid (1968), Husid (1969), Sunet al. (1973), Bernal (1987) and Fenwicket al.

(1992) all investigate this model amongst others and conclude the effect of gravity is negligible,

which it is if l is reasonably long so that the change in natural period and damping is small.

Inelastic model

Jennings & Husid (1968) and Husid (1969) study a model similar to that specified in Equation 4.17,

although not making the assumption thatθ is small2, hence their equation of model is slightly more

complex, for elastoplastic and bilinear hysteretic structures. They consider many choices of natural

period (0.5, 1.0, 1.5 and2.0 s) , length of pendulum (1.5, 3.0, 4.5, 6, 7.5 and9 m) and yield level

(0.05 g and0.10 g) each with damping of2% of critical. Simulated accelerograms of stationary

Gaussian random processes of60 s duration are used to investigate the time to collapse of such

structures. They find that the time to collapse depends hyperbolically on the ratio of earthquake

2 They verify that there is little difference between predicted responses when this assumption is made and when it is

not made.
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Fig. 4.7: Factor,1/
√

1 + T 2
1 g/[(2π)2l], againstT1 for length of pendulum,l = 5, 10, 15, 20 and

25 m.

strength to yield strength, linearly on length of pendulum and is highly dependent on duration (for

longer records less intense motion is required for the structure to collapse), but it is independent of

natural period. For the bilinear force-deformation relation, if the ratio of the second slope to the

initial slope is sufficiently high collapse is prevented. Results are confirmed using actual accelero-

grams.

Sunet al. (1973) investigate a model similar to that specified in Equation 4.17 but for a force-

displacement curve which has ideal elastoplastic behaviour in extension and buckles at zero load in

contraction using phase-plane analysis. They find three equilibrium positions using static methods,

conditions for when the system will collapse and will suffer a residual displacement after the shak-

ing has stopped. They use the NS El Centro record to illustrate their results. Two design criteria are

proposed based on the conditions required for no large residual displacements and for no collapse,

in terms of displacement spectra and input energy.

Bernal (1987) compute amplification factors for gravity effects using four strong-motion records

(Olympia S86W, El Centro S00E, Taft S69E and Pacoima Dam S16E) in terms of a dimensionless

stability coefficient and ductility factor for elastoplastic systems. The amplification factor is the

ratio of the displacement response with and without gravity effects. A simple limit on the size of
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the stability coefficient,θ = g/ω2
0l, is given based on earthquake codes. From this the conclusion is

drawn that structures in regions of relatively low seismic coefficients, i.e. low design acceleration,

are less protected, by the interstorey drift limitation, against inelastic gravity effects than those in

areas of higher design acceleration. Systems with six ductilities (1, 2, 3, 4, 5 and6), nine stability

coefficients (0 to 0.2) and 37 periods (0.2 to 2 s) were investigated for each of the records. No

significant correlation was found between period and amplification but an expression for predicting

amplification due to gravity based on ductility and stability coefficient is given. This expression

was found to give different predictions than those given in codes, some of which are shown to

under predict amplification.

Fenwicket al. (1992) use a number of strong-motion records, although they base most of their

results on an artificial record of about25 s duration, to find amplification factors for elastoplastic and

bilinear structures. They find that the strain hardening ratio (the ratio between the gradient of the

first and second slope of the bilinear force-deformation relation) is not significant for amplification

but that viscous damping does make a large difference. They use the Cholame Shandon Array 2W

N65E record (from Parkfield earthquake, 28/6/1966), which has a short duration of strong shaking,

and compare the amplification factors with those for the El Centro record and the artificial record

and find they are much lower. Hence duration has a large effect. They also find that for some records

amplifications are not independent of period over its entire period range. Equations are given for

amplification factors in terms of ductility and period for firm and flexible subsoils.

4.5.2 Structural model for non-zero gravity where vertical ground motion is considered and

vertical stiffness is infinite

Linear elastic model

Consider the SDOF system illustrated in Figure 4.8.

The derivation of the equation of motion for this system follows that given in Section 4.5.1

but Equation 4.16 becomes (since vertical ground acceleration,Vtt, acts like an additional gravity

force):

utt + 2ξ0ω0ut + (ω2
0 − (g + Vtt)/l)u = −Utt. (4.18)

Definingω1 andξ1 as before and lettingβ = 1/(ω2
0l − g) = 1/ω2

1l yields:

utt + 2ξ1ω1ut + ω2
1(1− βVtt)u = −Utt. (4.19)

There appear to be no published studies on systems governed by Equation 4.19.
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Fig. 4.8: Hinging structural model for non-zero gravity field where vertical ground motion is con-

sidered and vertical stiffness is infinite.

Inelastic model

Jennings & Husid (1968) and Husid (1969) as part of their studies also apply vertical ground motion

as well as gravity loads and horizontal motion and find that vertical ground motion is relatively

unimportant in controlling the time to collapse.

4.5.3 Structural model for non-zero gravity where vertical ground motion is considered and

vertical stiffness is finite

Linear elastic model

Consider the SDOF system illustrated in Figure 4.9. As for the bending case, see Figure 4.5, this

model assumes that the structure is finitely stiff vertically and that vertically the column responds

like a SDOF system governed by an equation of motion like Equation 4.1 although with not nec-

essarily the same damping and natural period as in the horizontal direction. This means that the

system is separable into the response vertically and the response horizontally which is affected by

the vertical response but not vice versa.

The equation of motion of this system is:

utt + 2ξ1ω1ut + ω2
1(1− βuv

tt)u = −Utt, (4.20)

whereuv
tt = uv

tt(t, TV , ξV ) is the vertical response acceleration for vertical natural period,TV , and

dampingξV , i.e.utt from Equation 4.1 forω0 = 2π/TV , ξ0 = ξV and input accelerationVtt.

No published studies on systems governed by Equation 4.20 could be found in the literature.



4. Effect of vertical ground motion on structural response 127

Fig. 4.9: Hinging structural model for non-zero gravity field where vertical ground motion is con-

sidered and vertical stiffness is finite.

Inelastic model

Tani & Soda (1977) present an investigation using a similar model to Equation 4.20 although using

a bilinear force-displacement relationship, with positive stiffness ratio, similar to that used by Shih

& Lin (1982b). They assume the structure continues to behave elastically in the vertical direction

even when plastic deformation takes place in the horizontal direction. Horizontal ground motion

is assumed to be quasi-nonstationary white noise and vertical excitation is stationary white noise.

Statistical mean square response of the system is expressed by a Voltera type integral equation and

solved using Laplace transforms. An equivalent linearization method is used to model the bilinear

hysteresis which they find to be accurate. Numerical results are given for ten models with different

stiffness ratios,r, heights,H, yield displacements and natural periods and for the three conditions:

horizontal excitation only, horizontal and gravity loads and horizontal and vertical excitation and

gravity loads. All of their models have vertical natural periods equal to a tenth of the the horizontal

period, vertical damping equal to10% and horizontal damping equal to2%. They conclude that

gravity loads can be important, increasing the displacement more than10%, for tall structures and

especially those with small stiffness ratio. They find vertical excitation can be ignored due to its

small effect.

The study of Tani & Soda (1977) is small scale, only a few models are considered which do

not cover different combinations of horizontal and vertical natural period and damping which could

occur in structures. They also do not subject their models to particularly large excitations, the PGA

of their most intense white noise excitation is6 ms−2 and the power spectral density of the vertical

excitation of all of their simulations is a quarter of the horizontal density.
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4.6 Other studies related to the effect of vertical acceleration on response

4.6.1 Infinite degrees of freedom (IDOF) models

Ruge (1934) studies a vertical cantilever using static theory with a qualitative description of how the

system’s behaviour will change under the influence of gravity. He concludes the effect of gravity

can be important.

Iyengar & Shinozuka (1972) study three elastic vertical cantilevers, which are taken to approxi-

mate tall structures, under combined horizontal and vertical ground excitation. They use a bivariate

stationary Gaussian process to generate horizontal and vertical ground motions, with power and

cross spectra which are frequency dependent. It is found that the vertical acceleration and self-

weight affects the two tallest cantilevers more than the short one. It is also concluded that self-

weight and vertical motion can decrease or increase the response and that these differences are

usually considerable. In fact their Figures 9, 10 and 11 show maximum increases in deflection,

bending moment and shear force of about10%.

Iyengar & Saha (1977) investigate two vertical cantilevers subjected to six pairs of horizontal

plus vertical accelerations (El Centro, 19/5/1940; Taft, 21/7/1952; and Eureka, 21/12/1954) and

compute their deflections, bending moments and shear forces at various heights. They conclude

that vertical ground motion does not always increase or decrease the response of vertical cantilevers

but that it needs to be considered because it can have a large effect. Their Figure 5 shows that the

bending moment at the top of one of their cantilevers increases by about60% when vertical accel-

eration is considered but usually the increase is less than10%. Figure 4 of Iyengar & Saha (1977)

shows that the shear force only changes by a maximum of about4% when vertical acceleration is

included.

4.6.2 Multiple degrees of freedom (MDOF) models

Cheng & Oster (1976) study two steel frames, one with one bay and two storeys and the other with

one bay and three storeys, assuming bilinear material behaviour. The two storey frame is subjected

to harmonic ground acceleration in horizontal and vertical directions with varying dead loads and

dynamic load combinations and the region of instability is investigated. The three storey frame is

subjected to a lateral impulse and vertical component of the El Centro accelerogram and an increase

in the horizontal response was noted compared with when only the impulse is applied. Also the NS

and vertical component are applied to the frame and the displacement response is shown to increase

and decrease for certain periods compared with when only the horizontal component is applied.

Shih & Lin (1982a) investigateN -storey buildings modelled as a MDOF system withN dif-

ferential equations similar in form to Equation 4.14. The vertical acceleration at each storey is

equal to the ground acceleration because the vertical motion is assumed to be transmitted almost
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instantaneously from the bottom to the top, because of the much greater rigidity of the columns

to resist dilational than flexural deformations. As in their other work (Lin & Shih, 1980; Shih &

Lin, 1982b) nondimensionalised variables are used which again makes interpreting their results

for realistic structural parameters difficult. The method of using amplitude modulated Gaussian

white noise to model horizontal and vertical ground accelerations and solving stochastic differen-

tial equations presented in Lin & Shih (1980) and Shih & Lin (1982b) is again followed although

it is slightly more complex due to the use of matrices. A numerical example is given for a six

storey building which is a reasonable representation of an actual structure. The model is subjected

to two levels of excitation corresponding to power spectral densitiesΦ11 = 0.0000444, 0.000277

andΦ22 = 0.64Φ11 and the nondimensional mean square shear force at the base and displacement

at the roof are found for the three cases: horizontal excitation only, horizontal and vertical excita-

tion, and horizontal and vertical excitation and gravity loads. Unlike their other two studies (Lin

& Shih, 1980; Shih & Lin, 1982b) the choices of power spectral densities made are reasonable for

earthquake excitation so their conclusions are valid. They find that for the less intense excitation

gravity and vertical excitation has little effect, increasing the displacement of the roof by about1%

each and the shear force by about10% for vertical excitation and about1% for gravity loads. For

the more intense excitation both vertical excitation and gravity loads can have a large effect, vertical

excitation increasing the displacement by about20% and the shear force by about40%. Gravity

loads increase both displacement and shear force by about5%. They mention though that for such

large excitations linear behaviour of the structure is probably unrealistic.

Papazoglou & Elnashai (1996) report analysis of lumped parameter MDOF structural models

employing bilinear stiffness characteristics in tension and compression applicable to RC column

behaviour, which indicates that strong vertical motion can lead to column tension. Intermediate and

top storeys are more likely to undergo tensile deformations.

4.6.3 Models of real structures

Over the past thirty years the response of buildings has been modelled, under the combined action

of horizontal and vertical ground shaking, by a number of different authors. Results of some of

these studies are presented here including some of the most recent investigations.

Anderson & Bertero (1973) study an unbraced single bay frame of ten storeys subjected to two

observed accelerograms3. They find little difference in the displacement or relative storey displace-

ments when gravity and/or vertical accelerations are considered. Girder and column ductility re-

quirements are significantly increased especially on upper stories (in some places more than100%)

3 First11 s of vertical and S74W components of Pacoima Dam, from San Fernando earthquake (9/2/1971), multiplied

by 0.4 and first14 s of vertical (multiplied by3) and S69E (multiplied by2) components of Taft, from Kern County

earthquake (21/7/1952).
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due to the action of gravity and vertical ground accelerations. Vertical excitations increases upper

column plastic hinge rotation requirement and gravity increases lower column plastic hinge rotation

requirement compared with when only horizontal excitations are considered. Thus they conclude

vertical ground motion and gravity need to be taken into account when analysing buildings.

Cheng & Oster (1977) study three frames under combined horizontal and vertical excitation.

First frame is one bay, three storey with strong columns with no plastic rotation excited by the

modified Taft accelerogram used by Anderson & Bertero (1973). The other two frames (a three

bay, four storey rigid frame where the columns undergo plastic deformations and a one bay, ten

storey frame) are subjected to the NS and vertical components of the El Centro record. Vertical

motion is found to increase ductility and excursion ratios significantly in all three frames.

Papaleontiou (1992) and Papaleontiou & Roesset (1993) analyse four steel frames, with 4, 10,

16 and 20 storeys, and three spans, which approximate real structures. They use the Capitola record,

from the Loma Prieta earthquake (18/1/1989), and find the horizontal and vertical displacement at

roof level and the axial force and bending moments in the top and bottom columns of the frames.

Axial forces in the top columns are found to increase significantly (360% for the 16 storey structure

but less for other frames) when horizontal and vertical acceleration are included to when only

horizontal ground motion is applied. Axial forces in the bottom columns are also shown to increase

although not by as much (33% for the 16 storey frame). Also bending moments in the upper storey

also increase (by up to75% for one of the frames) when vertical excitation is included to when it is

not, but bending moments in the bottom storey are unaffected by the vertical ground motion.

Chouw & Hirose (1999) investigate a three storey one bay frame with and without vertical

acceleration using the accelerogram recorded at 17645 Saticoy Street during the Northridge earth-

quake (17/1/1994). They find that axial forces increase by up to100% when vertical accelerations

are included to when only horizontal shaking is applied.

Reyes-Salazar & Halder (2000) model three steel frames, with partially restrained connections,

subjected to 13 actual strong-motion time-histories (El Centro and 12 from the Northridge earth-

quake). The frames studied are three bay with three, eight and fifteen storeys and the maximum

lateral displacement at the top of the frame and the maximum bending moments and axial loads at

the ground level for the interior and exterior columns. The results obtained from the simulations are

compared with the displacements, forces and moments specified such loading in the Recommended

Provisions for Seismic Regulations for New Buildings (National Earthquake Hazard Reduction

Program, 1994) and the Mexico City Seismic Code (Comision Federal de Electricidad, 1993). It is

found that displacements at the top of the frames and bending moments at the bottom are almost

unaffected by the inclusion of vertical ground acceleration and that the National Earthquake Hazard

Reduction Program (1994) provisions predict the responses well but the Comision Federal de Elec-

tricidad (1993) code over predicts the response by about17%. Axial forces in the bottom columns
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are found to be under predicted by both codes when vertical excitation is included, by up to50%

for National Earthquake Hazard Reduction Program (1994) and70% for Comision Federal de Elec-

tricidad (1993) and that the error is not correlated with height of frame but is positively correlated

with the ratio ofPGAv to PGAh.

Yamazakiet al.(2000) study the effect of vertical ground motions upon the horizontal response

of steel beam-columns which they say are more affected by vertical excitation than frame models.

Horizontal natural period of the column is set at1.0 and2.0 s and the vertical natural period is

varied between0.1 and1 s. Three strong-motion records, El Centro (NS and vertical), Taft (EW and

vertical) and JMA-Kobe (NS and vertical) from the Hyogo-Ken Nan-Bu earthquake (16/1/1995),

are used as input and the horizontal displacement and shear force are measured and calculated. It

is found that when the ratio of vertical to horizontal natural period is higher than0.5 the maximum

displacement changes significantly from when the vertical acceleration is neglected. The phase

difference between horizontal and vertical ground motions is also investigated and it is found that

for a few conditions the maximum response displacements change by a large amount due to this

difference. They conclude, because the ratio of vertical to horizontal period in ordinary high-rise

buildings is approximately0.1 to 0.2, that the effect of vertical ground motion upon horizontal

responses of steel high-rise buildings is small.

Kikuchi et al.(2000) investigate a three span, five storey, reinforced concrete, moment resisting

frame designed to the current Japanese seismic building. The frame was subjected to the El Centro

#6 record, from the Imperial Valley earthquake (15/10/1979), and the JMA-Kobe record. Under El

Centro #6 loading the column axial force was shown to be increased significantly from when only

horizontal ground motion is applied but due to the time lag between the main shaking in the vertical

and horizontal directions the damage arises mainly from the horizontal motion. Under JMA-Kobe

loading the vertical ground motion is shown to be relatively insignificant in altering the column

axial force or the response in general due to the vertical acceleration being much lower than that

in the horizontal direction. It is concluded that vertical ground motion has little influence on the

damage to the building.

Abdelkareem & Machida (2000) analyse bridge piers subjected to the ground motion recorded

at Nishinomya City from the Hyogo-Ken Nan-Bu earthquake for the two conditions: horizontal

ground motion only; and combined horizontal and vertical excitation. It was found that the peak

response acceleration is significantly increased (up to80%), compared to when horizontal motion

alone is applied, when both horizontal and vertical shaking is used as input and that this increase

is less when more shear reinforcement is used. Also it was found that the ratio of maximum axial

compression load on the pier when horizontal and vertical excitation is included to when only hori-

zontal motion is applied, is roughly linearly proportional to the ratio ofPGAv to PGAh. Increases

of about40% in maximum axial compression load are found forPGAv/PGAh = 0.8. It is also



4. Effect of vertical ground motion on structural response 132

found that the ductility level decreased significantly (by up to20%) when the pier is subjected to

the vertical ground motion in addition to the horizontal motion. Vertical motion also increases base

shear (by up to65%), lateral strain (of up to421% for maximum tensile strain) and axial strain

(by up to216% for maximum compressive strain). They conclude that inclusion of vertical ground

motion changed the failure mode of piers from flexural to severe diagonal shear failure.

Three buildings (a two to three storey concrete parking garage, a four storey building and a 16

storey steel building) are analysed in Kehoe & Attalla (2000). It was found that the forces on the

structural elements induced by vertical acceleration are often much less than the effects of dead load

and overturning effects are more due to horizontal than vertical accelerations. They also found for

some structural elements, primarily long span concrete girders, vertical accelerations may be of the

same order as the dead load.

Diotallevi & Landi (2000) analyse a five storey, three bay moment resisting RC frame which

was designed with aseismic criteria. The frame was subjected to five strong-motion records (three

from Northridge, one from San Fernando and one from Imperial Valley) which differ in frequency

and time lag between the peak vertical and horizontal accelerations. It is found that the vertical

motion contributes a significant additional axial force (by up to76%) over when only horizontal

motion is considered, especially in the columns in the upper floors. Also noted is the important

effect of vertical acceleration, for two of the strong-motion records, on displacement (total and

interstorey drift), length of plastic zones, size of plastic deformations, amount of energy dissipated

and maximum moment and shear values. The authors conclude that vertical motion is important in

seismic analysis and that the characteristics of vertical motion should be studied further.

Papazoglou & Elnashai (1996) report instances of damage to buildings and bridges during the

Kalamata (13/9/1986), Northridge and Hyogo-Ken Nan-Bu earthquakes, for which they find con-

vincing evidence that the damage was caused by axial overstressing. It was found that net ten-

sile forces and displacements occur and total axial forces increase (by up to82% compared with

when only horizontal ground motion is included) in an eight storey, three bay moment resisting

RC frame, designed according to UBC, subjected to the El Centro #6 record, from the Imperial

Valley earthquake. The behaviour factor of another eight story, three bay frame designed according

to EC-2/EC-8 for an acceleration of0.15 g is reduced by up to50% when vertical ground motion

is included, compared with when only horizontal excitation is included. The transverse response

parameters, e.g. interstorey drift, of a six storey, three bay moment resisting steel frame subjected to

Santa Monica-City Hall and the Arleta Fire Station records (from the Northridge earthquake) were

not found to be significantly affected by vertical excitation but for long span structures vertical beam

vibration modes may experience significant amplifications.
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4.6.4 Other studies

Elnashai & Papazoglou (1997) report results concerning vertical bilinear spectra, i.e. systems with

unequal tensile and compressive stiffnesses, for an elastoplastic SDOF system based on 35 vertical

strong-motion records. Various ratios between the tensile and compressive stiffnesses, scaled peak

ground accelerations and axial force factors are employed. It is found that for large vertical PGA

and small axial load factors tensile forces and displacements can occur. Also investigated is the

ductility demand spectrum, for 10 of the records, assuming an overall safety factor against static

compressive failure of2.5. It is found that the vertical component alone can lead to dramatic column

compression failure accompanied by large ductility demand in compression.

4.7 Conclusions

This chapter shows that although some work has been completed on how vertical ground motion

affects structural response, many of these studies are too small scale for their conclusions to be

general. Hence there is a need for a more general approach using a range of structural models,

structural parameters and ground motion inputs to derive some general conclusions on the impor-

tance of vertical ground motion to design.

Models of buildings have been investigated under the combined action of horizontal and vertical

ground motion using observed accelerograms and the conclusions drawn from most of these stud-

ies is that vertical ground acceleration needs to be included otherwise axial forces in the columns

and other structural responses are significantly underestimated. Although this approach yields ac-

curate answers for a particular type of structure (for example steel frames and reinforced concrete

buildings) it is difficult to generalise the results for other types of buildings and for seismic code

requirements. The rest of this thesis will concentrate on the response of SDOF systems, which al-

though they do not accurately model actual structures they provide results which are more general,

since various parameters can be varied to examine their effect, and they can be codified.

Many of the SDOF system studies do not base their results on actual strong-motion recordings

but on white noise representation of ground shaking. Although white noise representation may yield

adequate estimates of the importance of vertical excitation for most earthquake ground motions

which occur, Newmark & Rosenblueth (1971, p. 302) state ‘[a]dditional confirmation of the orders

of magnitude of Monte Carlo results should in general be obtained from spotchecks using records

of actual earthquakes’. When white noise was first used to simulate strong-motion records, in the

1960s, there were few records of actual earthquakes especially those from the near field of large

earthquakes. Now though there are thousands of strong-motion recordings are available of which a

large fraction are from the near field of reasonably large earthquakes, thus no longer do studies on

the response of structures to simultaneous horizontal and vertical excitation need to be solely based
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on white noise approximations.

Those studies which do use actual accelerograms often use only a handful and often they only

use the El Centro record, although many other records exist which are more reliable (due to better

recording and processing) and contain more intense motion. Thus a large suite of time-histories

needs to be utilised to give reliable conclusions which are based on ground motions which have

actually occurred.

Linear elastic SDOF systems are investigated here rather than inelastic system because are char-

acterised using less parameters, making the task of examining their response easier. Newmark &

Hall (1987) note that ‘it is still difficult to construct mathematical models that lead to satisfactory

results and that are not complicated to the point of becoming impractical for analysis of complex

structures’. Shih & Lin (1982b) noted, specifically for combined horizontal and vertical excita-

tion, that two inelastic SDOF systems can behave very differently under the same seismic action.

Therefore an understanding the response of simple models is needed before complex models can

be studied.



5. CHARACTERISTICS OF STRONG-MOTION DATA USED

Two main suites of records were used in this study, a near-field set and a set of records from the

near, intermediate and far fields for use in the pure error section.

5.1 Near-field set of records

Vertical ground motion is thought only to be important in the near field of an earthquake, therefore

it was decided to use only near-field records.

5.1.1 Definition of near field

The boundary of the near field for an earthquake is defined in terms of magnitude and distance and

many different definitions of this boundary have been given (Figure 5.1).

Clearly there is little consensus about the definition of ‘near field’. Martı́nez-Pereira & Bommer

(1998) give a rigourous definition of the ‘near field’ by examining different strong-motion param-

eters for predicting damage (damage potential parameters) against distance and magnitude. They

define the near field as that part of magnitude-distance space in which specific damage potential

parameters are above given thresholds. Unfortunately they do not give equations, in terms of mag-

nitude and distance, for this space but note that it is similar to that of Krinitzky & Chang (1987)1.

Mart́ınez-Pereira (1999) continues this work and does give an expression for the upper bound of

this space which is shown in Figure 5.1.

For this thesis the definition of ‘near field’ of Ambraseys & Simpson (1996) is used, except

that the lower limit on PGA is removed and the lower magnitude limit reduced toMs = 5.8. The

PGA lower limit was removed for two reasons, firstly the PGA at a site cannot be known before

hand and so it will not be known whether the attenuation equations given by Ambraseys & Simpson

(1996) apply and secondly this limit introduces a bias with the result that the accelerations are over-

estimated. Reducing the lower magnitude limit fromMs = 6.0 toMs = 5.8 has increased the set

of suitable records especially those from Europe2.

1 The definition given by Krinitzskyet al. (1993) is thought to be similar.
2 Ambraseys & Simpson (1996) used a number of records from the Whittier Narrows earthquake (1/10/1987) for which

they assignedMs = 6.00. For this study the magnitude was recalculated and it was found to be equal toMs = 5.94.

Hence the difference in criteria is, in fact, minimal.
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Fig. 5.1: Graph showing definition of ‘near field’ by different authors. 1) Berrill (1975) 2) Tocher

et al. (1977) 3) Shteinburget al. (1980) 4) Campbell (1981) and Campbell & Bozorgnia

(1994b) (Use expression ‘near-source’) 5) Bolt & Abrahamson (1982) 6) Ambraseys &

Menu (1988) 7) Hudson (1988) (Uses expression ‘near-source’) 8) Krinitzskyet al.(1993)

9) Nisar & Golesorkhi (1995) 10) Ambraseys & Simpson (1996), 11) Huet al. (1996) &

12) Mart́ınez-Pereira (1999). Some authors are not explicit in their definition and so an

approximate distance bound was found using the fault length,L, expression (logL =

−4.09 + 0.82Ms) from Ambraseys & Jackson (1998).
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A magnitude dependent definition was not employed for two reasons. Firstly as was noted above

there is no commonly accepted definition of near field therefore choosing one over another may lead

to results inconsistent with other near-field studies where another definition is used. The Ambraseys

& Simpson (1996) definition (which is being followed here) is one of strictest of all those published

(see Figure 5.1), thus although its use may exclude some records which have the characteristics of

a near-field record it should not include records which do not have these characteristics. This is

thought to be better than a more relaxed definition in which some of the selected time-histories are

not actually from the near field. The second reason is more technical. If the upper bound on the

highest allowable fault distance increased with increasing magnitude then the associated magnitudes

and distances of the selected set of data would be positively correlated. This can lead to problems

with the one-stage regression method (Section 3.9).

Since attenuation relations are found in this study different severities of shaking can be accom-

modated within the suite of accelerograms used and these differences between them modelled by

the attenuation equations found. This differs from the method of Nisar & Golesorkhi (1995) and

Elnashai & Papazoglou (1997) where a mean is taken for all records. Taking the mean requires all

the records in the set to have roughly the same level of shaking therefore the selection criteria used

should be more strict.

5.1.2 Selected records

From the ESEE strong-motion database 186 free-field3, mainly triaxial4, strong-motion records

from 42 earthquakes were selected using the criteria: surface-wave magnitudeMs ≥ 5.8, distance

to surface projection of faultdf ≤ 15 km and focal depthh ≤ 20 km. The chosen records are

listed in Table D.1. The majority came from western North America (133 or 72 %), the rest were

from Europe (40 or 22%) or from other parts of the world (Canada, Nicaragua, Japan and Taiwan)

(13 or 7%). The distribution with earthquake mechanisms is: thrust (98 or 53%), strike-slip (72 or

39%) and normal (16 or 9%). Figures 5.2 to 5.5 show the distribution of the data with magnitude,

distance and mechanism.

The records are well distributed in magnitude and distance (Figure 5.2) so the equations ob-

tained based on this set of data are well constrained and representative of the entire dataspace

(0 ≤ d ≤ 15 km and5.8 ≤ Ms ≤ 7.8). Figures 5.3 and 5.4 also show reasonably uniform dis-

tribution of records. Figure 5.5 shows the lack of near-field recordings of earthquakes with normal

mechanisms and also the upper limit on the size of such earthquakes (aboutMs = 6.9), the result

3 The definition of free-field used by Joyner & Boore (1981) was adopted, i.e. records from instruments in buildings

of three or more storeys and from abutments were excluded unless the structures were thought not to have affected the

records within the period range of interest.
4 Seven of the records had only one or two components of usable time-histories.
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Fig. 5.2: Distribution of all records in near-field set with respect to magnitude and distance.
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Fig. 5.3: Distribution of records associated with thrust earthquakes in near-field set with respect to

magnitude and distance.
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Fig. 5.4: Distribution of records associated with strike-slip earthquakes in near-field set with respect

to magnitude and distance.
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Fig. 5.5: Distribution of records associated with normal earthquakes in near-field set with respect

to magnitude and distance.
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of fault segmentation.

Site conditions at the stations are also given in Table D.1 using the categorisation proposed

by Ambraseyset al. (1996) and Ambraseys & Simpson (1996), i.e. L:Vs,30 < 180 ms−1, S:

180 ≤ Vs,30 < 360 ms−1, A: 360 ≤ Vs,30 < 750 ms−1 and R:Vs,30 ≥ 750 ms−1. For many of

the Californian stations and European stations soil profiles were found, from whichVs,30 is found

directly. Site conditions at other stations were converted from other workers’ site categories. The

site conditions for 178 of the 186 records have been classified and there are 4, 83, 68 and 23 records

in the L, S, A and R categories respectively.

5.1.3 Correction procedure

Ideally all of the records within this set would have been processed in a uniform way, but this

to be possible the time-histories must be available in uncorrected format. Unfortunately some of

the records (19) could only be obtained in corrected format. Since these records are from large

earthquakes (Petrolia/Cape Mendocino, Landers, Big Bear, Northridge and Hyogo-Ken Nan-Bu) it

was thought better to incorporate them in the study. The short period range of interest for this study

(0.1–2 s) means that any differences in the correction procedure should make little difference. The

19 records corrected in a different way are labelled with ‘C’ in Table D.1.

The unprocessed records were corrected using an elliptical filter (Menu, 1986) with pass band

0.2− 25 Hz. For this study the values of these parameters used were: roll-off frequency:1.001 Hz,

sampling interval:0.02 s, ripple in pass-band:0.005 and ripple in stop-band:0.015. An instrument

correction was applied if the necessary characteristics were known for a particular record. Most

have the required characteristics. This pass band was chosen because some of the records which

could not be obtained in uncorrected form were corrected with a similar pass band. Also because

of difference in record quality between the different accelerograms used means that a narrower pass

band should be used than when all the records are high-quality. The correction procedure is not

expected to affect the results within the period range of interest.

5.2 Set of records for pure error calculations

As will be shown in Section 8.3 the set of records used for estimating pure error does not need to

be well distributed with magnitude and distance. Therefore all the free-field records in the Imperial

College archive can be used for the estimation of pure error. The definition of free-field proposed

by Joyner & Boore (1981) was adopted. Therefore records from base of buildings with three or

more storeys and from abutments of dams were excluded. Also only records from earthquakes with

focal depths less than or equal to30 km were included.
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5.2.1 Quality of selected records

All of the 3642 records in Imperial College strong-motion database were examined on the screen

before being corrected to answer the following questions.

• Did the accelerograph trigger on the S wave?

• Are there two distinct shocks present on the record?

• Quality is assessed with the following questions:

– Are there enough points to adequately represent the waveform?

– Are there serious problems with the baseline which cannot be corrected by a linear

function?

– Are there spikes in the record which are not realistic?

– Does the record finish while significant ground motion is still continuing?

– Did the instrument have insufficient resolution to record the acceleration which causes

steps in the acceleration time-history?

The records which were found to have possible problems were then re-examined by Patrick Smit

who assessed whether these problems were likely to affect the PGA and the spectral acceleration in

the period range0.2 to 1 s.

The records which were deemed to be of sufficient quality were retained in the set and the others

were removed.

In total there are 1484 mainly triaxial5 records from 285 earthquakes in the set. Many of the

records were taken from the recently released high-quality CD-ROM of strong-motion records pro-

duced by Ambraseyset al. (2000). The chosen records are listed in Table D.3. The total number of

records within the set from each country are given in Table 5.1.

5.2.2 Magnitude

Moment magnitude,Mw, is the preferred magnitude scale to use (see Section 2.2.1). However, since

Mw is not routinely calculated for small (Mw . 5.5) earthquakes it cannot be used for this study

which includes many records from small earthquakes. Thus surface-wave magnitude,Ms, is used

for which reliable and homogeneous determinations were known for many of the small earthquakes

in the database. This was done rather than using conversion formulae from one magnitude scale to

another because of the uncertainty associated with such equations which may increase the scatter

in the results.
5 14 records only had one horizontal component, four records had no vertical component and two records had only

one horizontal component and no vertical component. These are indicated in Table D.3.
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Tab. 5.1: Distribution of records in pure error set with respect to country where the earthquake

occurred

Country Number of Records Country Number of records

USA 497 Spain 10

Taiwan 341 Canada 5

Italy 264 Germany 3

Greece 90 Liechtenstein 3

Turkey 71 El Salvador 2

Mexico 43 Portugal 2

(Former) Yugoslavia 34 Costa Rica 1

Georgia 33 France 1

Armenia 28 New Zealand 1

Iran 25 Nicaragua 1

Japan 17 Uzbekistan 1

Algeria 11

The magnitude of the smallest earthquake is2.6 and the largest earthquake has a magnitude of

7.9.

5.2.3 Distance

Many of the selected records large earthquakes are from large earthquakes which means that point-

source distance measures are likely to lead to larger scatter compared with line- or surface-source

distance measures (see Section 8.4). Therefore the distance to the surface projection of the rupture

(referred to here as fault distance) is used for those earthquake for which an estimate of the rupture

plane could be found and epicentral distance is used for those earthquakes with no published rupture

estimates. Generally there were published estimates of the rupture planes for those earthquakes

with Ms & 5.5 and so fault distances were calculated using FltDis (see Appendix B.5) for those

earthquakes which did not already have such measurements in the database. Rupture planes for

earthquakes withMs < 5.5 are not usually known so epicentral distance was used for most such

earthquakes. The rupture length of earthquakes withMs < 5.5 is less than about5 km which means

a point-source assumption is unlikely to introduce much error.

The shortest distance is0 km (i.e. on the surface projection of the rupture) and the longest

distance is485 km.
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Tab. 5.2: Distribution of records in pure error set with respect to site category

Site category Number of records

Very soft soil (L) 19

Soft soil (S) 322

Stiff soil (A) 392

Rock (R) 211

Unknown 540

Tab. 5.3: Distribution of records in pure error set with respect to source mechanism

Source mechanism Number of records

Normal 427

Thrust 203

Strike-slip 628

Unknown 226

5.2.4 Site category

Currently the Imperial College strong-motion database uses the site categories of Ambraseyset al.

(1996), namely very soft soil (L):Vs,30 < 180 ms−1, soft soil (S):180 ≤ Vs,30 < 360 ms−1,

stiff soil (A): 360 ≤ Vs,30 < 750 ms−1 and rock (R):Vs,30 ≥ 750 ms−1. For many of the sites

which recorded small earthquakes the local geology was not known therefore a literature search

was undertaken to categorise such sites. However, there still remains a large proportion of the used

data without an assigned site category. Table 5.2 gives the number of records in each site category;

as can be seen there are a large number of records in each site category except for very soft soil (L)

so these records are combined with those in the soft soil (S) category in the analysis.

5.2.5 Source mechanism

Currently the database uses three source mechanisms, namely: normal, thrust and strike-slip. For

many of the earthquakes the source mechanism was not known therefore a literature search and a

search of online catalogues (ISC, Harvard CMT) was undertaken to categorise such earthquakes.

However, for a large proportion of the earthquakes particularly those of small magnitude no source

mechanism is available. Table 5.3 gives the number of records in each source mechanism category

and it shows there are a large number of records in each source mechanism category.
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5.2.6 Correction procedure

Some (104) records were only available in an already corrected form6 which were used as given.

However, almost all the records were available in an unprocessed form. All the uncorrected records

were corrected using an elliptical filter (Menu, 1986) with pass band0.5 − 25 Hz. For this study

the values of these parameters used were: roll-off frequency:1.001 Hz, sampling interval:0.02 s,

ripple in pass-band:0.005 and ripple in stop-band:0.015. An instrument correction was applied

if the necessary characteristics were known for a particular record. The low quality of some of the

records from small earthquakes meant that a strict low frequency cut-off of0.5 Hz was used so that

there is little chance of long–period noise in the records. The correction procedure though should

not significantly affect the results within the period range of interest which was restricted to PGA

and response spectral parameters in the range0.2 to 1.0 s.

5.2.7 Distribution with respect to magnitude, distance and soil type

Figure 5.6 shows the distribution of records in the pure error set with respect to magnitude, distance

and soil type. From this figure it can be seen that the distribution of the records is good except for

small magnitudes (Ms < 4) and large distances (d > 100 km) both of which have low engineering

significance. The distribution of the records, with respect to magnitude and distance, for each of the

site categories is similar.

6 These are indicated in Table D.3 by (C).
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6. GENERAL EFFECTS OF VERTICAL GROUND MOTION

This chapter discusses aspects of the effect of vertical ground motions on horizontal response for

structures governed by Equations 4.14, 4.15, 4.19 & 4.20. From these equations limits on the

structural parameters are found which can be used to characterise the systems.

The effects of vertical ground motions are studied assuming the models of Chapter 4 apply to

engineering structures subjected to strong ground motions from earthquakes. Therefore choices of

the structural parameters: natural period (horizontal and vertical), damping (horizontal and vertical),

load ratio (γ) and column length (l) will be realistic for engineering structures (see Appendix C) and

the input excitations (horizontal and vertical) will be acceleration time-histories of real earthquakes.

In the following discussionVtt, vertical ground acceleration, can be replaced byuv
tt, the vertical

response acceleration.

6.1 Connection with Mathieu-Hill equation

If Utt = 0, Vtt = cos(ΩV t) equations 4.14 & 4.19 become:

utt + 2ξ1ω1ut + ω2
1[1− β cos(Ωt)]u = 0 (6.1)

The following derivation comes from Bolotin (1964, p. 33) although the notation has been

changed for consistency with earlier chapters. Look for solution of form:u = xy then have

ut = xty + xyt andutt = xtty + 2xtyt + xytt. Substituting into Equation 6.1 gives:

yxtt + 2(yt + ξω1y)xt + [ytt + 2ξω1yt + ω2
1(1− β cos ΩV t)y]x = 0

Want coefficient ofxt to equal zero so must have:

yt + ξω1y = 0

Hencey = Ce−ξω1t. Thus get:

xtt + ω2
1(1− ξ2 − β cos ΩV t)x = 0 (6.2)

Then the solution isu = Ce−ξω1tx, wherex is solution of Equation 6.2. Equation 6.2 is in the

form of a Mathieu-Hill equation on which there is a vast literature (e.g. Lubkin & Stoker, 1943;

Bolotin, 1964).
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6.2 Assumptions made in derivation of bending model

When deriving Equations 4.14 & 4.15 it is assumed that the top of the pendulum is always at a

heighty = l whatever the horizontal displacement of the top of the column. In reality because of

bending the mass at the top of the column moves down.

The length of the column,L(h), up to a heighth can be found from:

L(h) =
∫ h

0

√(
dx
dy

)2

+ 1dy;

where: dx
dy = F cos(νy/l)/P + ν(F/P + u/l) sin(νy/l) − F/P with F = (3EI/l3)(ν/χ(ν)),

P = mg, ν = π/2
√
P/Pcr and1/χ(ν) ≈ 1− π2

10
P

Pcr
. Then want to findh whenL(h) = l. Since

this integral cannot be solved exactly and the inaccuracies are small the current method is assumed

to be adequate.

Also when the horizontal earthquake force,mUtt, is applied to the mass it is not resolved

although really the force should be multiplied bycos(θ) whereθ is equal to the angle that the

column makes with the vertical at the top. Forl = 10 m, EI = 2.3 × 105Nm2, γ = 0.3 and

u = 1m this angle equals10.1◦, thuscos(θ) = 0.985. Consequently this assumption does not lead

to large inaccuracies.

6.3 Breakdown of bending model for large γ

Consider the homogenous Equation 4.14, i.e.Utt = 0, and letα = (1 − βVtt) be constant for a

given period of time. Then the equation of motion becomes:

utt + 2ξ1ω1ut + αω2
1u = 0. (6.3)

Looking for solutions of Equation 6.3 of the formu = Kept leads to the equation:

p = ω1(−ξ1 ±
√
ξ21 − α). (6.4)

Solutions of Equations 4.1, 4.13 & 4.17 correspond toα = 1, ω1 replaced byω0 andξ1 replaced

by ξ0 and for both solutionsp has a negative real part therefore the amplitude of the motion decays

with time. This is not so in equation 6.4. Ifξ21 − α > 0 and
√
ξ21 − α > ξ1 then one solution

of equation 6.4 will be positive. This means that one of the solutions of equation 6.3 has the form

u = Kep+t wherep+ > 0, a solution which rapidly tends to∞ ast → ∞. Therefore ifβVtt > 1

for a reasonable length of time then the displacements of the mass can become very large. This

inequality is equivalent to:
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Vtt >
g(1− γ)

γ
;

orγ >
1

Vtt/g + 1
. (6.5)

Once the column is displaced horizontally from the vertical gravity and positive vertical acceler-

ations mean it is easier for displacements of the mass horizontally to continue. As the displacement

increases the equivalent stiffness of the column decreases and so the mass continues to be deflected

by more and more. Only the application of a large negative vertical acceleration will counteract

this process. Inequality 6.5 simply means that bending model cannot withstand forces (gravity plus

vertical ground accelerations) greater than its Euler buckling load,Pcr. This limit on the size of

vertical ground motion which can cause instabilities was found by Mostaghel (1975) by consider-

ing Liapunov functions of the input vertical time-history. Note that this upper limit onγ holds for

all non-zero horizontal input motion.

6.3.1 Example of breakdown for large γ

All the records, with vertical components, used for the derivation of the near-field attenuation re-

lations were used to study the onset of instability for increasingγ. The response spectrum, for

0, 2, 5, 10 and20% damping, of each horizontal component was calculated forγ between0 and

theγ which yieldsSA > 1000 ms−2 at one or more periods, increasing in0.01 unit intervals, or

γ > 0.961. From each spectrum the largestSA for any period,SAmax(γ) was found. Figure 6.1

showsSAmax(γ)/SAmax(γ = 0), i.e. amplification in response due to vertical excitation, against

γ for one component for5% damping. Dashed line marks the boundary between values ofγ where

the system is stable andγ where Inequality 6.5 holds (γ = 0.58 for this record), i.e. the system

could be unstable if the amplitude of vertical acceleration was sustained.

Figure 6.1 shows that only for values ofγ close to the region of instability, aroundγ > 0.4,

doesSA significantly increase. It also shows thatSA does not become unrealistically large, i.e. high

amplifications, untilγ is slightly larger, aboutγ > 0.65, than the smallest value where Inequality 6.5

holds. This is because the stability condition of the SDOF system is only violated for a short time

and large responses are not able to build up.

For each record it is found that the ratio of critical damping used does not strongly affect the

value ofγ above which instability occurs. For example, for the Tabas N74E component instability

occurs whenγ exceeds0.50, 0.62, 0.65, 0.68 and0.75 for 0, 2, 5, 10 and20% damping respectively.

The curves of amplification due to the vertical excitation againstγ for each damping ratio are similar

1 Forγ > 0.96 the time to calculate the response became extremely long even for records with small vertical acceler-

ations.
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to that for5% shown in Figure 6.1 but shifted slightly to the left for smaller damping ratios and to

the right for larger damping ratios.

For each value ofγ the minimum acceleration (limit acceleration) which satisfies Inequality 6.5

was calculated and the maximum length of time, in the records, for which accelerations higher than

this were sustained. Note this is not the total amount of time for which the recorded acceleration

is above a threshold but the maximum interval where accelerations are above a threshold. These

intervals are also a function ofγ. To calculate this the records were linearly interpolated. Figure 6.2

showsSAmax(γ)/SAmax(γ = 0) against these calculated intervals for one component.

Figure 6.2 shows that the SDOF system is still stable if the interval for which the ground accel-

eration satisfies Inequality 6.5 is sufficiently small, less than about0.025 s, but for longer intervals

the system’s responses can become extremely large, i.e. it is unstable.

6.3.2 General results on the breakdown of the model due to large γ

All examined records show similar behaviour although the length of the interval, during which

the ground acceleration is above the limit acceleration, required for instability to occur varies (Ta-

ble 6.1).

The interval lengths vary because the vertical ground acceleration is a dynamic force and not

static and also because of the effect of the combination of horizontal and vertical excitation on the

system.

As the load ratio,γ, increases the period of the peak response decreases because vertical ground

motion is usually of a higher frequency than the corresponding horizontal ground motion. For load
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Damping Min. and max. Most common

ratio (%) interval lengths (s) interval lengths (s)

0 0 and0.05 0 to 0.03

2 0 and0.06 0 to 0.04

5 0.005 and0.08 0.02 to 0.06

10 0.01 and0.08 0.02 to 0.07

20 0.01 and0.13 0.04 to 0.09

Tab. 6.1: Minimum and maximum length of intervals, for which the vertical acceleration is above

the limit that causes instability, and the most common length of intervals, for which the

vertical acceleration is above limit which causes instability. Bending model.

ratios large enough to increase the response significantly (i.e. close to the unstable region or within

the unstable region) the horizontal period at which the largest response occurs is usually between0.1

and0.2 s which reflects the high frequency nature of vertical ground motion. Therefore Table 6.1

shows that instability occurs if the length of the interval when Inequality 6.5 holds is greater than

some fraction (usually about an eighth to a quarter for realistic damping levels) of the horizontal

period for which the instability occurs.

Table 6.1 shows that damping does not have a strong influence on the onset of instability due to

too large a load ratio,γ.

6.3.3 Discussion and conclusions

The analysis shows that the SDOF systems governed by Equation 4.14 or 4.15 become unstable, i.e.

the response of the system is unphysically large, for earthquake loading when the vertical ground

acceleration is above a limit, given by simple Inequality 6.5, for longer than between0 and0.13 s

and that the ratio of critical damping present in the SDOF system does not have a large influence

on this.

The limit on the length of the interval that produces unrealistically large responses is related to

the natural horizontal period of the system,Th. For systems with extremely short natural horizontal

periods (Th < 0.1 s) the critical length of interval approaches zero, i.e. if Inequality 6.5 holds for

any length of time during the earthquake then the system will become unstable. For systems with

extremely long natural horizontal periods (Th > 10 s) then the critical interval tends to the longest

interval within the acceleration time-history between zero crossings. This is shown in Table 6.2

using the Tabas N74E component. Due to the correction technique there is little energy in the

period range of the records0 to 0.04 s and beyond5 s thus results for natural horizontal periods

within these ranges may be unreliable.
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Th Length of Th Length of

( s) interval (s) ( s) interval (s)

0.01 0.01 1.0 0.11

0.02 0.02 2.0 0.22

0.05 0.025 5.0 0.48

0.1 0.03 10.0 0.50

0.2 0.05 20.0 0.50

0.5 0.07 50.0 0.50

Tab. 6.2: Horizontal natural period of system against length of interval over the critical acceleration

defined by Inequality 6.5 required to cause instability for the Tabas N74E component and

5% damping.

Table 6.2 shows that limits on the critical interval mentioned above hold, i.e. for extremely

short periods the critical interval is also short and as period increases so does the critical interval

reaching an upper limit equal to the maximum time between zero crossings of acceleration (in this

case0.50 s).

This result shows that the breakdown of the SDOF systems governed by Equation 4.14 or 4.15 is

more likely to occur for short-period than long-period systems because the high vertical acceleration

which induces instability only needs to be sustained for an extremely short time. For long period

systems the high vertical acceleration needs to be sustained for a longer time but this cannot be

longer than the maximum time between zero crossings.

For each record in the near-field set the maximum load ratio,γ, which can be used without

Inequality 6.5 holding was calculated for both infinite and finite vertical stiffness (for natural vertical

periods between0.1 and2 s and2, 5, 10 and20% damping). This was done without considering the

time the vertical input acceleration is above the critical level. Figure 6.3 shows the maximum load

ratio against the cumulative total of records for which instability may occur for infinite and finite

vertical stiffness.

Figure 6.3 shows that for realistic load ratios of0.3 to 0.5 most vertical acceleration time-

histories will not induce instability for systems with infinite vertical stiffness. In fact for load ratios

less than0.34 the infinite-vertical-stiffness SDOF system will definitely not become unstable for

any vertical time-history in the set of records which includes the most intense vertical accelerations

yet recorded (Nahanni 1 (Nahanni earthquake, 23/12/1985), verticalPGA = 19.4 ms−2 [2 g]; El

Centro 6 (Imperial Valley earthquake, 15/10/1979), verticalPGA = 15.5 ms−2 [1.6 g]; Victoria

(Victoria earthquake, 9/6/1980), verticalPGA = 14.7 ms−2 [1.5 g] and Tarzana (Northridge earth-

quake, 17/1/1994), verticalPGA = 10.3 ms−2 [1.0 g])). It is therefore unlikely that for realistic
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Fig. 6.3: Maximum load ratio against cumulative number of records for which Inequality 6.5 holds,

i.e. maximum load ratio which can be used in analysis without instability possibly occur-

ring for infinite vertical stiffness (solid line) and finite vertical stiffness for natural vertical

periods between0.1 and2 s and2, 5, 10 and20% damping (dashed lines).

load ratios vertical acceleration will result in the failure of such systems through instability.

However, Figure 6.3 shows that for systems with finite vertical stiffness a number of vertical

time-histories will induce instability for realistic load ratios of0.3 to 0.5 even for large vertical

damping. Figure 6.3 shows that the maximum load ratio which can be used for an analysis of all the

records in the near-field set using the bending model and finite vertical stiffness is about0.1 for 2

and5% damping, for10% damping it is about0.15 and for20% damping it is about0.22. Thus for

certain natural vertical periods and realistic choices ofγ (0.3 to 0.5) the bending SDOF system will

yield unrealistically large responses (due to the system breaking down) for some of the near-field

records. This precludes a general analysis. Therefore spectra using the bending model for finite

vertical stiffness are not calculated and hence attenuation relations for such spectra are not derived.

6.4 Breakdown of hinging model for small l

In the same way that a rough upper limit can be found for the bending equation of motions, a lower

limit on l can be found for the hinging Equations 4.19 & 4.20.

If the coefficient of the third term in Equations 4.19 or 4.20 becomes negative then the solution

of the equation of motion is the sum of two real exponentials (see Section 6.3). This occurs when

1− βVtt < 0, therefore a large response may occur if:
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l <
Vtt

ω2
1

or: Vtt > lω2
1

or: Vtt > lω2
0 − g (6.6)

If this inequality holds then the response of the hinging structure can become large. Since

T1 = 2π
ω1

this means that for structures with long natural periodsl has to be large for the structure

to remain stable. Inequality 6.6 is the same constraint as that placed onl, during the derivation of

the equation of motion when vertical ground acceleration is neglected (see Section 4.5.1), modified

due to the presence of vertical ground motion.

6.4.1 Example of breakdown for small l

All the records, with vertical components, used here for the derivation of the near-field attenuation

relations were also used to study the onset of instability for decreasingl. The response spectrum, for

5% damping, of each horizontal component was calculated forl between5 m (for l this large, and

for the period range of interest, the vertical excitation has no effect) and thel which yieldsSA >

1000 ms−2 at one or more periods, decreasing by a factor of0.95 each loop. From each spectrum

the largestSA for any period,SAmax(l) was found. Figure 6.4 showsSAmax(l)/SAmax(l = 5m),

i.e. amplification in response due to vertical excitation, againstl for one component. Inequality 6.6

involves frequency (and hence period) thus the boundary between the stable and unstable regions

depends on period. The largest period,2 s, gives the smallest criticall and this is used. In Figure 6.4

the dashed line marks the boundary between values ofl where the system is stable andl where

Inequality 6.6 holds (l = 0.74 m for this record and natural period of2 s), i.e. the system could be

unstable if the amplitude of the vertical acceleration was sustained.

Figure 6.4 shows that Inequality 6.6 is extremely over conservative in its prediction of the stable

region, predicting that forl < 0.74 m stability could be a problem whereas in fact the response only

increases forl < 0.07 m and large responses indicative of instability only occur forl < 0.05 m.

The reason for the large difference is that vertical peak ground acceleration is usually associated

with high frequency waves which do not affect long period systems which are the ones for which

instability is predicted using Inequality 6.6. Unless a vertical strong motion record contains large

amplitude long period accelerations then instability is not a problem for realistic choices ofl nor

does any amplification due to the vertical acceleration occur for realisticl values.
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6.4.2 General results on the breakdown of the model due to small l

For each record it was found that the ratio of critical damping used did not strongly affect the value

of l below which instability occurs. For example, for the Tabas N74E component the value ofl

below which instability occurs is0.07, 0.06, 0.05, 0.05 and0.04 m for 0, 2, 5, 10 and20% damping

respectively. The curves of amplification due to the vertical excitation againstγ for each damping

ratio are similar to that for5% shown in Figure 6.4 although slightly shifted to the right for smaller

damping ratios and to the left for larger damping ratios.

For each value ofl the minimum acceleration (limit acceleration) which satisfies Inequality 6.6

was calculated and the maximum time the records show sustained accelerations higher than this.

Note this is not the total amount of time in the records which the acceleration was above a threshold

but the maximum interval where accelerations above a threshold were recorded. Also note that

these intervals are a function ofl and natural period. To calculate this the records were linearly

interpolated. Figure 6.5 showsSAmax(l)/SAmax(l = 5m) against these calculated intervals for

one component.

Figure 6.5 shows that the SDOF system is still stable if the interval for which the ground ac-

celeration satisfies Inequality 6.6 is sufficiently small, less than about0.2 s, but for intervals longer

than a certain length of time the system’s responses are extremely large, i.e. it is unstable.

All examined records show similar behaviour although there is a range of intervals, during

which the ground acceleration is above the limit, required for instability (Table 6.3).

The variation occurs because the vertical ground acceleration is a dynamic force and not static
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Damping Min. and max. Most common

ratio (%) interval lengths (s) interval lengths (s)

0 0.05 to 0.9 0.1 to 0.2

2 0.05 to 1.0 0.1 to 0.25

5 0.1 and1.2 0.15 to 0.25

10 0.1 and1.2 0.15 to 0.3

20 0.1 and1.3 0.15 to 0.3

Tab. 6.3: Minimum and maximum length of intervals, for which the vertical acceleration is above

limit which causes instability, and the most common length of intervals, for which the

vertical acceleration is above limit which causes instability. Hinging model.

and also because of the effect of the combination of horizontal and vertical excitation on the system.

The situation is further complicated because Inequality 6.6 is a function not only ofl but also the

natural period of the system.

6.4.3 Discussion and conclusions

This analysis shows that the SDOF systems governed by Equation 4.19 or 4.20 become unstable, i.e.

the response of the system is unphysically large, for earthquake loading when the vertical ground

acceleration is above a limit acceleration, given by simple Inequality 6.6, for longer than about0.05

to 1.3 s. Note that the lengths of the column,l, for which instability can be a problem (l < 0.07 m

for Tabas N74E component, see Figure 6.4) are much less than occur in practice especially in long

period systems where Inequality 6.6 may be violated. Also the length of the intervals for which

vertical accelerations satisfying Inequality 6.6 are much longer than those for the bending model.

Both these findings mean that large amplification of horizontal response from vertical accelerations

is extremely unlikely to occur in practice for structures that can be modelled by the elastic hinging

SDOF model.

For each record in the near-field set the minimum length of column,l, which can be used before

Inequality 6.6 holds is calculated for both infinite and finite vertical stiffness (for natural vertical

periods between0.1 and2 s and2, 5, 10 and20% damping). This was done without considering

how long the vertical input acceleration is above the critical level. The calculation for infinite

vertical stiffness assumes that the wave associated with vertical PGA is of sufficient period to cause

instability in a system with natural horizontal period of2 s. For finite vertical stiffness the vertical

spectral acceleration at each period was used to calculate the minimum length of column and then

the minimum length from all periods was chosen. Figure 6.6 shows the minimum length of column

against the cumulative total of records for which instability may occur for infinite and finite vertical
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stiffness.

Fig. 6.6: Minimum length of column against cumulative total number of records for which Inequal-

ity 6.6 holds, i.e. minimum length of column which can be used in analysis without

instability possibly occurring for infinite vertical stiffness (solid line) and finite vertical

stiffness for natural vertical periods between0.1 and2 s and2, 5, 10 and20% damping

(dashed lines).

Figure 6.6 shows that for columns longer than2 m no vertical acceleration time-histories will

induce instability for systems with infinite vertical stiffness or finite vertical stiffness. In fact since

vertical PGAs are associated with high frequencies the situation for infinite vertical stiffness is much

different than Figure 6.6 suggests. This is because instabilities only occurs if accelerations over the

critical level of vertical acceleration are sustained for more than about0.1 s, as shown above, which

will not be so for the wave associated with vertical PGA. Thus this limit on the minimum length

of column which can be used is probably much less than1 m for both finite and infinite vertical

stiffness. The records used for this analysis includes the most intense vertical ground motions yet

recorded so this means it is extremely unlikely that hinging systems with a realistic length of column

will fail through instability for any vertical acceleration.

In Chapter 7 some attenuation relations are derived using choices of column length,l, for the

hinging model. This can be done for this model because unlike for the bending model instability

never occur.
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6.5 Perturbation theory

Perturbation theory provides a method for deriving approximate solutions to nonlinear differential

equations (McLachlan, 1951). It can be used to find combinations of horizontal and vertical fre-

quencies which lead to large responses in the SDOF system described by Equations 4.14, 4.15, 4.19

& 4.20 (Hara, 1984, 1985). The following analysis is based on Hara (1984) although his notation

has been changed for consistency with that presented above.

Consider periodic horizontal and vertical excitation. Let:

Utt = −AH sinΩHt;

andVtt = AV cos ΩV t.

Then Equations 4.14 & 4.19 become:

utt + 2ξ1ω1ut + ω2
1(1− βAV cos ΩV t)u = AH sinΩHt. (6.7)

Assume that (sinceβ is small)u = u(0) + βu(1) + β2u(2) + . . ., then consider terms with the

same power ofβ.

Firstly consider terms of degree1:

u
(0)
tt + 2ξ1ω1u

(0)
t + ω2

1u
(0) = AH sinΩHt.

The steady state solution of this equation, forΩH 6= ω1, can be written as:

u(0) = R(0) sin(ΩHt− φ(0)); (6.8)

whereR(0) =
AH

ω2
1

√
[1− (ΩH/ω1)2]2 + 4ξ21(ΩH/ω1)2

;

and tanφ(0) =
2ξ1(ΩH/ω1)

1− (ΩH/ω1)2
.

WhenΩH = ω1 resonance (called regular resonance by Hara (1984, 1985)) occurs.

Now consider terms of degreeβ then:

u
(1)
tt + 2ξ1ω1u

(1)
t + ω2

1u
(1) = (ω2

1AV cos ΩV t)u(0). (6.9)

Substituting Equation 6.8 into Equation 6.9 then:

u
(1)
tt + 2ξ1ω1u

(1)
t + ω2

1u
(1) = AVR

(0)ω2
1 cos ΩV t sin(ΩHt− φ(0)).

Now sincesinA cosB = [sin(A+B) + sin(A−B)]/2 u(1) can be found for the steady state

solution, whenΩH + ΩV 6= ω1, ΩH − ΩV 6= ω1 andΩV − ΩH 6= ω1, thus:
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u(1) = R(1,1) sin[(ΩH + ΩV )t− φ(0) − φ(1,1)]

+R(1,2) sin[(ΩH − ΩV )t− φ(0) − φ(1,2)]; (6.10)

whereR(1,1) =
R(0)AV

2
√

[1− (ΩH/ω1 + ΩV /ω1)2]2 + 4ξ21(ΩH/ω1 + ΩV /ω1)2
,

R(1,2) =
R(0)AV

2
√

[1− (ΩH/ω1 − ΩV /ω1)2]2 + 4ξ21(ΩH/ω1 − ΩV /ω1)2
,

tanφ(1,1) =
2ξ1(ΩH/ω1 + ΩV /ω1)

1− (ΩH/ω1 + ΩV /ω1)2
,

and tanφ(1,2) =
2ξ1(ΩH/ω1 − ΩV /ω1)

1− (ΩH/ω1 − ΩV /ω1)2
.

WhenΩH + ΩV = ω1, ΩH − ΩV = ω1 or ΩV − ΩH = ω1 resonance (called combined

resonance by Hara (1984, 1985)) occurs.

The form of the solution for terms of degreeβ2 is (by usingsinA cosB = [sin(A + B) +

sin(A−B)]/2 again) is:

u(2) = R(2,1) sin[(ΩH + 2ΩV )t− φ(0) − φ(1,1) − φ(2,1)]

+R(2,2) sin[ΩHt− φ(0) − φ(1,1) − φ(2,2)]

+R(2,3) sin[ΩHt− φ(0) − φ(1,2) − φ(2,3)]

+R(2,4) sin[(ΩH − 2ΩV )t− φ(0) − φ(1,2) − φ(2,4)]. (6.11)

Therefore the solution exhibits resonance atΩH + 2ΩV = ω1, ΩH = ω1, ΩH − 2ΩV = ω1

and2ΩV − ΩH = ω1. As shown in Section 6.5.1 these types of resonance do occur. Solutions for

higher degree terms, such asβ3, are not important asβ is small.

6.5.1 Numerical example

Let ωH = ΩH/ω1 andωV = ΩV /ω1, β = 0.1, AH = 1, AV = 1 andξ = 0.01. Figure 6.7(a)

shows a contour plot ofα = uω2
1/AH , whereu is the perturbation theory solution using the first

two terms,u(0) andu(1). α is what Hara (1985) calls response-multiplication factor. On the plot

both regular and combined resonance can be clearly seen but parametric resonance cannot.

Comparison with results from Hara (1984, 1985)

Hara (1984, 1985) provides contour plots of the response-multiplication factor,α, againstωH and

ωV (see Section 6.5.1) for harmonic horizontal and vertical excitation.β in this study is equal to

ε in Hara (1984, 1985) and the normalisation which Hara performs does not affect the graphs he

gives.
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Fig. 6.7: Contour plot of response-multiplication factor,α, from steady-state solution of Equa-

tion 6.7.

Since the plots of Hara are for the steady-state response the solution was computed, using

HVSPECTRA, for times up to500 s and the maximum response from the last250 s plotted. This

was done so that the transient part of the solution had died away. As in Section 6.5.1 and Figure 2

of Hara (1984, 1985),ωH = ΩH/ω1 andωV = ΩV /ω1, β = 0.1, AH = 1, AV = 1 andξ = 0.01.

Figure 6.7(b) shows the computed contour plot.

Comparing Figure 6.7(b) with Figure 2 of Hara (1984, 1985) it is noted that the graphs are

almost identical, except in the region aroundωV = 2; this difference is discussed in Section 6.6.

Figure 6.7(b) is also almost identical to the solution from perturbation theory shown in Figure 6.7(a)

except for area aroundωV = 2.

As was noted in 6.5 the resonance from the terms of degreeβ2 can be seen. In Figure 6.7(b)

three small increases in the response-multiplication factor are visible along linesωH + 2ωV = 1,

ωH − 2ωV = 1 and2ωV − ωH = 1. None of the higher order resonances due to termsβ3, β4,

. . . can be seen.

6.6 Parametric resonance

For certain combinations of vertical driving frequency,ΩV , and the naturalhorizontal frequency

ω1, systems governed by Equations 4.14, 4.15, 4.19 & 4.20 become dynamically unstable and

horizontalvibrations occur; the amplitude of these vibrations rapidly become large. The frequencies

at which a system approaches such a resonance (so called parametric resonance) differs from that for

ordinary forced vibrations. For sufficiently small values of the longitudinal force this relationship
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is ΩV = 2ω1 (Bolotin, 1964).

The region of instability can be determined by finding the conditions under which Equations 4.14,

4.15, 4.19 & 4.20 have periodic solutions with period2T . The following calculation is from Bolotin

(1964) although the notation has been changed for consistency with above.

Assume that the displacement,u, of the mass can be expressed in a Fourier series (only oddk

are possible because the period is2T ):

u(t) =
∞∑

k=1,3,5,...

(
ak sin

kΩV t

2
+ bk cos

kΩV t

2

)
. (6.12)

Substituting Equation 6.12 into Equation 4.14 or 4.19 withVtt = AV cos ΩV t andUtt = 0

gives:

∞∑
k=1,3,5,...

−ak

(
kΩV

2

)2

sin
kΩV t

2
− bk

(
kΩV

2

)2

cos
kΩV t

2

+ 2ξω1

∞∑
k=1,3,5,...

ak

(
kΩV

2

)
cos

kΩV t

2
− bk

(
kΩV

2

)
sin

kΩV t

2

+ ω2
1(1−AV β cos ΩV t)

∞∑
k=1,3,5,...

ak sin
kΩV t

2
+ bk cos

kΩV t

2
= 0.

Equating coefficients ofsin(kΩV t)/2 andcos(kΩV t)/2 usingsinA cosB = [sin(A + B) +

sin(A − B)]/2, cosA cosB = [cos(A + B) + cos(A − B)]/2, sin(−A) = − sinA and

cos(−A) = cosA gives:

−
(
AV β

2

)
a3 +

[
1 +

AV β

2
−
(

ΩV

2ω1

)2
]
a1 −

(
ξΩV

ω1

)
b1 = 0;

(
ξΩV

ω1

)
a1 +

[
1− AV β

2
−
(

ΩV

2ω1

)2
]
b1 −

(
AV β

2

)
b3 = 0;[

1−
(
kΩV

2ω1

)2
]
ak −

(
AV β

2

)
(ak−2 + ak+2)−

(
ξkΩV

ω1

)
bk = 0;

(
ξkΩV

ω1

)
ak −

(
AV β

2

)
(bk−2 + bk+2) +

[
1−

(
kΩV

2ω1

)2
]
bk = 0.

Now for this system of equations to have a non-trivial solutiona1, b1, a3, b3, . . . its determinant

must equal zero. Therefore:
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· · · 1−
(

3ΩV
2ω

)2
−AV β

2 0 −3ξΩV
ω1

· · ·

· · · −AV β
2 1 + AV β

2 −
(

ΩV
2ω1

)2
− ξΩV

ω1
0 · · ·

· · · 0 ξΩV
ω1

1− AV β
2 −

(
ΩV
2ω1

)2 −AV β
2 · · ·

· · · 3ξΩV
ω1

0 −AV β
2 1−

(
3ΩV
2ω1

)2
· · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 0.

(6.13)

Only the four central elements of this determinant need to be considered to find the principal

region of instability. Therefore require:

[
1 +

AV β

2
−
(

ΩV

2ω1

)2
][

1− AV β

2
−
(

ΩV

2ω1

)2
]

+
(
ξΩV

ω1

)2

= 0.

Rearranging this equation forΩV yields the equations defining the boundary of the unstable

region:

ΩV = 2ω1

√√√√1− 2ξ2 ±

√
4ξ4 − 4ξ2 +

(
AV β

2

)2

. (6.14)

For ΩV = 2ω1 this simplifies toAV β = 4ξ, which is about the largestAV β can be before

parametric resonance occurs. Figure 6.8 shows the regions of instability predicted by Equation 6.14

for different damping levels,ξ againstAV β.

6.6.1 Parametric resonance from strong-motion records

Although parametric resonance is important for periodic horizontal and vertical excitations of long

durations whether it can occur for non-periodic earthquake strong motions of relatively short dura-

tion (usually less than about30 s of strong shaking) needs to be investigated. This is the subject of

this section.

Finite vertical stiffness

Consider Equations 4.15 & 4.20:

utt + 2ξ1ω1ut + ω2
1(1− βuv

tt)u = −Utt. (6.15)

Clough & Penzien (1993, pp. 522–525) show, from the power spectral density function, that

SDOF systems with reasonably low ratios of critical damping (ξ < 0.1) can be classified as narrow-

band systems. This means that the response of such systems to excitation will locally appear as a

slightly distorted sine function with a frequency near the natural frequency of the system with
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Fig. 6.8: Graph showing regions of instability where parametric resonance occurs, for0%, 5%,

10%, 15% and20% damping in terms of the amplitude of the vertical acceleration,Avβ,

and the ratio of the frequency of the vertical acceleration,ΩV , and twice the natural hori-

zontal frequency of the system,2ω1. Parametric resonance occurs within the region to the

right of each line.

amplitudes that vary slowly in a random fashion. Therefore the response,uv
tt, of a vertical SDOF

system to a strong-motion record can be approximated byuv
tt = Av cos(ωvt), whereAv is the

amplitude andωv is the natural angular frequency of the system. Hence Equation 6.15 becomes:

utt + 2ξ1ω1ut + ω2
1[1− βAv cos(ωvt)]u = −Utt.

Therefore parametric resonance is possible ifβAv > βc, whereβc = AV β for the critical value

of AV β for ωv from Equation 6.14. Hence if:

Av > βc/β, (6.16)

then parametric resonance (leading to large amplification of the horizontal response) can occur if

such vertical accelerations are sustained for a long enough time.

An upper bound onAv is the maximum spectral acceleration at the period and damping of

interest for the vertical strong-motion record; this can be found from acceleration response spectra.

The Tabas N74E and vertical components are used as an example of the importance of paramet-
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ric resonance withξ = 0.05 (5% critical damping in both horizontal and vertical directions) and

γ = 0.25. For ξ = 0.05 haveβc = 0.2 (using Figure 6.8) and forγ = 0.25 haveβ = 0.034 and

therefore forAv > 0.2/0.034 = 5.9 ms−2 parametric resonance is possible.

For each of the 46 periods between0.1 and2 s and for5% damping the response of the normal

SDOF model to the vertical ground motion was calculated and stored. Figure 6.9 shows the accel-

eration response spectrum for the vertical component and5% damping. Also marked is the period

range for which parametric resonance is possible using Inequality 6.16. This shows that parametric

resonance is possible but only for vertical periods shorter than0.44 s.
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Fig. 6.9: Absolute acceleration response spectrum of the vertical component of the Tabas record for

5% damping. The dashed line marks the lowest amplitude of vertical acceleration required

for parametric resonance forξ = 0.05 (5% horizontal damping) and load ratio,γ = 0.25.

The calculated vertical responses are used as the input to HVSPECTRA to calculate the re-

sponse spectrum, for5% damping, of the N74E component using the bending model forγ = 0.25,

i.e. solving Equation 4.15 withuv
tt equal to the vertical response accelerations and−Utt equal to the

horizontal ground acceleration. Figure 6.10 shows the percentage increase in spectral acceleration

due to the vertical ground motion for the response spectrum of the N74E component and the normal

SDOF model.

As can be seen parametric resonance does occur for this record and it leads to an large increase

(over700%) in the horizontal spectral acceleration for horizontal and vertical natural periods0.36

and0.18 s respectively.

To assess the importance of parametric resonance generally the same system was subjected to

another strong-motion record. To make the comparison valid a search was made of the near-field

records to find a vertical time-history with an acceleration spectrum for5% damping close to that
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Fig. 6.10: Percentage increase in spectral acceleration due to the vertical ground motion for finite

vertical stiffness,5% damping andγ = 0.25 (i.e. 100(SAV /SA − 1) whereSAV is

the spectral acceleration for the bending model andSA is the spectral acceleration for the

normal model) for the N74E component of the Tabas strong-motion record. Line ofωv =

2ωh along which parametric resonance would occur is shown along with lines marking

the range of horizontal and vertical periods within which the vertical input accelerations

are large enough to possibly cause parametric resonance.

of the vertical spectrum of the Tabas record (Figure 6.9). This means that differences in the effect

of the vertical excitation are not due simply to the amplitude of the vertical excitation. The vertical

time-history which is the closest match, in terms of the acceleration spectrum for5% damping, is

that from 17645 Saticoy Street from the Northridge earthquake (17/1/1994,Ms = 6.8). Figure 6.11

shows the acceleration spectrum which can be compared with that of the Tabas record (Figure 6.9).

The sameγ (0.25) was used as for the Tabas record and the horizontal response spectrum for

each vertical period between0.1 and2 s was computed. Figure 6.12 shows the percentage increase

in spectral acceleration due to the vertical ground motion calculated for the response spectrum of

the180◦ component of the 17645 Saticoy Street record and the normal SDOF model.

As can be seen parametric resonance does occur for this record and it leads to an large increase

(over300%) in the horizontal spectral acceleration for horizontal and vertical natural periods0.30
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Fig. 6.11: Absolute acceleration response spectrum of the vertical component of the 17645 Saticoy

Street record, from the Northridge (17/1/1994) earthquake, for5% damping. The dashed

line marks the lowest amplitude of vertical acceleration required to cause parametric

resonance forξ = 0.05 (5% horizontal damping) and load ratio,γ = 0.25.

and0.15 s respectively. Comparing Figures 6.10 and 6.12 shows that although parametric resonance

does occur for the 17645 Saticoy Street record, as predicted, it does not greatly increase the response

as it does for the Tabas record. This is probably due to the shorter duration of large amplitude

motion in the 17645 Saticoy Street record compared with the Tabas record. This difference in

duration is shown in Figure 6.13 where the vertical acceleration time-histories of these two records

are compared.

The strong ground motion in the Tabas record lasts longer than that in the 17645 Saticoy

Street record because the Tabas earthquake (Ms = 7.3) is larger than the Northridge earthquake

(Ms = 6.8). Therefore because the large amplitude vertical responses required for parametric res-

onance do not occur for as long in the 17645 Saticoy Street record there is less chance of such res-

onance causing large increases in the horizontal response compared with the Tabas record. There-

fore whether parametric resonance causes large increases in the horizontal response for a particular

record is not simply due to the amplitude of the vertical excitation acceleration being large enough

so that Inequality 6.16 holds but also that these large excitations last for a sufficiently long time.

Figures 6.10 & 6.12 also show that when parametric resonance does not occur the amplifications

due to vertical ground motion are small (less than about10 or 20%). Hence if parametric resonance

does not occur then vertical ground motion does not have a large effect on horizontal response.

Figure 6.14 shows the regions in which parametric resonance can occur in terms of vertical

input acceleration, horizontal damping,ξ, and load ratio,γ, using Inequality 6.16 for the bending

model. For example, this graph shows that for a constant harmonic input vertical acceleration with
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Fig. 6.12: Percentage increase in spectral acceleration due to the vertical ground motion for finite

vertical stiffness,5% damping andγ = 0.25 (i.e. 100(SAV /SA − 1) whereSAV is the

spectral acceleration for the bending model andSA is the spectral acceleration for the

normal model) for the180◦ component of the 17645 Saticoy Street strong-motion record

from the Northridge earthquake (17/1/1994). Line ofωv = 2ωh along which parametric

resonance would occur is shown along with lines marking the range of horizontal and

vertical periods within which the vertical input accelerations are large enough to possibly

cause parametric resonance.

amplitude5 ms−2 parametric resonance will occur for a horizontal natural period equal to twice

the period of the vertical acceleration if the horizontal damping is equal to5% and the load ratio is

greater than about0.3. If the horizontal damping is increased to10% then the load ratio needs to be

increased to about0.45 for parametric resonance to occur.

The situation for the hinging model is more complicated becauseβ is dependent on the natural

horizontal period of the system and also the length of the column.

Figure 6.15 shows the acceleration response spectrum for the vertical component of the Tabas

record for5% damping. Also marked is the period range for which parametric resonance is possible

using Inequality 6.16 withl = 0.5 m and horizontal damping of2%. This shows that for vertical

periods longer than0.65 s parametric resonance is possible but that for shorter periods than0.65 s
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it is impossible.

The calculated vertical responses are used as the input to HVSPECTRA to calculate the re-

sponse spectrum, for2% damping, of the N74E component using the hinging model forl = 0.5 m,

i.e. solving Equation 4.20 withuv
tt equal to the vertical response accelerations and−Utt equal to the

horizontal ground acceleration. Figure 6.16 shows the percentage increase in spectral acceleration

due to the vertical ground motion calculated using the response spectrum of the N74E component

using the normal SDOF model.

As can be seen parametric resonance does occur for this record and it leads to an large increase

(almost400%) in the horizontal spectral acceleration for horizontal and vertical natural periods1.9

and0.95 s respectively. Also for short vertical periods (about0.2 s), corresponding to the peak in the

vertical response spectrum there is also a large increase in horizontal response for long horizontal

periods which is not caused by parametric resonance.

To assess the importance of parametric resonance generally the same system was subjected to

another strong-motion record. Figure 6.17 shows the acceleration spectrum of the 17645 Saticoy

Street record and the curve showing the period ranges where parametric resonance is possible for

l = 0.5 m, vertical damping5% and horizontal damping2%, which can be compared with that of

the Tabas record (Figure 6.15).

The samel (0.5 m) was used as for the Tabas record and the horizontal response spectrum for

each vertical period between0.1 and2 s was computed for2% damping. Figure 6.18 shows the

percentage increase in spectral acceleration due to the vertical ground motion calculated using the

response spectrum of the180◦ component of the 17645 Saticoy Street record using the normal

SDOF model.

As can be seen parametric resonance does occur for this record and it leads to an large increase

(almost300%) in the horizontal spectral acceleration for horizontal and vertical natural periods1.70

and0.85 s respectively. Comparing Figures 6.16 and 6.18 shows that although parametric resonance

does occur for the 17645 Saticoy Street record, as is predicted, it does not greatly increase the

response as does the Tabas record. This is probably due to the smaller duration of large amplitude

motion in the 17645 Saticoy Street record compared with the Tabas record. The 17645 Saticoy

Street record increases the horizontal response for short vertical periods and long horizontal periods

(Figure 6.18) in the same way as the Tabas record (Figure 6.16). Note however that this choice of

length of column,l = 0.5 m, is unrealistic for normal structures.

Figure 6.19 shows the regions in which parametric resonance can occur in terms of vertical

input acceleration, horizontal damping,ξ, natural horizontal period and length of column,l, using

Inequality 6.16 for the hinging model. For example, this graph shows that for a constant harmonic

input vertical acceleration with amplitude5 ms−2 parametric resonance will occur for a horizontal

natural period equal to twice the period of the vertical acceleration if the horizontal damping is



6. General effects of vertical ground motion 168

equal to5%, the length of the column is equal to1 m and the natural horizontal period is greater

than about1.3 s. If the length of the column is increased to5 m then the horizontal damping needs

to be decreased to about1% for parametric resonance to occur.

In Chapter 7 it is shown that most vertical strong-motion records , even in the near field, do not

contain enough energy in the long period range for parametric resonance (defined by the regions of

Figure 6.19) to occur. Figure 6.19 shows that parametric resonance is most likely for long vertical

periods (T > 1 s), very few structures though have such a vertical period (see Appendix C) and

hence it is unlikely that parametric resonance will lead to large increases in the horizontal response

of structures that can be modelled by SDOF systems with hinging.

Infinite vertical stiffness

Equation 6.16 can be used to get a lower limit on the amplitude of the vertical ground acceleration

required for parametric resonance. However because ground motions are non-harmonic this is a

poor estimator of whether parametric resonance will occur.

Figure 6.20 shows that parametric resonance can occur for infinite vertical stiffness and bend-

ing models. Figure 6.20(a) clearly shows three peaks of large amplifications (up to about600%)

due to the vertical ground acceleration. These peaks occur at natural horizontal periods:0.12,

0.36 and0.42 s, which are double the periods at which the largest vertical accelerations occur (see

Figure 6.9) showing that these amplifications are due to parametric resonance. These large amplifi-

cations though are not present if the damping is increased to2% (see Figure 6.20(b)) even though

Figure 6.14 shows that parametric resonance is still possible (the graph should be considered for a

vertical input acceleration equal to vertical PGA which is7.3 ms−2 for this record).

Hjelmstad & Williamson (1998) state for the hinging model ‘[i]t is evident from the preceding

discussion [about parametric resonance leading to unbounded responses] that parametric resonance

associated with vertical motions, could be a concern in earthquake response of structures if the input

motion exhibits near periodicity, as was true in the 1985 earthquake, experienced in the the Mexico

City lake bed region. One should note that the values ofη [here calledβ] in building structures

are typically rather small, thereby limiting the troublesome range of frequencies associated with

parametric resonance.’

This idea was tested using a record of the Michoacán (19/9/1985) from Mexico City (CDAF

de Abastos Oficia) which is on very soft soil (Vs,30 = 61 ms−1) and exhibits sinusoidal (see Fig-

ure 6.21) ground motion with period about2 to 3 s. Figure 6.22 shows the percentage increase in the

horizontal spectral acceleration due to the vertical ground motion for this record withl = 0.25 m,

5% vertical damping and0% horizontal damping. From Figure 6.22 it can be seen that there is an

increase in the horizontal response due to parametric resonance at periods greater than about3 s.
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However, the length of column required to cause this increase is not realistic.

6.7 Conclusions

The two elastic SDOF models studied for this thesis, the bending and the hinging models, both have

three main types of behaviour: normal, parametric resonance and instability. The type of behaviour

the system exhibits is controlled by the combination of system parameters and the vertical input

acceleration.

The systems are unstable when the multiplier of horizontal displacement in the equation of the

motion is negative for a sufficiently long period of time so that exponential solutions of the equation

are possible and the systems collapse because the displacement (and velocity and accelerations) tend

to infinity. This limit is simply the stability criterion that the system must obey in the static case

modified due to vertical ground motion. The following are the main findings on stability.

• The length of interval above the critical acceleration required to induce instability is related

to the horizontal natural period of the system: short period systems require shorter intervals

than long period systems.

• The length of interval of above critical accelerations required for instability in bending sys-

tems with periods between0.1 and2 s is about0.05 s.

• The length of interval of above critical accelerations required for instability in hinging sys-

tems with periods between0.1 and2 s is greater than that for the bending model and is equal

to about0.2 s

• Size of horizontal damping of either system has little effect on the length of time that is

required to cause instability.

• A number of vertical records do induce instability in SDOF models with bending and finite

vertical stiffness for realistic load ratios of about0.3 to 0.5. Therefore such a failure mecha-

nism is possible for structures that can be modelled by such SDOF models.

• No recorded vertical ground motions induce instability in SDOF systems with hinging for

realistic length of columns (greater than1 m) and horizontal and vertical damping and period.

Therefore such a failure mechanism is not possible for structures that can be modelled by such

SDOF models.

The systems exhibit parametric resonance when the amplitude of the vertical acceleration is

greater than a limit acceleration and the period of this vertical acceleration is half the natural hori-

zontal period. This limit acceleration depends on the structural parameters: horizontal damping and
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length of column (for the hinging model) or load ratio (for the bending model). The main findings

on parametric resonance are:

• parametric resonance can lead to large increases (up to700%) in the horizontal response of

bending systems with realistic structural parameters;

• although parametric resonance can lead to large increases (up to300%) in the horizontal

response of hinging systems these increases are for unrealistic structural parameters, i.e. ex-

tremely short columns with large horizontal and vertical periods so parametric resonance is

not likely to occur in structures that approximate to hinging models;

• the duration of the strong motion affects the size of the increase in horizontal response due to

parametric resonance so longer durations of strong motion lead to large increases in response

because parametric resonance can build up;

• for infinite vertical stiffness parametric resonance can occur but this is only for structural

parameters which are unlikely to occur in practice.

When the combination of system parameters and vertical input accelerations means that in-

stability and parametric resonance do not occur then the system behaves almost the same as the

ordinary zero-gravity system defined by Equation 4.1. The amplifications due to the vertical exci-

tation are small as is shown in Chapter 7. For most vertical ground motions and realistic choices of

system parameters this is the type of behaviour which will occur.
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Fig. 6.13: Vertical acceleration time-histories from 17645 Saticoy Street from the Northridge earth-

quake (17/1/1994,Ms = 6.8) and Tabas from the Tabas earthquake (16/9/1978,Ms =

7.3). Note the difference in duration of the strong motion.
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Fig. 6.14: Regions of possible parametric resonance for the bending model in terms of vertical input

acceleration (0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 20.0 and50 ms−2), horizontal damping,

ξ, in percentage of critical and load ratio,γ. Parametric resonance can occur for combi-

nations of horizontal damping and load ratio which are above line corresponding to the

vertical input acceleration.
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Fig. 6.15: Absolute acceleration response spectrum of the vertical component of the Tabas record

for 5% damping. The dashed line marks the lowest amplitude of vertical acceleration

required to cause parametric resonance forξ = 0.02 (2% horizontal damping) and length

of column,l = 0.5 m. Note that in contrast to bending model the amplitude of vertical ac-

celeration required to induce parametric resonance is dependent on the natural horizontal

period (which is here assumed to equal the natural vertical period).
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Fig. 6.16: Percentage increase in spectral acceleration due to the vertical ground motion for finite

vertical stiffness,5% damping vertically and2% damping horizontally andl = 0.5 m

(i.e. 100(SAV /SA − 1) whereSAV is the spectral acceleration for the hinging model

andSA is the spectral acceleration for the normal model) for the N74E component of

the Tabas strong-motion record. Line ofωv = 2ωh along which parametric resonance

would occur is shown along with lines marking the range of horizontal and vertical pe-

riods within which the vertical input accelerations are large enough to possibly cause

parametric resonance.
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Fig. 6.17: Absolute acceleration response spectrum of the vertical component of the 17645 Saticoy

Street record, from the Northridge (17/1/1994) earthquake, for5% damping. The dashed

line marks the lowest amplitude of vertical acceleration required to cause parametric

resonance forξ = 0.02 (2% horizontal damping) and length of column,l = 0.5 m.

Note that in contrast to bending model the amplitude of vertical acceleration required to

induce parametric resonance is dependent on the natural horizontal period (which is here

assumed to equal the natural vertical period).
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Fig. 6.18: Percentage increase in spectral acceleration due to the vertical ground motion for finite

vertical stiffness,5% damping vertically,2% damping horizontally andl = 0.5 m (i.e.

100(SAV /SA − 1) whereSAV is the spectral acceleration for the hinging model and

SA is the spectral acceleration for the normal model) for the180◦ component of the

17645 Saticoy Street strong-motion record from the Northridge earthquake (17/1/1994).

Line of ωv = 2ωh along which parametric resonance would occur is shown along with

lines marking the range of horizontal and vertical periods within which the vertical input

accelerations are large enough to possibly cause parametric resonance.
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Fig. 6.19: Regions of possible parametric resonance for the hinging model in terms of vertical input

acceleration (1.0, 2.0, 5.0, 10.0, 20.0 and50 ms−2), horizontal damping,ξ, in percentage

of critical, natural horizontal period,T , and length of column,l. Parametric resonance

can occur for combinations of horizontal damping, natural horizontal period and length

of column which are above line corresponding to the vertical input acceleration.
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Fig. 6.20: Percentage increase in spectral acceleration due to the vertical ground motion for infinite

vertical stiffness,0% and2% damping andγ = 0.5 (i.e. 100(SAV /SA− 1) whereSAV

is the spectral acceleration for the bending model andSA is the spectral acceleration for

the normal model) for the N74E component of the Tabas strong-motion record.
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Fig. 6.21: Vertical acceleration time-history from Mexico City (CDAF de Abastos Oficia) of the

Michoaćan earthquake (19/9/1985) recorded on very soft soil (Vs,30 = 61 ms−1). Note

that the record is approximately harmonic with period about2 to 3 s.
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Fig. 6.22: Percentage increase in spectral acceleration due to the vertical ground motion for infinite

vertical stiffness,5% vertical damping,0% horizontal damping andl = 0.25 m (i.e.

100(SAV /SA−1) whereSAV is the spectral acceleration for the hinging model andSA

is the spectral acceleration for the normal model) for the N000 component of the Mexico

City (CDAF de Abastos Oficia) strong-motion record.



7. GROUND MOTION PREDICTION RESULTS

This chapter contains results obtained using the near-field set of records, the characteristics of which

were given in Chapter 5.

7.1 Ground motion model used

The ground motion model assumed has the form:

log y = b1 + b2Ms + b3d+ bASA + bSSS

whereMs is surface-wave magnitude andd is distance to the surface projection of the rupture plane.

If the site is classified as stiff soil (A)SA is unity otherwise it is0. Similarly if the site is classified

as soft soil (S)SS is unity otherwise it is0.

The distance dependence is not defined in terms ofr =
√
d2 + h2 because if ah term is

included it is almost indistinguishable from zero and hence can be dropped. Decay is assumed to

be associated with anelastic effects due to large strains, which is reasonable in the near-field of

large earthquakes. The geometrical decay term of the formlog d and the anelastic term of the form

d are highly correlated within the short distance range used in this study so they cannot be found

simultaneously.

The equation for the prediction of horizontal PGA assuming geometrical attenuation derived

here is:

log ah = −0.431 + 0.195Ms − 0.436 log
√
d2 + 2.32 + 0.022SA + 0.030SS (7.1)

with σ = 0.212. Figure 7.1 compares PGA predicted by Equation 7.1 and that predicted by Equa-

tion 7.2, the equation which assumes anelastic attenuation. As can be seen both equations predict

almost identical PGA and have almost identical standard deviations. Therefore the type of attenua-

tion assumed is unimportant.

The largest horizontal component is used for deriving the attenuation relations in this chap-

ter for consistency with previous work by Ambraseys & Bommer (1991), Ambraseys (1995) and

Ambraseyset al. (1996).
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Fig. 7.1: Comparison of near-field horizontal PGA forMs = 6 andMs = 7 predicted using equa-

tion which assumes geometric attenuation (Equation 7.1) (dashed lines) and that predicted

assuming anelastic attenuation (Equation 7.2) (solid lines). The three lines for each mag-

nitude are for the three different site types (S, A, R).

7.2 Regression methods

There are a number of regression methods for deriving attenuation relations, which one is used can

affect the equations obtained and hence the predicted accelerations.

Two main types of regression technique are used: one-stage and two-stage. In one-stage

the magnitude and distance coefficients are estimated simultaneously whereas in the two-stage

method first distance coefficients and then magnitude coefficients are found. Within these cate-

gories there are also two further subdivisions: ordinary least squares estimation and random-effects

(or maximum-likelihood) models (Brillinger & Preisler, 1984, 1985). The first of these simply

finds the coefficients which minimize the sum of squares of the residuals assuming the errors in

each record are independent. The coefficients are estimated and the standard deviation is deter-

mined from the error about the line. In the random-effects technique the error is assumed to consist

of two1 parts: an earthquake-to-earthquake component, which is the same for all records from the

same earthquake and a record-to-record component, which expresses the variability between each

record not expressed by the earthquake-to-earthquake component. The standard deviation of these

1 Joyner & Boore (1993) give an algorithm assuming the error consists of three parts: an earthquake-to-earthquake

component, a site component and a record component, but this is not usually employed due to the limited number of

records from each site.
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two errors is found along with the coefficients. This method allows for the possibility that records

from the same earthquake are not strictly independent.

Most authors find, if they consider the problem at all, that the regression technique used does

not affect the results obtained within the range of distance and magnitude that are of engineering

interest (Ambraseys & Bommer, 1991; Ambraseyset al., 1996).

There have been some authors though who find, that due to a high correlation between a

record’s magnitude and distance, the one-stage method gives biased results (Fukushimaet al., 1988;

Fukushima & Tanaka, 1990) and that the two-stage technique eliminates this bias.

Both these studies are based on Japanese recordings where the depths and distances of the

earthquakes are much larger than for this near-field study. In this study the magnitudes and distances

used are not strongly correlated, in fact the correlation coefficientrMs,d = −0.10. Consequently in

this studyd andMs are assumed to be independent.

The chief advantage of the one-stage method is its simplicity. The two main disadvantages are

that if magnitude and distance are correlated then it can yield incorrect coefficients and results are

biased in favour of well-recorded earthquakes.

The two advantages of the two-stage method are that the amplitude factors of each earthquake

can be examined for linear or nonlinear scaling and also that well-recorded shocks have less effect

than when a one-stage method is used. The main disadvantage of the method is that an arbitrary

assumption has to be introduced in the weighting in the second stage of the regression.

Before deciding which regression method to use for this study, both one-stage and two-stage

ordinary least squares were used to derive equations for peak ground acceleration and spectral or-

dinates for horizontal and vertical components. A comparison of the results shows almost identical

distance dependence terms but quite large differences in the magnitude terms. For one-stage regres-

sion horizontal peak ground acceleration (ah) is given by:

log(ah) = −0.634 + 0.202Ms − 0.0238d

with σ = 0.21 and vertical peak ground acceleration (av) is given by:

log(av) = −0.914 + 0.226Ms − 0.0312d

with σ = 0.27.

From a two-stage regression:

log(ah) = −0.311 + 0.151Ms − 0.0228d

with σ = 0.25, and:
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log(av) = −0.372 + 0.141Ms − 0.0316d

with σ = 0.31.

Figure 7.2 shows the predicted horizontal PGA from both the one- and two-stage regressions.

Fig. 7.2: Comparison of predicted horizontal PGA using one-stage and two-stage regression meth-

ods forMs = 5.8, 6.8 & 7.8. Solid line is for one-stage equation and dashed line is for

two-stage equation.

ForMs = 6.8 the predicted PGA from the equations derived using the two different methods are

similar, diverging for higher and lower magnitudes (Figure 7.2). The two-stage regression predicts

higher accelerations for smaller magnitudes and lower accelerations for larger magnitudes than the

one-stage regression. This is also observed for vertical PGA, and for horizontal and vertical spectral

ordinates.

Figures 7.3(a) and 7.3(b) show the cumulative frequency distribution for the magnitude scal-

ing of both the one-stage and two-stage methods. The graphs show that the magnitude scaling of

the two-stage method is based on a more evenly distributed set of magnitudes than the one-stage

method; for example, about25% of the points for the two-stage method are associated with earth-

quakes withMs > 7.0, whereas only about15% of the one-stage are. This seems to imply that the

two-stage method gives a better representation over the entire magnitude range.

To investigate this point further, the amplitude factors,ai, which are used to find the magnitude

dependence in the second stage, were plotted against magnitude. As can be seen from Figure 7.4

there is much scatter in amplitude factors although a linear trend with magnitude can be seen. From

this graph is is noticeable thatai, from the Kocaeli earthquake (Ms = 7.8) falls well below the
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Fig. 7.3: Cumulative frequency distribution of records used for magnitude scaling.

trend line and seems to be having a large influence on the least squares fit from the second step.

To check this difference, the analysis was repeated without the two records from this earthquake.

It was found that the distance dependence remains almost exactly the same but the magnitude

dependence is quite different. From the one-stage method the magnitude coefficientb2 becomes

0.222 and from the two-stage method0.195, with corresponding changes inb1. This shows that the

Kocaeli records have a significant effect on the magnitude dependence, especially in the two-stage

method.

In what follows the one-stage method is adopted for the analysis.

One question here is whetherMs,z = 7.8, as determined by USGS, is the representative surface-

wave magnitude of this shock, for which there is insufficient data as yet to assess its magnitude from

the Prague formula. The moment magnitude estimates for this earthquake vary from7.2 (from ERI

AutoCMT) to7.6 (Harvard CMT); slightly lower than the surface-wave magnitude. Since no other

Ms value is available and to assess the effect ofMs being overestimated for this earthquake, which

has a large effect on the magnitude dependent coefficient of the attenuation relations, the horizontal

PGA equation was recalculated usingMs = 7.4 (using equation (1) of Ekström & Dziewonski
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Fig. 7.4: Variation of amplitude factors,ai, with magnitude, crosses are those earthquakes which

have more than one record associated with them and diamonds are for one-record earth-

quakes. Solid line is the magnitude dependence obtained from the two-stage method ig-

noring the earthquakes with only one record, dashed line is from the two-stage method

including all earthquakes and dash-dotted line is from the one-stage method.

(1988) withMw = 7.4). This change has a negligible effect on the one-stage equation except

for large magnitudes (Ms > 7.5) for which the equation usingMs = 7.4 for Kocaeli predicts

slightly higher accelerations. The two-stage equation is affected more by this change, the magnitude

dependence increases slightly making the one-stage and two-stage equations more alike. Without

additional information the surface-wave magnitude for this earthquake should not be changed from

Ms = 7.8 and this check on the effect of an incorrect magnitude shows that even if in the future

this magnitude was found to be an overestimate changing it does not have a large effect.

7.2.1 Inclusion of site geology in the ground motion model

The method used by Ambraseyset al.(1996) to include site geology in the attenuation was also used

in this study because there are 8 records without a site classification. The residuals,εi (log yi−b′1−

b2Mi − b3di), from the first stage of the regression are found. Then a regression is performed on

ε = b4SR + b5SA + b6SS , where:SR = 1 if the site is classified as rock and0 otherwise, andSA

andSS are similarly defined for stiff (A) and soft (S) soil sites. Then new coefficients are defined as

follows: b1 = b′1 + b4 , bA = b5 − b4 andbS = b6 − b4 and the errorσ is recalculated with respect

to the site-dependent prediction, using only those records with known site conditions.
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7.3 Horizontal PGA (y = log ah)

The equation for the prediction of horizontal PGA (ah) in the near-field is estimated to be:

log ah = −0.659 + 0.202Ms − 0.0238d+ 0.020SA + 0.029SS with σ = 0.214. (7.2)

The magnitude and distance coefficients are significant at the5% level but the soil terms are not

significant at this level, but were retained for comparison with other studies.

Figure 7.5 shows comparison between the peak ground acceleration predicted by Equation 7.2

and that predicted by four other widely used equations. Figure 7.5 shows the following important

features.

• Equation 7.2 predicts much lower accelerations than the equation of Ambraseyset al. (1996)

especially for large magnitudes, for example forMs = 7.5 andd = 0 km the equation of

Ambraseyset al. (1996) predicts horizontal PGA for soft soil of about1.4 g [14 ms−2] com-

pared with Equation 7.2 which predicts horizontal PGA for soft soil of about0.8 g [8 ms−2].

This over-estimation of PGA by the equation of Ambraseyset al. (1996) is probably due to

the large number of weak ground motions in the records used. Equation 7.2 predicts simi-

lar horizontal PGA to those predicted by the equations of Booreet al. (1993) and Campbell

(1997) reflecting the large number of records from large magnitudes and short distances in

their sets. Equation 7.2 predicts slightly larger horizontal PGA than the equation of Spudich

et al. (1999) for extensional regimes, again confirming the finding of Spudichet al. (1999)

that the strong ground motion in extensional regimes is smaller than that in other tectonic

regimes. Spudichet al. (1999) use the geometric mean of the two horizontal components

rather than the larger horizontal component which could be one factor reducing the predicted

accelerations.

• Equation 7.2 exhibits a lower dependence on magnitude than the equation of Ambraseyset al.

(1996). The equation of Ambraseyset al. (1996) was derived using mainly data from small

magnitude (Ms < 6) earthquakes and so the point source assumption is roughly valid and

consequently the equation reflects global fault conditions. For the data used to derive Equa-

tion 7.2 the point source assumption is not adequate and so the equation reflects the local fault

conditions leading to lower magnitude dependence. The magnitude dependence however, is

almost identical to that in the equations of Booreet al. (1993) and Spudichet al. (1999)

showing that these equations can be used for ground motion estimation in the near-field. The

magnitude dependence of Equation 7.2 is larger than that of the equation of Campbell (1997)

possibly due to the form of the equation adopted by Campbell (1997) which allows for dis-
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tance saturation or because of the distance measure used by Campbell (1997) (seismogenic

distance) differs from that used here (distance to the surface projection of the rupture plane).

• The distance dependence of Equation 7.2 is almost identical to that of Booreet al. (1993)

and Spudichet al. (1999) and is similar to that of Ambraseyset al. (1996) and Campbell

(1997) showing that the attenuation mechanism that is dominant in the near-field cannot be

determined.

• Equation 7.2 predicts near-field horizontal PGA which is almost independent of site condi-

tions, unlike the equations of Booreet al. (1993), Ambraseyset al. (1996) and Spudichet al.

(1999) which show significant dependence of horizontal PGA with site conditions. The site

dependence is also lower than that predicted by the equation of Campbell (1997) which al-

lows for site amplifications which are dependent on magnitude and distance. The negligible

dependence of near-field horizontal PGA on site conditions shows, as pointed out by Faccioli

& Reséndiz (1976), that close to the source, site conditions are less important in determining

ground motions than source and path. Also it may indicate non-linear soil behaviour at large

strains which occur in the near field of large earthquakes leading to lower soil amplification

than for weak ground motions.

• The associated standard deviation of Equation 7.2 (σ = 0.214) is slightly smaller than that

of the equation of Ambraseyset al. (1996) (σ = 0.25) but similar to that of Booreet al.

(1993) (σ = 0.205), Spudichet al. (1999) (σ = 0.204) and Campbell (1997) (0.169–0.239

dependent on horizontal PGA). This shows that near-field horizontal PGA is not less variable

than intermediate-field and far-field horizontal PGA.

7.4 Vertical PGA (y = log av)

The equation estimated for the prediction of vertical PGA (av) in the near-field is:

log av = −0.959 + 0.226Ms − 0.0312d+ 0.024SA + 0.075SS with σ = 0.270. (7.3)

As for the horizontal components whereas the magnitude and distance dependences are signifi-

cant at the5% level, the soil terms are not.

A comparison of Equations 7.2 and 7.3 shows that the decay with distance of vertical PGA is

faster than that of horizontal PGA probably because vertical ground motions are generally of higher

frequency than horizontal ground motions and high frequency waves attenuate more rapidly than

low frequency waves. Further, the standard deviation of an observation for Equation 7.3 is much

larger than that of Equation 7.2.
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(a) Comparison with Ambraseys et al. (1996) (dashed lines).

(b) Comparison with Boore et al. (1993) (larger component) (dashed

lines).

Fig. 7.5: Comparison of predicted horizontal PGA (Equation 7.2 solid lines) and that predicted

using the equations of Ambraseyset al. (1996), Booreet al. (1993), Campbell (1997) and

Spudichet al. (1999) (dashed lines) forMs = 6, 7.5 (corresponding toMw = 6.1, 7.5

using equation (2) of Ekström & Dziewonski (1988)) for different site categories. The

equation of Campbell (1997) is plotted for strike-slip faulting assuming a vertical rupture

plane and depth to top of seismogenic zone of3 km. Note Equation 7.2 is converted tog

when plotted.
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(c) Comparison with Campbell (1997) (dashed lines). FS is for alluvial

or firm soil sites, SR is for soft rock sites and HR is for hard rock sites.

(d) Comparison with Spudich et al. (1999) (dashed lines).

Fig. 7.5:Continued.
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Figure 7.6 shows comparisons between the peak ground acceleration predicted by Equation 7.3

and that predicted by two other widely-used equations. Figure 7.6 shows the following important

features.

• Equation 7.3 predicts slightly larger vertical PGA than the equation of Ambraseys & Simpson

(1996) and lower vertical PGA, especially for earthquakes with magnitudes aboutMs = 6,

than the equation of Campbell (1997).

• The dependence of vertical PGA on site conditions is similar to that predicted by the equa-

tions of Ambraseys & Simpson (1996) and Campbell (1997) showing that nonlinear soil

behaviour at large strains is apparently not as common for vertical ground motions as is for

horizontal motions.

• As for horizontal PGA the associated standard deviation (σ = 0.270) is similar to that from

the equation of Ambraseys & Simpson (1996) (σ = 0.25) and Campbell (1997) (σ = 0.231–

0.285 dependent on PGA).

7.5 Vertical to horizontal absolute PGA ratio (y = log q = log av/ah)

The ratio,q, of the vertical,av, to the maximum horizontal,ah, ground acceleration can be derived

either by combining the two equations which individually predict peak vertical and horizontal ac-

celerations (e.g. Abrahamson & Litehiser, 1989; Campbell & Bozorgnia, 2000), or by performing

a regression directly on the ratios of maximum acceleration (e.g. Ambraseys & Bommer, 1991;

Ambraseys & Simpson, 1996).

Note that whereas Ambraseys & Simpson (1996) regressed directly on the ratio,av/ah, in this

study the regression was done on the logarithm of the ratio. This is because the equation then has a

physical meaning and also because the error is multiplicative not additive so negative ratios cannot

be predicted. No site coefficients were derived because they do not have a physical meaning, unlike

those for horizontal and vertical components separately, and also as demonstrated above local site

conditions in the near field are not as important as at greater distances.

Table 7.1 gives the equations obtained for the subsets: all earthquakes, normal faulting earth-

quakes, thrust faulting earthquakes, strike-slip faulting earthquakes and European earthquakes.

Only those coefficients which are significant at the5% level are retained. If a coefficient was

not significant then the regression was repeated with that coefficient constrained to zero.

Figure 7.7 shows comparison between the ratio of vertical PGA to horizontal PGA predicted by

the equations given in Table 7.1 and that predicted by equations from two other widely used studies.

Figure 7.7 shows the following important features.



7. Ground motion prediction results 190

(a) Comparison with Ambraseys & Simpson (1996) (dashed lines).

(b) Comparison with Campbell (1997) (dashed lines). FS is for alluvial

or firm soil sites, SR is for soft rock sites and HR is for hard rock sites.

Fig. 7.6: Comparison of predicted vertical PGA (Equation 7.3 solid lines) and that predicted using

the equations of Ambraseys & Simpson (1996) and Campbell (1997) (dashed lines) for

Ms = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström & Dziewon-

ski (1988)) for different site categories. The equation of Campbell (1997) is plotted for

strike-slip faulting assuming a vertical rupture plane and depth to top of seismogenic zone

of 3 km. Note Equation 7.3 is converted tog when plotted.
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Tab. 7.1: Equations for the prediction of vertical to horizontal PGA ratio (q) in the near field of large

earthquakes for the subsets: all earthquakes, normal faulting earthquakes, thrust faulting

earthquakes, strike-slip faulting earthquakes and European earthquakes, and their standard

deviations (σ).

Subset Equation σ

All log q = log av/ah = −0.119− 0.00799d 0·21

Normal log q = log av/ah = −0.216 0·13

Thrust log q = log av/ah = −0.103− 0.0133d 0·17

Strike-slip log q = log av/ah = −0.138 0·25

European log q = log av/ah = −1.11 + 0.132Ms 0·16

• The equations given in Table 7.1 predict much smaller ratios of vertical to horizontal PGA

than do the equations of Ambraseys & Simpson (1996) and Campbell & Bozorgnia (2000).

The equations of Ambraseys & Simpson (1996) predict larger ratios because they use: a) a

non-physical model which assumes error is additive rather than multiplicative; b) only records

with vertical PGA larger than0.1 g thereby biasing the ratios upwards; c) the largest vertical

to horizontal PGA ratio (i.e. smallest horizontal component) rather than smallest vertical to

horizontal PGA ratio (i.e. largest horizontal component); and d) a small set of records. One

reason Campbell & Bozorgnia (2000) predict larger ratios is that they use the geometric mean

of the two horizontal PGAs rather than the larger horizontal PGA.

• The equations given in Table 7.1, the equations of Ambraseys & Simpson (1996), and the

equations of Campbell & Bozorgnia (2000), all predict slightly higher vertical to horizontal

PGA ratios for strike-slip faulting than thrust faulting.

The equations given in Table 7.1 show that the commonly used ratios between vertical and

horizontal PGA,q, of 1
2 to 2

3 are reasonable. However, sinceq represents the ratio of two functions

whose maxima occur at different times, its value is a conservative estimate of the combined loading

that could occur during an earthquake.

7.5.1 Theoretical ratio using seismic wave equations

An alternative way of computing the ratio of vertical to horizontal PGA is through theoretical equa-

tions governing each type of incident waves as they strike the free surface. The waves are considered

to be plane waves because of the simplifications this brings, although close to the source they will

be spherical. The waves responsible for the PGA though are usually of high frequency and so this

assumption is valid.
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(a) Comparison with Ambraseys & Simpson (1996) (dashed lines).

(b) Comparison with Campbell & Bozorgnia (2000) (dashed lines).

Fig. 7.7: Comparison of predicted ratios of vertical PGA to horizontal PGA (Table 7.1 solid lines)

and those predicted using the equations of Ambraseys & Simpson (1996) and Campbell

& Bozorgnia (2000) (dashed lines) forMs = 6, 7.5 (corresponding toMw = 6.1, 7.5

using equation (2) of Ekström & Dziewonski (1988)) for different source mechanisms.

The equation of Campbell & Bozorgnia (2000), for the ratio of uncorrected vertical PGA

to horizontal PGA, is plotted for Holocene soil assuming a vertical rupture plane and depth

to top of seismogenic zone of3 km.
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Three types of seismic waves are considered: P, SV (S waves polarised vertically) and SH (S

waves polarised horizontally). Surface waves are not considered because close to the source their

generation depends upon the geologic structure and distance between source and station (Gregor,

1995). Also surface waves are of long period and usually PGA is not associated with such waves.

First consider SH waves. When such a wave is reflected off a free surface no vertical component

of motion is generated (Bullen, 1963). Therefore the expected vertical to horizontal ratio is zero.

The displacements corresponding to P or SV waves are given by Ewinget al. (1957):

u =
∂φ

∂x
− ∂ψ

∂z
;

andw =
∂φ

∂z
+
∂ψ

∂x
;

where

φ = A1 exp

[
ik

(
ct+ z

√
c2

α2
− 1− x

)]
+A2 exp

[
ik

(
ct− z

√
c2

α2
− 1− x

)]
,

andψ = B1 exp

[
ik

(
ct+ z

√
c2

β2
− 1− x

)]
+B2 exp

[
ik

(
ct− z

√
c2

β2
− 1− x

)]
.

x is measured horizontally,z is measured vertically downwards from the surface,u is horizontal

displacement,w is vertical displacement,t is time,α is P-wave velocity andβ is S-wave velocity.

Now tan(e) =
√
c2/α2 − 1, tan(f) =

√
c2/β2 − 1 andc = α sec(e) = β sec(f). At the free

surface the stresses must disappear and so the boundary conditions are:

[pzx]z=0 = µ

(
∂w

∂x
+
∂u

∂z

)
= 0;

and[pzz]z=0 = λ

(
∂u

∂x
+
∂w

∂z

)
+ 2µ

∂w

∂z
= 0;

whereµ andλ are the Laḿe constants.

When only P waves are incident, at anglee from the horizontal,B1 = 0 so using the above

equations gives:

∣∣∣w
u

∣∣∣ = | − cot 2f | (7.4)

wheretan(f) = α/β
√

tan2(e) + 1− β2/α2

As the distance from the source becomes large,e becomes small, and the ratio of vertical to

horizontal amplitudes tends toα2/β2−2

2
√

α2/β2−1
. For a solid for which the Poisson relationship holds, i.e.

α/β =
√

3, this means the ratio tends to1/2
√

2 ≈ 0.35.
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For SV waves, incident at anglef from the horizontalA1 = 0 and so:

∣∣∣w
u

∣∣∣ = ∣∣∣∣ −2 tan(e)
1− tan2(f)

∣∣∣∣ (7.5)

wheretan e = β/α
√

tan2 f + 1− α2/β2.

Sinceα/β > 1 it can be seen that for values off < tan−1(
√
α2/β2 − 1) anglee is complex.

This corresponds to no reflected P waves being generated and a phase change in the reflected SV

wave. In the far-field the ratio tends to2
√

1− β2/α2. For a solid for which the Poisson relationship

holds the ratio tends to2
√

2/3 ≈ 1.63.

Figure 7.8 shows comparison between the ratio of vertical PGA to horizontal PGA predicted by

the equations given in Table 7.1 and that predicted by Equations 7.4 and 7.5.

Fig. 7.8: Comparison of predicted ratios of vertical PGA to horizontal PGA using the equations

given in Table 7.1 (solid lines) and those predicted using Equations 7.4 and 7.5 (dashed

lines) assuming a focal depth of5 km and the Poisson relationship,α/β =
√

3.

Figure 7.8 shows that Equation 7.4 predicts similar vertical to horizontal PGA ratios to the

equations given in Table 7.1 but the predictions made by Equation 7.5 do not match with those from

the equations given in Table 7.1.

7.6 Vertical to horizontal simultaneous PGA ratio (y = log qsim = log av(tmax)/ah)

The vertical to horizontal simultaneous PGA ratio is defined as,qsim = av(tmax)/ah, whereav(t) is

the vertical ground acceleration,ah is horizontal PGA andtmax is the time at which this peak occurs.

It gives the vertical acceleration to be resisted at the time of the design horizontal acceleration. For

all subsets neither the magnitude and/or the distance dependence are significant, therefore the mean

of the logarithm and the standard deviation were found (see Table 7.2).
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Tab. 7.2: Equations for the prediction of vertical to horizontal simultaneous PGA ratio (qsim) in

the near field of large earthquakes for the subsets: all earthquakes, normal faulting earth-

quakes, thrust faulting earthquakes, strike-slip faulting earthquakes and European earth-

quakes, and their standard deviations (σ).

Subset Equation σ

All log qsim = log av(tmax)/ah = −0.996 0·56

Normal log qsim = log av(tmax)/ah = −0.830 0·44

Thrust log qsim = log av(tmax)/ah = −1.04 0·58

Strike-slip log qsim = log av(tmax)/ah = −0.978 0·56

European log qsim = log av(tmax)/ah = −0.939 0·58

No estimates of the vertical to horizontal simultaneous PGA ratio appear to have been published.

A comparison of predicted simultaneous ratios (see Table 7.2) to predicted absolute ratios (see

Table 7.1) shows that the simultaneous PGA ratios,qsim, are much smaller than the absolute ratios,

q, but the standard deviations are much higher (Figure 7.9). Hence large vertical accelerations can

occur at the same time as the horizontal PGA but often the vertical ground acceleration at the time

of the horizontal PGA is small and so using the absolute ratio of vertical to horizontal PGA,q, for

design may be overconservative.

Fig. 7.9: Comparison of predicted vertical to horizontal simultaneous PGA ratio using Table 7.2

(solid lines) and predicted ratios of vertical PGA to horizontal PGA using Table 7.1

(dashed lines).
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7.7 Horizontal energy density (y = log Eh)

The energy density,E, of a strong-motion record is defined asE =
∫ T
0 v(t)2 dt, whereT is the

length of the record andv(t) is the ground velocity at timet (Sarma, 1971). Since energy density,

E, uses the velocity time-history, which is more sensitive to the correction procedure used, energy

densities are less well defined than PGAs or spectral accelerations. This equation for the prediction

of horizontal energy density (Eh), in units ofcm2s−1, in the near-field obtained here is:

logEh = −3.11 + 0.937Ms − 0.0567d+ 0.180SA + 0.417SS with σ = 0.419 (7.6)

The soil term for stiff soil (A) is not significant at the5% level, whereas for soft soil (S) the

term is significant at that level.

No attenuation relations for energy density appear to have been published. The predicted hori-

zontal energy density using Equation 7.6 shows strong dependence of energy density on magnitude

(Figure 7.10) which is expected because magnitude is a measure of the energy released during an

earthquake. Horizontal energy density is seen to be strongly dependent on local site conditions.

7.8 Vertical energy density (y = log Ev)

The equation for the prediction of vertical energy density (Ev) in the near-field obtained here is:

logEv = −3.88 + 0.969Ms − 0.0527d+ 0.000SA + 0.111SS with σ = 0.422 (7.7)

The soil terms are not significant at the5% level.

Like the equation for horizontal energy density, Equation 7.6, Equation 7.7 shows the expected

strong dependence on magnitude (Figure 7.10). However, unlike horizontal energy density the

effect of local soil conditions on vertical energy density is negligible.

7.9 Vertical to horizontal energy density ratio y = log qE = log Ev/Eh

Equations for the vertical to horizontal energy density ratio,qE = Ev/Eh, have been derived. For

all subsets neither the magnitude and/or the distance dependence are significant, so the mean of the

logarithm and the standard deviation are given (see Table 7.3).

It is clear that vertical ground motion contains much less energy than horizontal ground motion

even though the peak ground accelerations are similar (Figure 7.11). This is because usually vertical

ground motions are of higher frequency than horizontal ground motions.
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Fig. 7.10: Comparison of predicted horizontal energy density by Equation 7.6 (solid lines) and the

predicted vertical energy density by Equation 7.7 (dashed lines) forMs = 6, 7.5.

7.10 Horizontal spectral acceleration (y = log SAh)

Table E.1 lists the coefficients of the horizontal spectral acceleration attenuation relations for5%

damping and 46 periods between0.1 and2 s.

Comparing the predicted horizontal spectral accelerations using the coefficients in Table E.1

with those predicted by four other widely used sets of equations shows a number of important

features (Figures 7.12 to 7.15).

• Predicted horizontal spectral accelerations using the coefficients in Table E.1 are much lower

than those predicted by the equations of Ambraseyset al.(1996) for large magnitudes (Ms >

6.5) especially for very short distances, for example at horizontal natural periodT = 0.5 s

the equations of Ambraseyset al. (1996) predict a spectral acceleration on soft soil of about

2.3 g[23 ms−2] whereas using the coefficients in Table E.1 gives an estimate of about1.4 g[14 ms−2].

The reason for such large differences for large magnitudes is that the set of records used by

Ambraseyset al. (1996) is dominated by records from small magnitude earthquakes which

control the equation. The magnitude dependence for the short period range (T < 1 s) of

the near-field equations derived in this study is much less than that in the equations of Am-

braseyset al. (1996) so the predicted accelerations for large magnitude earthquakes are less.

The equations of Booreet al. (1993), Campbell (1997) and Spudichet al. (1999) however,

predict horizontal response spectra similar to those given by the coefficients in Table E.1 be-

cause their sets have a large proportion of near-field large-magnitude data and they include

terms to account for magnitude saturation which means the predicted spectral accelerations
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Tab. 7.3: Equations for the prediction of vertical to horizontal energy density ratio (qE) in the near

field of large earthquakes for the subsets: all earthquakes, normal faulting earthquakes,

thrust faulting earthquakes, strike-slip faulting earthquakes and European earthquakes,

and their standard deviations (σ).

Subset Equation σ

All log qE = logEv/Eh = −0.756 0·34

Normal log qE = logEv/Eh = −0.540 0·25

Thrust log qE = logEv/Eh = −0.762 0·34

Strike-slip log qE = logEv/Eh = −0.795 0·35

European log qE = logEv/Eh = −0.632 0·32

for large magnitudes do not become unrealistically large.

• As for horizontal PGA the dependence of spectral acceleration on site conditions is much less

in the near-field equations derived in this study than that found in the equations of Ambraseys

et al.(1996), Booreet al.(1993) and Spudichet al.(1999) especially in the very short period

range (T < 0.2 s). This is probably due to nonlinear soil behaviour due to large strains which

would reduce the short period ground motion more than the longer period ground motion,

such behaviour is modelled in the equations of Campbell (1997).

• As for the equation for horizontal PGA the near-field equations derived in this study are

associated with similar standard deviations as the equations of Ambraseyset al.(1996), Boore

et al. (1993), Campbell (1997) and Spudichet al. (1999).

7.11 Vertical spectral acceleration (y = log SAv)

Table E.2 lists the coefficients of the vertical spectral acceleration attenuation relation for5% damp-

ing and 46 periods between0.1 and2 s.

Vertical spectral acceleration for periods less than about1 s show faster decay with distance than

horizontal spectral accelerations. Unlike the PGA this faster decay cannot be explained by vertical

ground motions having the usual higher frequency than the horizonal motions (and high frequencies

attenuate faster than low frequencies) because spectral acceleration is a narrow-band measure and so

both horizontal and vertical spectral acceleration decay should be similar. As for PGA the standard

deviations associated with the near-field equations for vertical spectral acceleration derived here

are much higher than those for horizontal spectral acceleration, especially for short periods. For

example forT = 0.1 s the standard deviation for horizontal spectral acceleration is0.240 whereas

for vertical spectral acceleration it is0.308.
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Fig. 7.11: Predicted ratio of vertical energy density to horizontal energy density using the equations

given in Table 7.3.

Soil coefficients for both soft and stiff soils show amplitude reduction, with respect to rock, at

long periods (T > 1 s). To check this is not simply due to the distribution of soil classes within

the dataspace all the Northridge records were removed, because many of the soft soil records are

from the Northridge earthquake, and the analysis repeated. All the coefficients, including the soil

coefficients, were almost unchanged by the removal of these 34 records, hence the reduction in

amplitude seems genuine.

Comparing the predicted vertical spectral accelerations using the coefficients in Table E.2 with

those predicted by two other widely used sets of equations shows a number of important features

(Figures 7.16 and 7.17).

• Predicted vertical spectral accelerations using the coefficients in Table E.2 are similar to those

predicted by the equations of Ambraseys & Simpson (1996) and Campbell (1997) except in

the short period where the equations of Campbell (1997) predict higher values, for example

for Ms = 7.5 andd = 0km the predicted spectral acceleration on rock using the coefficients

in Table E.2 is about0.8 g[8 ms−2] whereas on soft rock using the equations of Campbell

(1997) it is about1.4 g[14 ms−2]. This difference could be due to the different definition of

distance used by Campbell (1997) compared to that used here.

• The dependence of site conditions on vertical spectral accelerations in the near-field equations

is similar to that found by Ambraseys & Simpson (1996) and is much less than that found for

horizontal spectral accelerations. The dependence on site conditions is less than that found

by Campbell (1997) which could be due to the different site categories used or because the

vertical spectral acceleration equation of Campbell (1997) was derived using equations for
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(a)Ms = 6, d = 5km (b) Ms = 6, d = 15km

(c) Ms = 7.5, d = 5km (d) Ms = 7.5, d = 15km

Fig. 7.12: Comparison of predicted horizontal response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Ambraseyset al. (1996) (dashed

lines) forMs = 6, 7.5 andd = 5, 15 km for different site categories. Note the spectra

predicted using coefficients given in Table E.1 are converted tog when plotted.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.13: Comparison of predicted horizontal response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Booreet al.(1993) (dashed lines)

for Ms = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström &

Dziewonski (1988)) andd = 5, 15 km for different site categories. Note the spectra

predicted using coefficients given in Table E.1 are converted tog when plotted. Boore

et al. (1993) equations give pseudo-acceleration response spectra.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.14: Comparison of predicted horizontal response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Campbell (1997) (dashed lines)

for Ms = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström &

Dziewonski (1988)) andd = 5, 15 km for different site categories. The equation of

Campbell (1997) is plotted for strike-slip faulting assuming a vertical rupture plane and

depth to top of seismogenic zone of3 km. FS is firm soil, SR is soft rock and HR is hard

rock. For firm soil and soft rock a depth to basement rock of2 km is assumed. Note the

spectra predicted using coefficients given in Table E.1 are converted tog when plotted.

Campbell (1997) equations give pseudo-acceleration response spectra.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.15: Comparison of predicted horizontal response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Spudichet al. (1999) (dashed

lines) forMs = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström

& Dziewonski (1988)) andd = 5, 15 km for different site categories. Note the spectra

predicted using coefficients given in Table E.1 are converted tog when plotted. Spudich

et al. (1999) equations give pseudo-acceleration response spectra.
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horizontal spectral acceleration as a base.

Comparing predicted horizontal response spectra (Figures 7.12 to 7.15) with predicted vertical

response spectra (Figures 7.16 and 7.17) shows the expected higher frequency of vertical ground

motions.

7.12 Horizontal spectral acceleration (bending model) (y = log SAh,b)

Attenuation relations for the prediction of spectral acceleration using the bending model described

in Section 4.4 were also derived.

7.12.1 Infinite vertical stiffness

Table E.3 contains the coefficients of the horizontal spectral acceleration (buckling model) atten-

uation relation for5% damping,γ = 0.3 and 46 periods between0.1 and2 s and infinite vertical

stiffness.

The inclusion of the vertical ground motion has little effect. Figure 7.18 shows the ratio between

the spectral acceleration including the effect of the vertical accelerations and not including the

vertical accelerations (note that this ratio is between models not including soil terms). For a site

on the surface projection of the rupture plane (i.e.d = 0km) of an earthquake withMs = 7.8

the increase due to the vertical accelerations is about8% and for smaller magnitudes and larger

distances it is less. Therefore the effect of vertical excitation on this type of SDOF system can be

neglected when it stays stable (see Chapter 6).

7.12.2 Finite vertical stiffness

As noted in Chapter 6 instability occurs for some of the near-field records forγ > 0.1. This is

much lower than load ratios in most structures. Therefore no attenuation relations are derived for

the bending model for finite vertical stiffness.

7.13 Horizontal spectral acceleration (hinging model) (y = log SAh,h)

Attenuation relations for the prediction of spectral acceleration using the hinging model described

in Section 4.5 were also derived.

7.13.1 Infinite vertical stiffness

Table E.4 lists the coefficients of the horizontal spectral acceleration (hinging model) attenuation

relation for5% damping,l = 2m and 46 periods between0.1 and2 s and infinite vertical stiffness.
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(a)Ms = 6, d = 5km (b) Ms = 6, d = 15km

(c) Ms = 7.5, d = 5km (d) Ms = 7.5, d = 15km

Fig. 7.16: Comparison of predicted vertical response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Ambraseys & Simpson (1996)

(dashed lines) forMs = 6, 7.5 andd = 5, 15 km for different site categories. Note the

spectra predicted using coefficients given in Table E.1 are converted tog when plotted.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.17: Comparison of predicted vertical response spectra using coefficients given in Table E.1

(solid lines) and those predicted using the equations of Campbell (1997) (dashed lines)

for Ms = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström &

Dziewonski (1988)) andd = 5, 15 km for different site categories. The equation of

Campbell (1997) is plotted for strike-slip faulting assuming a vertical rupture plane and

depth to top of seismogenic zone of3 km. FS is firm soil, SR is soft rock and HR is hard

rock. For firm soil and soft rock a depth to basement rock of2 km is assumed. Note the

spectra predicted using coefficients given in Table E.1 are converted tog when plotted.

Campbell (1997) equations give pseudo-acceleration response spectra.
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Fig. 7.18: Ratio between the predicted spectral acceleration when the vertical ground motion is

included (bending model forγ = 0.3) and the predicted spectral acceleration when it is

ignored forMs = 5.8, 6.8 and7.8 at distance0 km.

The inclusion of the vertical ground motion has little effect. Figure 7.19 shows the ratio between

the spectral acceleration with and without the effect of the vertical accelerations (note that this ratio

is between models not including soil terms). For a site0 km from an earthquake withMs = 7.8

the increase due to the vertical accelerations is about9% and for smaller magnitudes and larger

distances it is less. Therefore the effect of vertical excitation on this type of SDOF system can be

neglected when it stays stable (see Chapter 6).

7.13.2 Finite vertical stiffness

Attenuation relations have been derived for the hinging model with finite vertical stiffness, for5%

horizontal and vertical damping,l = 2 m and 46 horizontal and vertical periods between0.1 and

2 s. There were46 × 46 = 2116 sets of coefficients derived and so because of lack of space they

are not presented here. Figure 7.20 shows a contour plot of the ratio between the predicted spectral

acceleration when vertical ground motion is included (finite vertical stiffness hinging model for

l = 2m) and the predicted spectral acceleration when it is ignored for7.8 at distance0 km. The

maximum increase due to the vertical excitation is about25% which occurs for a horizontal natural

period of about2 s and a vertical natural period of about1 s (Figure 7.20) and so is probably due

to parametric resonance which occurs for vertical periods which are half the horizontal period (see

Section 6.6). The effect of vertical excitation on this type of SDOF system can be neglected even

when the vertical stiffness is finite.
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Fig. 7.19: Ratio between the predicted spectral acceleration when the vertical ground motion is

included (hinging model forl = 2 m) and the predicted spectral acceleration when it is

ignored forMs = 5.8, 6.8 and7.8 at distance0 km.

7.14 Horizontal maximum absolute input energy (y = log Ih)

The maximum absolute input energy,I, is defined asI = maxt

∫ t
0 [utt(t) + a(t)]v(t) dt, whereutt

is the response acceleration of the SDOF system,a(t) is the ground acceleration andv(t) is the

ground velocity (Chapman, 1999). In the following two sections maximum absolute input energy

will simply be referred to as energy.

Table E.5 lists the coefficients of the horizontal energy attenuation relations for5% damping

and 46 periods between0.1 and2 s.

The coefficients of Table E.5 show that there is a strong dependence of horizontal maximum

absolute input energy on magnitude as is expected because magnitude is roughly related to en-

ergy. The coefficients also display a faster decay with distance than spectral acceleration and also a

stronger dependence on site conditions. The standard deviations of the equations for horizontal en-

ergy are also much higher than those for horizontal spectral acceleration, for example forT = 0.1 s

the associated standard deviation for horizontal spectral acceleration is0.240 whereas for horizontal

maximum absolute input energy it is0.397.

Comparing the predicted energy using the coefficients in Table E.5 with those predicted by the

only other set of attenuation relations for horizontal energy available in the literature (Figure 7.21)

shows the following important features.

• Predicted horizontal energies using the coefficients in Table E.5 are similar to those predicted

by the equations of Chapman (1999) because many of the records used by Chapman (1999)
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Fig. 7.20: Contour plot of ratio between the predicted spectral acceleration when the vertical ground

motion is included (finite vertical stiffness hinging model forl = 2 m) and the predicted

spectral acceleration when it is ignored for7.8 at distance0 km.

are from large earthquakes and also because the equations allow magnitude saturation. The

predicted energies are thus not unrealistically high.

• As for horizontal PGA and spectral acceleration there is evidence for nonlinear soil behaviour

in the near-field because the dependence of horizontal energy on local site conditions is less

than the dependence found by Chapman (1999) who uses intermediate-field and far-field

records as well as near-field records.

• The standard deviations of the near-field equations derived in this study and those of the

equations of Chapman (1999) are similar.

7.15 Vertical maximum absolute input energy (y = log Iv)

Table E.6 lists the coefficients of the vertical maximum absolute input energy attenuation relations

for 5% damping and 46 periods between0.1 and2 s.

As for horizontal energy there is a strong dependence of vertical energy on magnitude, a faster

decay with distance than for vertical spectral acceleration, greater dependence on local site condi-

tions and also much larger associated standard deviations than the equations for vertical spectral

acceleration.

As for vertical spectral acceleration and horizontal spectral acceleration there is much lower

dependence of vertical energy on local site conditions than for horizontal energy.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.21: Comparison of predicted absolute unit input energy spectra using coefficients given in Ta-

ble E.5 (solid lines) and those predicted using the equations of Chapman (1999) (dashed

lines) forMs = 6, 7.5 (corresponding toMw = 6.1, 7.5 using equation (2) of Ekström

& Dziewonski (1988)) andd = 5, 15 km for different site categories. Chapman (1999)

equations are converted from absolute input energy equivalent velocity,Vea.
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No attenuation relations for the prediction of vertical elastic maximum absolute input energy

such have been derived here (Figure 7.22) appear to have been published.

7.16 Vertical to horizontal spectral ratio (Absolute) (y = log qs = log SAv/SAh)

There are two methods for finding the predicted vertical to horizontal spectral ratios a) divide the

predicted vertical spectral accelerations (given by equations like Table E.2) by the predicted hori-

zontal accelerations (given by equations like Table E.1) or b) regress directly on the spectral ratio

to find new attenuation equations for the ratio. The first technique was used by Niazi & Bozorgnia

(1992a), Bozorgniaet al.(2000) and Campbell & Bozorgnia (2000). Its main advantage is simplic-

ity. The second technique was used by Fenget al. (1988) and Ambraseys & Simpson (1996).

Equations to predict the vertical to horizontal spectral ratio,qs, were derived assuming magni-

tude and distance dependence. For some periods, the magnitude coefficient is significant, for some

the distance coefficient is significant but for most neither are significant. Therefore it was decided

to simply provide the mean of the logarithms and the standard error. Note that even though the

magnitude and distance coefficients of the horizontal and vertical spectral acceleration equations

(Tables E.1 and E.2) are significant at the5% level the coefficients for prediction of the ratio are

not. Therefore workers who find distance and magnitude dependence of the spectral ratios (e.g.

Niazi & Bozorgnia, 1992a; Bozorgniaet al., 2000; Campbell & Bozorgnia, 2000) from regressing

on the horizontal and vertical spectral ordinates separately may find that this dependence is not

significant if the regression is done directly on the ratio.

Table E.7 contains the coefficients and means for all earthquakes, normal, thrust and strike-slip

and European earthquakes separately. No site coefficients were derived for the same reasons as

given in Section 7.5.

Comparing the predicted vertical to horizontal spectral ratios using the coefficients in Table E.7

with those predicted by two other widely used sets of equations (Figures 7.23 and 7.24) show the

following important features.

• Predicted vertical to horizontal spectral ratios using the coefficients in Table E.7 are much

lower than those predicted using the equations of Ambraseys & Simpson (1996) for the same

reasons that the predicted vertical to horizontal PGA ratios were lower (see Section 7.5).

However, predicted vertical to horizontal spectral ratios using the coefficients in Table E.7

and those predicted using the equations of Campbell & Bozorgnia (2000) are almost identical

except for short periods (T < 0.4 s) where the equations of Campbell & Bozorgnia (2000)

predict higher ratios; this is similar to the vertical to horizontal PGA ratios (see Section 7.5).

• Predicted vertical to horizontal spectral ratios using the coefficients in Table E.7 for all source

mechanisms, except for normal faulting, are almost identical, as was found by Campbell &
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(a)Ms = 6, d = 5km (b) Ms = 6, d = 15km

(c) Ms = 7.5, d = 5km (d) Ms = 7.5, d = 15km

Fig. 7.22: Predicted vertical maximum absolute unit input energy spectra using coefficients given

in Table E.6 forMs = 6, 7.5 andd = 5, 15 km for different site categories.
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Bozorgnia (2000). The apparent differences for different source mechanisms found by Am-

braseys & Simpson (1996) are probably due to: a) the non-physical model used by Ambraseys

& Simpson (1996) which assumes error is additive rather than multiplicative and b) the small

set of records. The differences in the vertical to horizontal spectral ratios found for normal

faulting earthquakes may not be genuine because only a small number of records (15) from

normal faulting earthquakes were used.

The absolute spectral ratios for the bending model (see Section 4.4) and the hinging model (see

Section 4.5) are almost identical to those for the ordinary SDOF system, due to the similarity in the

horizontal response spectra from the three models (see Sections 7.12 and 7.13) and so are not given

here.

7.17 Vertical to horizontal spectral ratio (Simultaneous)

(y = log qi = log utt,v(tmax)/SAh)

A major draw-back of the absolute acceleration ratioq or qs for practical purposes is that in an

earthquake the maximum ground or response accelerations in the vertical and horizontal direction

occur at different times.

Equations to predict the attenuation of vertical to horizontal simultaneous spectral ratio were

found. This ratio is defined as:qi = utt,v(tmax)/SAh; whereutt,v(t) is the vertical response

acceleration andtmax is the time as which the maximum horizontal response acceleration occurs.

This ratio gives the size of the vertical accelerations which need to be withstood at the time of the

design maximum horizontal acceleration.

The natural period of a structure in the vertical direction is usually different than that in the

horizontal direction therefore these ratios,Qi, were found for all combinations of vertical and hori-

zontal natural period, i.e.46× 46 = 2116. Due to lack of space the actual coefficients are only be

given for equal vertical and horizontal period (see Table E.8).

As for the absolute ratio, for some periods the magnitude coefficient is significant, for some the

distance coefficient is significant but for most neither are significant. Therefore it was decided to

simply provide the mean of the logarithms and the standard error.

Table E.8 lists the means and standard deviations for all earthquakes, normal, thrust and strike-

slip and European earthquakes separately. No site coefficients were derived for the reasons given in

Section 7.5.

The predictedqi for the all earthquakes and for each of the separate mechanism (normal, thrust

and strike-slip) shows that the ratios are almost the same for each type of faulting except for normal

faulting (Figure 7.25). The results for normal mechanism earthquakes are based on only15 records;

it is difficult to base conclusions on such a small number of records so more records are required
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(a)Ms = 6, d = 5km (b) Ms = 6, d = 15km

(c) Ms = 7.5, d = 5km (d) Ms = 7.5, d = 15km

Fig. 7.23: Comparison of predicted vertical to horizontal spectral ratios using coefficients given in

Table E.7 (solid lines) and those predicted using the equations of Ambraseys & Simpson

(1996) (dashed lines) forMs = 6, 7.5 andd = 5, 15 km for different source mechanisms.
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(a)Ms = 6 (Mw = 6.1), d = 5km (b) Ms = 6 (Mw = 6.1), d = 15km

(c) Ms = 7.5 (Mw = 7.5), d = 5km (d) Ms = 7.5 (Mw = 7.5), d = 15km

Fig. 7.24: Comparison of predicted vertical to horizontal spectral ratios using coefficients given

in Table E.7 (solid lines) and those predicted using the equations of Campbell & Bo-

zorgnia (2000) (dashed lines) forMs = 6, 7.5 andd = 5, 15 km (corresponding to

Mw = 6.1, 7.5 using equation (2) of Ekström & Dziewonski (1988)) for different source

mechanisms. The equation of Campbell & Bozorgnia (2000), for the ratio of uncorrected

vertical PGA to horizontal PGA, is plotted for Holocene soil assuming a vertical rupture

plane and depth to top of seismogenic zone of3 km.
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from normal earthquakes to check this finding. As Figure 7.25 shows the simultaneous ratios,qi,

are much less than the absolute ratios,qs, especially for short periods. Also it can be seen that the

ratios are roughly independent of period.
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Fig. 7.25: Predicted vertical to horizontal spectral ratio,qs = SAv/SAh (top set of curves) and

simultaneous ratio,qi = Rv(tmax)/SAh for different types of faulting. All earthquakes

(solid line), normal (dashed line), thrust (dotted line) and strike-slip (dash-dotted line).

Figure 7.26 shows the predicted vertical to horizontal simultaneous spectral ratio,Qi, for all

combinations ofTh andTv. Figure 7.27 shows the standard deviations2 of the regression.

For short vertical and long horizontal periods the simultaneous ratio,Qi, can reach about0.5 but

for most periods the ratio is less than about0.2 (Figure 7.26). The standard error is much higher than

for the absolute ratio and it is roughly independent of period and equal to about0.6 (Figure 7.27).

Why there are much higher standard errors at certain, seemingly random, combinations of periods

is not known.

7.18 Vertical to horizontal maximum absolute input energy ratio (y = log qe = log Iv/Ih)

Table E.9 lists the means and standard deviations for all earthquakes, normal, thrust and strike-slip

and European earthquakes separately. No site coefficients were derived for the reasons given in

Section 7.5.

Figure 7.28 shows the predicted ratio,qe, for all earthquakes and considering the three source

mechanisms separately. As for the response spectral equations only predicted ratios for normal

mechanism earthquakes are different than those for other types of faulting, although this may be

2 This the the standard deviations of the logarithms.
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Fig. 7.26: Predicted vertical to horizontal simultaneous spectral ratio,Qi = Rv(tmax)/SAh.

due to a small number of records from normal earthquakes. Figure 7.28 shows that even for short

periods vertical ground motions contain much less energy than horizontal ground motions.

7.19 Validation of models

Once a regression model is derived it is important to validate it, i.e. to check that the predictions it

gives are not biased and are adequate over the entire dataspace (Snee, 1977; Weisburg, 1985).

7.19.1 Examination of residuals

It is important in regression analysis to examine graphs of the residuals against the independent

variables and also against the predictions made using the equation. Such graphs should show no

obvious trends due to non-constant variance, errors in calculation or because higher order terms

in the independent variables were not included (Draper & Smith, 1981, Chapter 3). Residuals are

defined as:

εi = yobserved
i − ypredicted

i (7.8)

wherey is the dependent variable.

Figures 7.29 and 7.30 show the residuals against the independent variables, magnitude and dis-

tance, and the dependent variable, logarithm of acceleration, for horizontal and vertical PGA and

spectral acceleration at0.2 s, 0.5 s and1 s. The residuals for records with associated site categories

are taken with respect to the final equation and those with unknown site categories are taken with
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Fig. 7.27: Standard error of prediction,σ, of vertical to horizontal simultaneous spectral ratio,Qi =

Rv(tmax)/SAh.

respect to the equation derived in the first step where site conditions are not considered. They do not

show any obvious trends although there is evidence that ground motions for large magnitude earth-

quakes could be overestimated by the equations derived here. This however is based on only four

records (two records from the Kocaeli earthquake and two records from the Chi-Chi earthquake)

and so may not be a general feature of large earthquakes.

The residuals for the other equations derived in this chapter were examined and similar features

were observed. Because of lack of space they are not presented here.

Overall the equations derived in this chapter seem to be unbiased for the entire dataspace.
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7.19.2 Use of a validation set

One attractive method for the validation of a regression model, whenever large amounts of data are

available, is to check that the equation derived using a construction set gives predictions close to the

observations in a validation set, which were not used to derive the equation (Snee, 1977; Weisburg,

1985).

Here this is difficult because all the near-field data, available at the time, fulfilling the criteria in

Chapter 5 are used as the construction set to derive the equations. However, since the equations were

derived 45 records, that fulfil the criteria have become available; 43 from the Chi-Chi earthquake

(20/9/1999) and two from other earthquakes. To supplement this small, poorly distributed validation

set, the free-field criteria were relaxed and records from dam-related free-field sites (7 records) and

structure-related free-field sites (32 records) added to the validation set. This gives a further 39

mainly triaxial3 records from 11 earthquakes. In total there are 84 records from 14 earthquakes in

the validation set (Table D.2). The distribution of this set with site category is: very soft soil (L),

0 records; soft soil (S), 19 records; stiff soil (A), 3 records; rock (R), 7 records and unknown, 55

records. The distribution of this set in terms of source mechanism is: normal (N), 2 earthquakes, 2

records; thrust (T), 6 earthquakes, 64 records and strike-slip (S), 6 earthquakes, 18 records. As can

be seen this validation set is not well distributed, the vast majority of the records come from thrust

earthquakes and also for most there is no local site information.

For each record in the validation set the residual was calculated (using Equation 7.8) with re-

spect to the derived attenuation relations. The residuals for records with known site categories are

taken with respect to the final equation and those with unknown site categories with respect to the

equation derived in the first step where site conditions are not considered. The mean and standard

deviations of these residuals are computed for horizontal and vertical PGA and spectral accelera-

tion. The mean of these residuals gives the bias of the equation, negative values mean the equa-

tion over predicts ground motion on average and positive values mean the equation under predicts

ground motion on average. Figure 7.31 show these means and standard derivations against period.

Figure 7.31 shows that the equations significantly over predict the near-field ground motion in the

validation set especially for short periods (T < 1 s). Examining the plots of the individual residuals

(not shown) revealed that two groups of records were significantly over estimated by the near-field

equations. The first group consisted of the 11 records from the Morgan Hill earthquake (24/4/1984)

recorded on the ground floor of large buildings in San Jose (Town Park Towers, 10 storeys, Great

Western Savings, 10 storeys, and Commercial Building Gardens, 13 storeys). The short-period

ground motions of records from large buildings are likely to have been reduced by soil-structure

interaction and therefore they were removed from the validation set. The second group were the

3 13 of these records have only one or two components.
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43 records from the Chi-Chi earthquake (20/9/1999) which was the largest earthquake,Ms = 7.6,

in the validation set. As was suggested by the residual plots (Section 7.19.1) the derived near-field

equations seem to over predict ground motions from large magnitude earthquakes probably due to

the lack of a magnitude saturation term, such as−b4M2, used by for example Booreet al. (1993).

Therefore the records from the Chi-Chi earthquake are also removed from the validation set and the

means and standard deviations re-computed using the small validation set of 29 records (see Fig-

ure 7.31). Figure 7.31 shows that once these records are removed the derived near-field equations

predict the ground motions in the validation set reasonably well, i.e. the bias is almost zero. The

standard deviations of the residuals is similar to that derived using the construction set.

In conclusion, the validation set technique is a powerful method for checking derived attenua-

tion relations. This technique has shown that the equations derived in this chapter for the prediction

of strong ground motion in the near-field of moderate to large earthquakes show no obvious bias

except for very large magnitudes (Ms & 7.6) where the equations tend to over predict ground

motion especially for short periods. This problem possibly can be addressed by using a term to

account for nonlinear scaling of accelerations with magnitude such as employed by, for example,

Booreet al. (1993). Use of a validation set also shows the importance of soil-structure interaction

for significantly reducing short-period ground motion.
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Fig. 7.31: Bias in horizontal and vertical PGA and spectral acceleration equations found by using

validation set (both complete validation set and limited validation set). Dots are means

of residuals and bars are the standard deviations of residuals with respect to the derived

near-field attenuation relations.



8. THE SIZE AND CAUSES OF INACCURACIES IN GROUND MOTION

PREDICTION

8.1 Uncertainties in attenuation relations

The uncertainty in strong-motion estimates, expressed as a factor of±1 standard deviation1, has

not decreased over the past thirty years and is usually between1.5 and2 (Figure 8.1).

During this time the quantity and quality of data used has increased (see Sections 3.3 & 3.4).

Further, the number of records used has no effect on the uncertainty associated with the attenua-

tion equation (Figure 8.2). Although the uncertainty in attenuation relations has not significantly

decreased with increasing observations the median ground motion becomes more precisely defined

because the standard deviation of the mean is inversely proportional to
√
n, wheren is the number

of records (e.g. Moroney, 1990). This improvement in the precision of the median ground motion

is demonstrated by the close agreement between predicted ground motions using recent attenuation

relations (e.g. Ambraseyset al., 1996; Abrahamson & Shedlock, 1997).

The functional form of the attenuation equation has also become much more complicated (see

Sections 3.6, 3.7 & 3.8) and regression techniques have become more complex (see Section 3.9).

The number of coefficients derived during the analysis, which is directly related to the complexity

of the equation, does not reduce the associated uncertainty, as shown by Figure 8.3.

This lower limit on the uncertainty associated with attenuation relations is assessed in this chap-

ter using a technique which does not involve regression or an assumed functional form. The possible

reasons why there is a limit on the attainable accuracy of strong-motion attenuation relations ex-

ists and some improvements which may increase the predictive power of such equations are then

discussed.

1 Sometimes this is known as geometric spread.
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8.2 Causes of scatter

The derivation of attenuation relations is an observational study rather than an experimental study

and hence the independent variables used cannot be controlled, only measured. Such measurement

is often imprecise which introduces some of the uncertainty into the final equation (see Section 8.4).

Another source of scatter is the use of inappropriate independent variables, such as distance mea-

sures or site categories, which cannot adequately model differences in recorded ground motion (see

Section 8.4). However the major reason for the scatter in attenuation relations is that many factors

which are thought to affect strong ground motions are not included in the equation, often because

they cannot be precisely measured or because adequate data does not exist for the records used.

The factors affecting strong ground motion are shown to be numerous and complex in Chapter 2

whereas Chapter 3 shows that current attenuation relations do not model many of these factors or if

factors are modelled then simple functional forms are used. The absence of important factors and

the inadequacy of the functional forms used is the main cause of scatter; this is known as modelling

uncertainty (Toroet al., 1997).

8.3 Pure error

Draper & Smith (1981, pp. 33–42) discuss the idea of ‘pure error’ which gives the upper bound

on the accuracy which equations obtained by regression can achieve; its estimation requires ‘repeat

runs’, where the independent parameters are the same. Then the pure error is simply the best

estimate of the unbiased population standard deviation (i.e. standard deviation with then/(n − 1)

correction factor),σ, of the dependent parameter for each repeat run. Simple attenuation relations

would predict the same ground motions for the same magnitude earthquake recorded at the same

distance, therefore comparing two or more such ground motions would yield the pure error.

Obviously in earthquake seismology2 there are no repeat runs, therefore ‘approximate repeats’

need to be used to compute the pure error in a set of records. For this study the data space is

divided into 2 km by 0.2 Ms unit intervals and the records within each bin are assumed to be

approximate repeats. This interval size was used because it is thought to be a good balance between

a smaller interval where ground motions should be more similar but there are too few records to give

a reliable mean and standard deviation, and a larger interval where there are enough records to give

a reliable mean and standard deviation but the ground motion variation could be due to differences

in distance and magnitude. Pure error analysis assumes that the explanatory variables (hereMs, d

and site category) are accurately measured as does regression analysis, used for the derivation of

strong-motion attenuation relations, and so no further assumption is made in this study, over that

which is assumed by previous studies on attenuation relations.

2 Explosions fired at test sites approximate to repeat runs for travel time studies.
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This concept can be taken further by removing the scatter which can be explained by more

independent parameters, such as soil type (see Section 8.3.4), focal mechanism and focal depth,

by dividing the observations into more categories. As more parameters are included the number of

records which are rough repeats decreases significantly and hence the reliability of such estimates

of pure error decreases.

Pure error analysis provides the lower bound on the standard deviation possible by fitting any

functional form, no matter how complex, to the data and so shows how much improvement in the

accuracy of ground motion estimation is possible using the current data.

In this study discussion is limited to the scatter associated with peak ground acceleration (PGA)

and spectral acceleration (SA) for natural periods,0.2, 0.5 and1 s at5% damping using the largest

horizontal component and vertical component of each record. The characteristics of the data used

are given in Section 5.2.

8.3.1 Acceleration dependent uncertainty (Distribution of errors)

All previously published attenuation relations, except those by Bolt & Abrahamson (1982) and

Brillinger & Preisler (1984), have assumed the errors are proportional to the size of the ground

motion (even if this is not explicitly stated) and hence have taken the logarithm of the recorded

ground motion, see for example Draper & Smith (1981, pp. 237–238). Donovan & Bornstein

(1978), Campbell (1997) and others show evidence, that once the regression analysis has been

preformed, the uncertainty depends on the size of the ground motion (larger ground motions are

associated with smaller uncertainty than smaller ground motions) even after taking the logarithm.

If this dependence of uncertainty on the amplitude of the ground motion is significant then it means

that logarithmic transformation is not correct (Draper & Smith, 1981, pp. 237–238). Donovan &

Bornstein (1978), Campbell (1997) and others have first assumed that strong-motion amplitudes

are lognormally distributed and following regression analysis this basic assumption is tested by

inspection of the residuals. However, such a technique may be biased into yielding residuals which

appear lognormally distributed when in fact they are not; a point noted by Campbell (1985).

Non-linearity of site response is suggested as a possible reason for acceleration dependent un-

certainty because local site conditions will amplify strong ground motions less than weak ground

motions and so differences in ground motions on different sites will be less for stronger ground

motions (Donovan & Bornstein, 1978).

The hypothesis that errors are proportional to ground motions, and so the logarithmic transfor-

mation is justified, can be tested with pure error analysis. Within each magnitude-distance interval

the mean,η, and unbiased standard deviation,σ, of the untransformed ground motion (PGA and

SA) was calculated using the maximum-likelihood method (Spudichet al., 1999, p. 1170). Fig-
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ures 8.4(a) to 8.4(d) show the coefficient of variation,V = 100σ/η, againstη for horizontal PGA

and SA for the three periods. Ifσ is proportional toη then these graphs should show no trend

with increasing ground motion. A linear equationV = α + βη was fitted to each of these graphs

and is also shown on these graphs. In the captionsα, β, their 95% confidence intervals, standard

deviation, the computed and critical Student’st value forβ = 0 for 5% significance level and the

degrees of freedom are given.β is not significantly different than zero for PGA or any of the three

periods because computedt is not bigger than criticalt.
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(a) PGA.α = 43.62 ± 4.38, β = 1.24 ± 2.20, σ =

26.43 andt(β) = 1.11.
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(b) SA atT = 0.2s. α = 51.31 ± 4.65, β = 0.30 ±

1.01, σ = 28.31 andt(β) = 0.59.
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(c) SA atT = 0.5s. α = 58.93±5.15, β = −1.11±

1.40, σ = 32.09 andt(β) = 1.57.
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(d) SA atT = 1.0s. α = 56.74±4.95, β = −0.65±

2.20, σ = 32.24 andt(β) = 0.58.

Fig. 8.4: Coefficient of variation,V , against mean ground motion,η, for horizontal peak ground ac-

celeration and horizontal spectral acceleration atT = 0.2, 0.5 and1.0 s and the computed

statistics of the least squares lines. Criticalt = 1.97 and degrees of freedom= 306.

Figures 8.5(a) to 8.5(d) show the coefficient of variation,V , againstη for vertical PGA and SA

for the three periods. There seems to be a significantincreasein the scatter for increasing ground

motion for vertical PGA but this is mainly due to the large coefficient of variation,V = 135, of the

bin with the largest mean,η = 9.8 ms−2, in the data, therefore it is probably not significant. For
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SA none of the periods show significant trends.
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(a) PGA.α = 39.64 ± 3.55, β = 3.38 ± 2.66, σ =

25.36 andt(β) = 2.50.
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(b) SA atT = 0.2s. α = 45.36 ± 4.02, β = 1.46 ±

1.79, σ = 27.00 andt(β) = 1.60.
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(c) SA atT = 0.5s. α = 47.00±4.75, β = −0.04±

4.00, σ = 29.47 andt(β) = 0.02.
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(d) SA atT = 1.0s. α = 49.57±4.60, β = −1.40±

6.09, σ = 29.44 andt(β) = 0.45.

Fig. 8.5: Coefficient of variation,V , against mean ground motion,η, for vertical peak ground ac-

celeration and vertical spectral acceleration atT = 0.2, 0.5 and1.0 s and the computed

statistics of the least squares lines. Criticalt = 1.97 and degrees of freedom= 306.

Thus the hypothesis that the scatter associated with measured ground motion is proportional to

the amplitude of the ground motion cannot be rejected, so the logarithmic transformation is justified.

8.3.2 Magnitude-dependent uncertainty

Youngset al. (1995), Campbell (1997) and others have found that the computed standard devia-

tions associated with their attenuation relations are magnitude dependent. However such a pattern

in the residuals of regression analysis means that the analysis needs to be repeated using weighted

least squares or preliminary transformation on the dependent variable and the regression analysis

reperformed (e.g. Draper & Smith, 1981, pp. 112–115, p. 148). The other problem with apply-

ing regression analysis to examine this question is that a functional form must be assumed. The
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hypothesis that uncertainty depends on magnitude was tested using pure error analysis by plotting

V against meanMs of the interval, see Figures 8.6(a) to 8.6(d) for horizontal ground motion and

Figures 8.7(a) to 8.7(d) for vertical ground motion. The fitted line coefficients show that there is

a decrease in error with increasingMs and thet test shows that the hypothesis that the error is

independent ofMs can be rejected at the5% significance level.

To check that the statistically significant dependence ofV onMs was not simply due to the

distribution of records in the dataset a series of Monte Carlo simulations were conducted. Using the

most appropriate attenuation relationship for this data, that of Ambraseyset al.(1996), and its asso-

ciated magnitude-independent standard deviation,0.25 in logarithmic terms, 100 simulated datasets

of 1484 horizontal PGA values, with the same magnitude, distance and site category distribution as

the true dataset, were generated. This attenuation relation is believe to be the most appropriate for

the data used here because Ambraseyset al.(1996) useMs, their records cover a similar magnitude

and distance range as used here and their records come from a similar geographical region to those

used here. Where site conditions are unknown they are assumed to have stiff soil. The pure error

analysis was applied to each of the simulated datasets. None of these datasets showed a significant

decrease ofV with Ms and eight showed a significant increase. For horizontal SA at0.2 s, no

simulated dataset showed a significant decrease ofV with Ms and 14 showed a significant increase

and for horizontal SA at0.5 s and1.0 s no simulated dataset showed a significant decrease ofV

with Ms and 16 showed a significant increase. Therefore the statistically significant dependence of

observedV onMs is probably real and is not due to the distribution of the data withMs.

Nonlinear site response for large amplitude ground motions (which are more likely to come

from large magnitude earthquakes than small magnitude earthquakes) would mean a reduction in

amplifications due to local site conditions and hence less differences between sites. To test this hy-

pothesis, the only bins used in the analysis are those with mean ground motions,η, below a threshold

ground-motion level at which nonlinear response may become significant. Tables 8.1(a) to 8.1(d)

giveβ, t(β), critical t and the number of bins used for horizontal PGA and SA for this experiment.

These results show that nonlinear soil behaviour may account for some of the observed decrease

in scatter with increasing magnitude because if only weak motion, e.g.≤ 0.5 ms−2 [≤ 0.05 g],

is included then the observed decrease is not significant at the5% level for PGA and SA at0.2 s.

However, it is probably not the only reason for the observed decrease in scatter with increasing

magnitude. A similar conclusion was reached by Youngset al. (1995). Also since scatter is not

found to be significantly dependent on amplitude, nonlinear soil behaviour is unlikely to be a major

cause of the decrease in scatter with increasing magnitude because it would be apparent in plots

such as Figures 8.4(a) to 8.4(d).

Seekins & Hanks (1978) find an increase with decreasing magnitude in the standard deviations

of PGAs from a number of different sites at similar distances from aftershocks of the Oroville
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(a) PGA.α = 67.34 ± 14.35, β = −3.54 ± 2.27,

σ = 26.08 andt(β) = 3.07.
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(b) SA at T = 0.2s. α = 83.19 ± 15.17, β =

−4.99± 2.40, σ = 27.58 andt(β) = 4.09.
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(c) SA at T = 0.5s. α = 102.39 ± 16.90, β =

−7.50± 2.67, σ = 30.73 andt(β) = 5.52.
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(d) SA at T = 1.0s. α = 94.87 ± 17.17, β =

−6.32± 2.72, σ = 31.21 andt(β) = 4.58.

Fig. 8.6: Coefficient of variation,V , againstMs for horizontal peak ground acceleration and hor-

izontal spectral acceleration atT = 0.2, 0.5 and1.0 s and the computed statistics of the

least squares lines. Criticalt = 1.97 and degrees of freedom= 306.

earthquake with magnitudes3 ≤ ML ≤ 5. They suggested that this is because increased elastic

scattering of amplitudes, attendant to a shift to higher predominant frequencies with decreasing

magnitude. This results in increased numerical scatter about the mean value as magnitude decreases.

This possible explanation for magnitude dependence of PGA scatter cannot explain the observed

magnitude-dependent uncertainty of spectral acceleration because SA is a narrow-band measure

which is not affected by a shift in predominant frequency of the ground motion.

The duration of strong ground motion at a site roughly increases with magnitude. Using random

vibration theory the variability of the peak values of a stationary signal decreases with increasing

duration; Youngset al. (1995) suggest this may explain some of the observed magnitude depen-

dence.

Youngset al. (1995) find evidence that the range of stress drops decreases as magnitude in-
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(a) PGA.α = 60.66 ± 13.94, β = −2.96 ± 2.20,

σ = 25.33 andt(β) = 2.64.
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(b) SA at T = 0.2s. α = 76.82 ± 14.53, β =

−4.74± 2.30, σ = 26.41 andt(β) = 4.05.
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(c) SA atT = 0.5s.α = 91.69±15.37, β = −7.23±

2.43, σ = 27.95 andt(β) = 5.85.
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(d) SA at T = 1.0s. α = 79.05 ± 15.83, β =

−4.88± 2.50, σ = 28.77 andt(β) = 3.84.

Fig. 8.7: Coefficient of variation,V , againstMs for vertical peak ground acceleration and vertical

spectral acceleration atT = 0.2, 0.5 and1.0 s and the computed statistics of the least

squares lines. Criticalt = 1.97 and degrees of freedom= 306.

creases and as stress drop scales high-frequency ground-motion amplitudes Youngset al. (1995)

believe this could explain some of the observed reduction in scatter with increasing magnitude.

One likely reason for some of the apparent decrease in scatter for larger magnitudes is that the

independent variables of large magnitude earthquakes are better determined than those of small

magnitude earthquakes. This is partly because small earthquakes are not usually studied in detail

because of their low significance for hazard analysis and partly because of the lack of high-quality

data to accurately determine the necessary independent parameters. However, Abrahamson (1988)

finds magnitude dependence for PGAs recorded at the dense SMART 1 array in Taiwan without

using the magnitude or distance of the earthquakes. Therefore the observed decrease in scatter

cannot be completely attributed to larger errors in the measurement of magnitude and distance for

smaller earthquakes.
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Max. (ms−2) Bins β t Critical t

0.5 50 −0.33 0.12 2.01

1 151 −4.28 2.88 1.98

2 240 −3.59 2.84 1.97

5 296 −3.65 3.12 1.97

(a) PGA.

Max. (ms−2) Bins β t Critical t

0.5 76 −2.35 1.17 1.99

1 152 −4.92 3.56 1.98

2 242 −5.12 4.22 1.97

5 293 −5.09 4.41 1.97

(b) SA atT = 0.2s

Max. (ms−2) Bins β t Critical t

0.5 125 −9.81 5.18 1.98

1 219 −7.88 5.92 1.97

2 282 −7.58 6.03 1.97

5 305 −7.21 5.82 1.97

(c) SA atT = 0.5s

Max. (ms−2) Bins β t Critical t

0.5 188 −5.23 3.12 1.97

1 268 −4.90 3.62 1.97

2 297 −4.90 3.80 1.97

5 306 −4.88 3.84 1.97

(d) SA atT = 1.0s

Tab. 8.1: Computed statistics of least squares lines ofV = α + βMs fitted to data using only bins

with mean ground motion,η, less than or equal to given threshold (Max.) for horizontal

PGA and SA for0.2, 0.5 and1 s at5% damping.

8.3.3 Uncertainty using magnitude and distance

Figures 8.8(a) to 8.8(d) show the pure error,σ, of the logarithm of horizontal PGA and SA at the

three choices of natural period,against magnitude and distance. These graphs show that the pure

error associated with PGA is about0.2 for stronger ground motion (i.e. large magnitude and short

distance) which is equivalent to a factor of1.6 in terms of±1 standard deviation. This uncertainty

is about the same as that obtained in attenuation relations, showing that current models are about

as accurate as possible, without the introduction of more independent parameters. Also note that

weaker motion (i.e. low magnitude or long distance) is associated with greater uncertainty, about

0.4. Greater uncertainties are often found for attenuation studies using only weaker motion for

their derivation (e.g. Smit, 1998), which is supported by the results obtained here. Attenuation re-

lations derived using weaker motion to supplement the few data from earthquakes with engineering

significance may thus overestimate the true uncertainty.

Spectral acceleration shows increasing uncertainty with period, as is expected, and the differ-

ence between the pure error associated with weaker motion compared with stronger motion in-

creases with increasing period.

Figures 8.9(a) to 8.9(d) show similar results for vertical PGA and SA as for horizontal PGA and

SA.

The results are almost identical if the correlation of motions within each bin from the same

earthquake is neglected, i.e. the normal mean and standard deviation are computed rather than
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(a) PGA.
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(b) SA atT = 0.2s.
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(c) SA atT = 0.5s.
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(d) SA atT = 1.0s.

Fig. 8.8: Pure error of logarithm of recorded ground motion,σ, for horizontal peak ground acceler-

ation and horizontal spectral acceleration atT = 0.2, 0.5 and1.0 s.
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(a) PGA.
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(b) SA atT = 0.2s.
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(c) SA atT = 0.5s.
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(d) SA atT = 1.0s.

Fig. 8.9: Pure error of logarithm of recorded ground motion,σ, for vertical peak ground acceleration

and vertical spectral acceleration atT = 0.2, 0.5 and1.0 s.
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the maximum-likelihood values. This is because most bins either contain records from only a

single earthquake or only single records from many earthquakes; the maximum-likelihood mean and

standard deviation are then equal to the normal mean and standard deviation. For large magnitudes

the pure error shown in the figures is based on only a few earthquakes therefore the error may be

only the intra-earthquake component rather than the combined intra- and inter-earthquake scatter.

The analysis was repeated but using only one randomly chosen record from each earthquake in each

interval thus the inter-earthquake uncertainty is found. It is found that the estimate of pure error

using this method is only slightly greater than that using all records.

One possible cause for the increase in scatter at large distances are differences in scattering

properties of the crust in different regions of the Earth. Suhadolc & Chiaruttini (1987) believe

differences in crustal structure are a major cause of the observed scatter in attenuation relations.

Some of the apparent scatter in this study is due to the use of ‘approximate repeats’ rather than

true ‘repeat runs’. To get an estimate of the apparent pure error simply due to the small differences

in distance (up to2 km) and magnitude (up to0.2 units) of records in each bin the PGA attenuation

relation of Ambraseyset al. (1996) is used. Using this attenuation relation median PGA values

are found for the same magnitude, distance and site category points as the original data. Then

the apparent pure error due simply to the coarseness of the bins used is found by repeating the

pure error analysis using the simulated data. The largest standard deviation of the logarithm of the

ground motion within a magnitude-distance interval due to the binning procedure was0.12 but the

mean standard deviation was only0.03. Therefore almost all of the pure error found is due to the

real variability of ground motions and not due to the ‘approximate repeats’ assumption.

8.3.4 Uncertainty using magnitude, distance and site category

Local site response has an important effect on the ground motion recorded at a site and is usually

incorporated into attenuation relations (see Section 3.8). The analysis is repeated separately for

each site category so that the scatter caused by local site conditions, as modelled by attenuation

relations, is removed.

Figures 8.10(a) to 8.10(d) show graphs of the pure error for the stiff soil category,σA, against

the pure error estimate for the same interval neglecting the site category,σT , for horizontal PGA

and SA. As can be seen there is a slight reduction in the pure error but it is still large. Fig-

ure 8.11(a) to 8.11(d) show similar graphs for vertical PGA and SA and also demonstrate only

a limited reduction in the pure error when crude site classification is used. Similar small reductions

occur for soft soil and rock categories although both these categories have less available data and

are not shown here.

The apparent unimportance of local site conditions for reducing the uncertainty associated with
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(a) PGA.
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(b) SA atT = 0.2s.
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(c) SA atT = 0.5s.
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(d) SA atT = 1.0s.

Fig. 8.10: Pure error of logarithm of recorded ground motion for stiff soil sites,σA, against pure

error for all sites,σT , for horizontal peak ground acceleration and horizontal spectral

acceleration atT = 0.2, 0.5 and1.0 s. Dashed line isσA = σT and so if points plot below

this line there is a reduction in pure error due to the inclusion of crude site classifications.
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(a) PGA.
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(b) SA atT = 0.2s.
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(c) SA atT = 0.5s.
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(d) SA atT = 1.0s.

Fig. 8.11: Pure error of logarithm of recorded ground motion for stiff soil sites,σA, against pure

error for all sites,σT , for vertical peak ground acceleration and vertical spectral acceler-

ation atT = 0.2, 0.5 and1.0 s. Dashed line isσA = σT and so if points plot below this

line there is a reduction in pure error due to the inclusion of crude site classifications.
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attenuation relations is not because the soil does not affect the ground motion but because of the

crude site categories currently used. Better characterisation of the local site conditions needs to

be used if the uncertainty in attenuation relations is to be significantly reduced. As a consequence

reliable geotechnical parameters of the local site conditions are required which are not available for

many accelerograph stations.

8.3.5 Previous studies

Abrahamson (1988) assumes that the variations in PGAs observed across the SMART 1 array are

due to near-receiver scattering. This assumption is made because the source, travel-path and local

site conditions for records in the dense array are almost equal and therefore the variation cannot be

attributed to these effects. Abrahamson (1988) refers to this source as ‘inherent’ uncertainty which

cannot be reduced through better modelling. This ‘inherent’ uncertainty ranges from a factor of

1.43 for M = 4 to 1.19 for M = 7.8 and so is much less than the observed uncertainty found

here. Therefore the uncertainty in attenuation relations can be significantly reduced through better

modelling of the source, travel-path and local site conditions. Abrahamson (1988) deals only with

PGA which is a short period measure and hence is more likely to be affected by near-receiver

scattering than longer period measures, therefore ‘inherent’ uncertainty of longer period ground

motions is likely to be lower than for PGA.

McCann Jr. & Boore (1983) study ground motions from the San Fernando earthquake within

three circles of0.5 km radius, to assess uncertainty due entirely to local site effects, including those

of the buildings, and find a standard deviation equivalent to a factor of up to1.3 for PGA. Therefore

the uncertainties in predictions made using PGA attenuation relations could be reduced by a factor

of about1.3 by accurately modelling local site effects. However, Leeet al. (1998) examine the

residuals from attenuation relationships to find the relative contribution to the scatter of source/path

and site effects. They find that for PGA (a high frequency measure) the possible reduction from

using a more sophisticated method to characterise the site rather than simple soil/rock categories is

small (about a4% reduction in standard deviation). They find that for spectral acceleration at3 s

period and5% damping the reduction is greater (about11% in standard deviation). This shows that

site effects are not that important in reducing the standard deviation although they note that this is

for a small sample in southern California.

8.3.6 Weighted least-squares method

Pure error analysis gives estimates of the uncertainty in the ground motion which can be used in the

weighting matrix for regression analysis rather than using, as Campbell (1997) does, a weighting

matrix based on how many records occurred in a particular distance range. Weighting the regres-
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sion analysis in this way should remove unwanted trends in the residuals (the recorded minus the

predicted ground motion) (e.g. Draper & Smith, 1981, pp. 112–115).

8.3.7 Conclusions

The main conclusions from this work are given below.

• The hypothesis in almost all attenuation relations that the error is proportional to the size of

the ground motion cannot be rejected at the5% significance level for both horizontal and

vertical PGA and SA for5% damping.

• There is a dependence, significant at the5% level, of error onMs for both horizontal and

vertical PGA and SA for5% damping; larger magnitude earthquakes are associated with

smaller errors than smaller earthquakes.

• Current uncertainties in attenuation relations are about the best achievable without including

more independent parameters.

Therefore to significantly reduce the standard deviation associated with attenuation relations

more independent variables must be incorporated into the equation. There are three types of inde-

pendent parameter: firstly those which can be known exactly before an earthquake occurs; secondly

those which can be estimated before an earthquake occurs; and thirdly those which cannot be known

before an earthquake occurs. If an important independent parameter cannot be measured after an

earthquake or assessed before an earthquake then a proxy variable could be used instead.

The first type of variable, mainly local site conditions, can be measured at the site of interest

and will not change significantly over time; these can and should be incorporated into attenuation

relationships if they can be assessed reliably.

The second type of variable includes such parameters as focal mechanism and focal depth which

possibly can be estimated using data from previous earthquakes in the region and seismological and

geological information; these should be included in the equation if the design engineer considers a

range of values for each parameter.

The third type of variable includes such factors as direction of rupture and distribution of slip

along the fault which at present are impossible to predict before an earthquake occurs. If such pa-

rameters are introduced into the equation then there will be additional parametric uncertainty which

represents the uncertainty in values of the model’s source, path and site parameters for future earth-

quakes (Toroet al., 1997). Therefore some modelling uncertainty will be transferred to parametric

uncertainty but the total uncertainty will not change (Toroet al., 1997). Including these factors into

the model requires a large amount of data so that the coefficients associated with the parameters

are precisely defined. The inclusion of many factors would also make the equation complex to use.
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However, not including factors which are thought to have a large effect on ground motion but can-

not be predicted before an earthquake will obviously lead to a large standard deviation and could

also lead to biased predictions of the median ground motion. If many of the records are from a

particular combination of these unmodelledand unknownfactors then the equation should only be

used for the prediction of ground motion from sources, travel-paths and sites with that combination

of unmodelledand unknownfactors. If the number of observations used to determine the equation

is large enough the spread of different combinations could mean this possible bias will not occur.

All independent parameters to be included in equations for estimating future ground motions

should be judged using the four criteria listed below.

Measurability How easy is the independent parameter to measure for each record in the set used for

the derivation of the attenuation relation? If an independent parameter cannot be calculated

for all records then its use is obviously precluded.

Reliability How reliable and accurate are the estimates of the independent parameter? This is

linked to measurability. If estimates of the independent parameter are unreliable then conclu-

sions drawn from the derived equation and estimates of future ground motion made using the

equation will be associated with high uncertainty.

Usefulness How useful is the independent parameter in modelling variations in ground motions?

An equation should only include those parameters which are useful in modelling the observed

variations in ground motion otherwise the derived coefficients will not be stable.

Predictability How easy is the independent parameter to predict or estimate for future earthquakes?

If the independent parameters included in an equation cannot be to estimated, within a narrow

range, by the design engineer then modelling uncertainty is just transferred to parametric

uncertainty and the total uncertainty is unchanged.

8.4 Distance measures used in attenuation relations

This section discusses the previously proposed distance metrics with respect to the four criteria

given in Section 8.3.7.

Joyner & Boore (1981) state that the correct distance to use in attenuation relations is the dis-

tance from the origin of the actual wave, which produced the measurement of ground motion (for

example PGA orSA), to the station but this is difficult to determine for past earthquakes and im-

possible to predict for future earthquakes. To overcome this difficulty ten different measures have

been proposed to characterise the distance to the earthquake source:

Epicentral distance de: Distance to the epicentre of the earthquake, i.e. the distance to the horizon-

tal projection of the rupture’s starting point.
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Hypocentral distance dh: Distance to the hypocentre of the earthquake, i.e. the distance to the

rupture’s starting point.

Rupture centroid distance dc: Distance to the centroid of the rupture.

Centre-of-energy-release distance dE : Distance to a point on the fault rupture where energy con-

sidered to be concentrated (Crouseet al., 1988; Crouse, 1991).

Surface projection distance (also called Joyner-Boore or fault distance) df : Distance to the surface

projection of the rupture plane of the fault (Joyner & Boore, 1981); for a point within the

projectiondf = 0.

Surface projection distance with focal depth df,h: Distance to the projection of the rupture on a

plane at the focal depth.

Rupture distance (also called source or fault distance) dr: Distance to rupture surface.

Seismogenic distance ds: Distance to seismogenic rupture surface, assumes that the near-surface

rupture in sediments is non-seismogenic (Campbell, 1997).

Elliptical distance D or average site to rupture end distance ASRED: Half sum of the distances to

the extremities of the fault surface rupture (Bureau, 1978; Zhouet al., 1989), if no surface

rupture occurred then the projection of the top of the rupture should be used.

Equivalent hypocentral distance EHD: Distance from a virtual point source that provides the same

energy to the site as does a finite-size fault (Ohnoet al., 1993). Defined by:

1/EHD2 =
∑n

i=1M
2
0,iX

−2
i /

∑n
i=1M

2
0,i, wheren is the number of segments on the rup-

ture plane,M0,i is the seismic moment density on theith segment andXi is the distance

betweenith segment and site.

Idriss (1978) splits distance measurements into two groups: those measured to a point (de, dh,

dc anddE) and those measured to a line or surface (df , df,h, dr, ds, D andEHD). Some of these

distance measures obey inequalities:df ≤ dr ≤ ds (df = dr for vertical ruptures which reach the

surface and for points on the foot wall of ruptures which reach the surface) anddf ≤ de ≤ D. At

large distances from the source all measures become almost equal, thus at great distances which is

used is unimportant.

Figure 8.12 shows the contours of equal distance using the epicentral, surface projection, rup-

ture and elliptical distances from a fault of length50 km, width 20 km, dip 30◦ which reached

the surface, with the hypocentre at the bottom of the north eastern corner of the rupture. Only

these four different distances are plotted because hypocentral, surface projection with focal depth

and seismogenic distances all have similar characteristics to those contours for epicentral, surface
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projection and rupture distance respectively. Figure 8.12 shows the different assumptions, of how

ground motion attenuates with distance, made when different distance metrics are used.
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Fig. 8.12: Comparison of the contours of equal distance using four different distance measures for

a fault of length50 km, width 20 km, dip 30◦ (corresponding to an earthquake ofMw ≈

7.0 (Wells & Coppersmith, 1994)) which reached the surface, with the hypocentre at the

bottom of the north eastern corner of the rupture. Dotted box is the surface projection of

the rupture plane. Top left is for epicentral distance, top right is for surface projection

distance, bottom left is for rupture distance and bottom right is for elliptical distance.

8.4.1 Epicentral distance

This is the easiest distance measure to use because the epicentre is the location information given

for all earthquakes. There are two types of error in epicentre locations: absolute errors (bias) which

are systematic offsets caused by large scale earth structure and pseudorandom scatter which is the

scatter of locations of different earthquakes relative to each other (Pavlis, 1992). Pseudorandom

scatter has a number of causes: systematic errors due to inaccurate station coordinates, network

timing errors, or picking errors and inaccuracy in reading arrival times (Di Giovambattista & Barba,

1997), limited amounts of data and inadequate station distributions (Di Giovambattista & Barba,

1997), nonlinear effects because conventional earthquake location algorithms are based on a linear

approximation to a set of nonlinear equations, the interaction of errors in modelling travel times with

variations in the number and quality of arrivals recorded from different earthquakes and variations

in how errors in modelling travel times vary with position inside the Earth (Pavlis, 1992). In a well-
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maintained network accuracies due to systematic errors are negligible (Di Giovambattista & Barba,

1997).

Macroseismic determined epicentres can provide a check on instrumental determined epicentres

(Ambraseys, 2001). Ambraseys (2001) calculates the average distance shift in teleseismically-

determined epicentres to macroseismically-determined epicentres for 384 earthquakes with4.0 ≤

Ms ≤ 6.5 between 1918 and 1997 in the Eastern Mediterranean and the Middle East. It is found

that the average shift is61 km before 1940,23 km between 1940 and 1965 and13 km from 1965.

The location errors are smaller if data from local networks and region specific velocity models are

used.

Estimates of the effect of errors in epicentral locations on attenuation relations and their standard

deviations are found using a Monte Carlo simulation scheme. Firstly the effect of the difference

between the true and assumed epicentres on the distance associated with each record needs to be

found.

Let the true and assumed epicentres be a distanceε apart and assume a station is a distancer

from the true epicentre. Then the absolute error in the epicentral distance is given by

|
√
r2 − 2εr cos θ + ε2 − r |whereθ is the angle subtended between the line from the true epicentre

to the assumed epicentre and the line from the true epicentre and the station. This equation describes

the distribution of errors in epicentral distance with angle and hence is used to simulated realistic

errors in epicentral distances in the Monte Carlo simulation. Asr → ∞ the average error, if the

stations are distributed evenly withθ, tends to2ε/π. In fact this limiting value is reached rapidly;

for example forr = 2ε the average error taken over0 ≤ θ < 2π is within 1% of 2ε/π. Therefore

if the difference between the true and assumed epicentre is5 km the average error in epicentral

distance is about3.2 km although it will range from0 km to 5 km for particular pairs of stations.

If it is assumed that accelerographs are distributed uniformly in the region surrounding an earth-

quake then the distribution of epicentral distances for the set of strong-motion records of the earth-

quake will follow a linear probability distribution function (p.d.f.) . As accelerographs are usually

concentrated in areas of highest seismicity and are often in closely-spaced arrays the distribution is

not strictly linear. However for this Monte Carlo experiment the distances are assumed to follow a

linear p.d.f.

100 sets of data withn = 20, 50 and 100 points were randomly simulated forε = 0km

(no error in epicentre),ε = 5km andε = 10 km using the horizontal PGA attenuation relation

of Ambraseyset al. (1996) (standard deviation0.25) for rock sites usingMs = 5 and with true

epicentral distances between0 and50 km. This magnitude was chosen because earthquakes of the

size are effectively point sources (about1 km in length (Ambraseys & Jackson, 1998)), however,

the magnitude used is irrelevant to the analysis. The true epicentral distances were altered using the

incorrect epicentre andθ chosen from a uniform p.d.f. between0 and2π. New attenuation relations
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are derived using these sets of data with simulated errors in the epicentral distances assuming a

ground motion model:log y = a1 + a3 log
√
d2 + a2

5, i.e. the same form as used to simulate the

data without the magnitude dependence. Figure 8.13 shows the results of these experiments.

Figure 8.13 shows the dramatic effect errors in epicentral distances can have on the derived

attenuation relation especially for small numbers of observations. For example, with error in the

epicentre of10 km and 20 records from the earthquake the predicted accelerations from the derived

attenuation relations do not match the predicted accelerations from the equation used to simulate

the data for distances less than about50 km. As the number of records used increases to 50 the

derived curves match for distances greater than about30 km and for 100 records the curves match

for distances greater than about15 km. If there are few records from short distances and these dis-

tances are associated with a significant error then derived equation will not match the true variation

of the ground motion with distance in the near-source distance range. The lack of near-source data

even if the distances are known exactly can have a significant effect on the predicted ground mo-

tions for short distances, see Figure 8.13(a). The standard deviations of each derived attenuation

relation show only a small increase compared with the standard deviation of the original equation,

for example forε = 10 km andn = 20 the average increase in the associated uncertainty due to

the errors in the epicentral distances, in terms of±1 standard deviation, is only4%. This Monte

Carlo experiment only simulates records from one earthquake and assumes that the distribution

of stations is uniform throughout the region where the earthquake occurred so the true effect of

epicentral distance error is likely to be less than shown in Figure 8.13.

The use of epicentral distance in hazard analysis is for small earthquakes reasonably straight-

forward because easily available catalogues of previous epicentres can be used as the future sources

or if line or surface source zones are used then epicentres can be distributed on these source zones.

8.4.2 Hypocentral distance

Like epicentres, hypocentres are reported for most earthquakes but accurate measures of focal depth

are often difficult to obtain unless there is a good distribution of stations with distance from the

source (Gubbins, 1990). Most damaging earthquakes occur within a shallow region of the crust

(about the top30 km) and hencede anddh become equal at intermediate and large distances.

Accuracy of focal depths from waveform modelling of P and SH waveforms is about±4 km

for earthquakes withMs > 5.5 but focal depths determined by routine methods could be associated

with larger errors (Ambraseys, 2001). These errors in depth translate into errors in hypocentral

distances for records from short distances and hence increase the standard deviation of the derived

equation. Westaway & Smith (1989) assume error in hypocentral distances is3 km.

Since focal depth becomes less important as the size of the earthquake increases (because the
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Fig. 8.13: Predicted horizontal accelerations using simulated sets of data, withn points, with errors

in the epicentral distances ofε km (dotted curves) and predicted horizontal accelerations

given by equation of Ambraseyset al. (1996) forMs at rock sites (solid curves).
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earthquake ruptures the entire seismogenic layer) and because focal depths of small earthquakes,

for which depth is important, are likely to be associated with large errors, the use of hypocentral

distance in attenuation relations is unlikely to decrease the standard deviation of the final equation.

This conclusion is only valid for shallow crustal earthquakes.

The use of hypocentral distance in attenuation relations also means that further information

needs to be gathered, compared with distance measures that do not include depth, during hazard

assessment. However, available catalogues of previous earthquakes usually contain depth informa-

tion.

8.4.3 Rupture centroid distance

This distance measure requires an estimate of the dimensions of the rupture plane so that the cen-

troid can be defined and therefore the comments made in Section 8.4.5 on the difficult of defining

this plane are relevant. However, because it is measured to a point source uncertainties in defining

the exact location of the rupture plane will have less of an effect on rupture centroid distances than

for line or surface measures. Murrayet al. (1996) find that the centre of the rupture plane of the

Cape Mendocino earthquake (25/4/1992) is resolved to within about4 km.

For small magnitude earthquakes the rupture centroid distance will become equivalent to the

hypocentre and hence the comments in Section 8.4.2 are relevant.

8.4.4 Centre-of-energy-release distance

This distance is similar to rupture centroid distance and so the comments in Section 8.4.3 also apply

here.

Crouseet al. (1988) and Crouse (1991) use hypocentral distance for all earthquakes withM <

7.5 and the centroid of the fault plane defined by aftershocks for most larger earthquakes. If studies

of source characteristics and aftershock distribution are known for an earthquake then the centre-

of-energy-release is assumed to be the location of the greatest energy release.

8.4.5 Surface projection distance

For line or surface distances (EHD, D, df , df,h, dr andds) and also the point distancesdc anddE

the location of the rupture plane must be known. The uncertainties and problems involved in finding

rupture planes are discussed by workers developing relationships between magnitude and gross

characteristics of faulting such as rupture length (e.g. Bonillaet al., 1984; Wells & Coppersmith,

1994).

There are a number of ways of estimating the rupture plane of an earthquake: surface faulting,

aftershock distribution, geodetic modelling, corner frequencies of seismograms, slip-history mod-
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elling using strong-motion or teleseismic data, macroseismic intensity distribution, tsunami records

or information on general tectonics of area with information on fault mechanism and approximate

size of rupture. Boore (1983) notes that much non-uniqueness may exist in the source properties

derived from limited data, so it is important to use all available data in the inversion process. Tele-

seismic records complement near-source accelerograms because they contain information radiated

at different take-off angles from the source region and at different frequencies.

Primary surface faulting related to tectonic rupture is the most direct way of identifying the

rupture plane. However, this will only give the top edge of the plane and so if the rupture plane is

not vertical other methods are required to define the bottom edge. Secondary movements, such as

fractures formed by ground shaking or landslides, which look similar to primary faulting can make

defining the rupture plane more difficult (Wells & Coppersmith, 1994). The location of primary

surface faulting is also in doubt if the fault terminates in water or in an unmapped area (Wells &

Coppersmith, 1994).

Primary surface faulting from earthquakes withM < 6 may not have occurred or maybe ex-

pressed as a discontinuous trace so it may be only an incomplete part of the true rupture zone.

Bonilla (1988) finds that the smallest magnitude for which sudden surface faulting has been re-

ported is aboutML = 5 but that for ideal conditions (fault plane at shallow depth with steep dip

and a timely and detailed field examination) coseismic surface faulting of a few millimetres associ-

ated with earthquakes withMw ≈ 3 could be recognised by simple field methods.

If many similar sized earthquakes occur during a sequence it can be difficult to correlate surface

faulting with individual earthquakes.

Aftershock distributions are often used to estimate rupture planes because aftershocks occur

at the perimeter of the coseismic rupture zone. However Kanamori & Anderson (1975) state that

the aftershock zone is not an unambiguous concept. The aftershock activity immediately after the

main shock (hours or days) is consistent with dimensions of fault length but for small earthquakes

(M < 6) the aftershock area tends to overestimate fault area because of uncertainty in aftershock

locations and temporal expansion of aftershock area (Kanamori & Anderson, 1975). Aftershock

zones many months after the earthquake give on average75% larger areas than given by moment

(Kanamori, 1977). An example of an earthquake where the aftershock locations do not correlate

well with the proposed rupture plane is the Erzincan earthquake (13/3/1992,Mw = 6.6). Bernard

et al. (1997a) propose a rupture plane for this earthquake based on waveform modelling which is

many kilometres away from the main concentration of the aftershocks and hence distances based

on the aftershock locations may be in error.

Aftershocks are not always clearly distinguishable from normal background seismicity espe-

cially if the earthquake of interest occurs during a sequence of closely located earthquakes of sim-

ilar size. For example in the Mammoth Lake sequence there are four earthquakes with magnitudes
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about6 that took place between 25/5 and 27/5/1980 within a small area. Hence for these main

shocks relating the aftershocks to any particular one is almost impossible, see Figure 8.14.

Fig. 8.14: Spatial distribution of the 352 aftershocks in the Mammoth Lakes area where four earth-

quakes (epicentres labelled B, C, D, E) occurred between 25/5/1980 and 27/5. After-

shocks were located to an accuracy of better than300 m. From Lide & Ryall (1985).

Note how there is no clear pattern in the aftershocks and consequently defining rupture

planes for these four earthquakes of similar magnitude is almost impossible.

Aftershocks of earthquakes withMw < 4.7 are rarely the subject of detailed investigation

(Wells & Coppersmith, 1994) although this is not a problem as such earthquakes have small rupture

planes.

Das & Scholz (1981) find that isolated clusters of aftershocks occur off the fault plane in the

normal direction due to an increase in shear stress caused by the earthquake. These aftershocks

may have a cross shaped distribution and hence increase the difficulty in defining the rupture plane

especially as there is always indeterminacy in defining the main and auxiliary fault planes using

focal mechanisms.

The depth of aftershocks often have larger uncertainties than epicentres so it is difficult to ob-

tain dip estimates from the aftershock distribution (Wells & Coppersmith, 1994). This is not a

problem for obtaining the surface projection of the rupture plane because the projection only uses

the horizontal distribution.

Aftershock distributions are sometimes difficult to correlate with the observed surface faulting

(Darragh & Bolt, 1987).

Rupture planes calculated using geodetic modelling or the corner frequencies of seismograms

may not represent the full extent of true rupture plane (Wells & Coppersmith, 1994).

One study which mentions the effect of uncertain faults distances on the derivation of attenu-

ation relations is by Niazi & Bozorgnia (1992b) who investigate the attenuation of horizontal and
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vertical PGA during the Manjil, Iran, earthquake (20/6/1990,Mw = 7.3). Two possible fault traces,

both about80 km long, are suggested for this earthquake separated by several kilometres. Also one

of the suggested fault traces includes a fault splay which affects only the distance to the closest

station (at a distance of either5, 8 or 12 km depending on the accepted interpretation). Using these

three different sets of distances simple attenuation relations are estimated using the functional form:

lnY = a + d ln(R + c). It is found that the coefficients, hence the predicted PGAs, are sensitive

to the distances used especially in the near-field. Also the standard deviations differ; for horizontal

PGA it is betweenσ = 0.33 (equivalent to a factor of1.39 in terms of±1 standard deviation)

andσ = 0.44 (factor of 1.55) and for vertical PGA it is betweenσ = 0.27 (factor of 1.31) and

σ = 0.39 (factor of1.48). One fault interpretation, and hence one set of distances, is associated

with the smallest standard errors suggesting that it may be the correct interpretation although this is

not clearly shown.

In general far-field inversions of teleseismic data for the rupture of larger earthquakes are poorly

constrained even though they use recordings from stations at many different azimuths. Near-field

inversions are often limited by two factors: azimuthal coverage is poor because few records are

available and the dynamic range of most accelerometers is limited restricting the size of smaller

shocks to be used as Green’s functions (Hellweg & Boatwright, 1999). Hellweg & Boatwright

(1999) are able to calculate the rupture process of two small earthquakes in the Parkfield area

(14/1/1993, 20/12/1994) with moment magnitudes of only4.6 and4.7 using a simultaneous inver-

sion procedure. One of the rupture planes is only about1 km × 1 km. This is possible because of

the large number of accelerograms (16 to 18) within30 km with excellent azimuthal distribution.

The most unreliable method of finding the location of a rupture plane is to use the focal mech-

anism, the epicentre, an assumed length of rupture (from empirical equations relating fault length

to magnitude (e.g Wells & Coppersmith, 1994)) and general tectonics of the area. This is possibly

the only way to find projections for earthquakes with a number of similar sized aftershocks occur-

ring close together in time and space with no surface faulting, for example the Mammoth Lakes

sequence. However, such a technique is associated with large uncertainty, for example because the

epicentre may be anywhere along the fault plane and so the error in distances for some stations

could be equal to length of the rupture plane. Therefore it is probably better to use well-defined

epicentral (or hypocentral) distances rather than introduce possible errors by using uncertain sur-

face projection (or rupture) distances. The use of point source distances instead of line or surface

distances is only likely to cause large differences in the derived attenuation relation in the near-

field therefore unless there were near-field accelerograms recorded during the earthquake the use

of point source measures will cause little error. If there are near-field accelerograms recorded then

waveform modelling is possible and likely to have been done and so the rupture plane may be better

known. The maximum size of earthquakes for which no adequate information is available but there
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are enough near-source records so that using a point source distance metric will cause significant

error, is aboutMw = 6 (corresponding to a rupture length of about10 km).

If Wells & Coppersmith (1994) find a number of studies with different fault characteristics

(length, width etc.) and they all are equally reliable then averages and error bounds of the obtain

fault characteristics are computed. This can be done for studies such as Wells & Coppersmith

(1994) because it deals with scalar quantities but an ‘average’ rupture plane, which is a surface,

cannot be defined. Therefore a single rupture plane, from one study, needs to be assumed for an

earthquake leading to one set of surface projection distances. These distances will be associated

with an unknown uncertainty.

Below the Aigion earthquake (15/6/1995) is used as a case study to investigate the problem

of defining the rupture plane of earthquakes on attenuation relations. There are a large number

of published studies on surface faulting, aftershocks, GPS measurements and waveform-modelling

and hence the uncertainty in distances can be estimated. Most earthquakes have not been studied to

the same extent and so the uncertainty in distances is unknown.

Aigion (also called Aigio, Egion, Aegion and Egio) earthquake (15/6/1995, Mw = 6.5)

The normal faulting Aigion earthquake occurred in the Gulf of Corinth, Greece, on 15th June 1995

and the location of the rupture plane has been the subject of much debate. The interpretations of the

available data have lead to wide variations in the location of the source.

Koukouvelas & Doutsos (1996) measured coseismic displacements (up to3 cm) along7.2 km of

the Aigion fault along three segments (Agios Konstantinos, Aigion and Stafidalona) and assumed

this was mainly the result of the mainshock although there were many large aftershocks which

occurred before and during the survey. They measured the average slope of the fault escarpment

as37◦. Three networks were installed across the fault after the earthquake to measure the afterslip

which showed continuous uplift of the foot wall block and subsidence of the hanging wall block as

is expected for normal faulting earthquakes. Using Figure 3 of Koukouvelas & Doutsos (1996) the

locations of the three fault segments were digitised, a dip of37◦ was assumed from the geology and

a width of17 km was used so that the horizontal projection of the fault reached northwards to the

same latitude as the epicentre of the earthquake. The strike of the mapped surface rupture means

that it is impossible for the derived surface projection to include the epicentre; this obviously casts

doubt as to the validity of this rupture plane location. Table 8.2 gives the fault characteristics of the

proposed rupture plane, Figure 8.17 shows this fault projection and Table 8.3 gives the calculated

surface projection distances for the accelerograph stations which recorded this earthquake using

this projection.

Using the calculated focal mechanism of the earthquake which gives a dip of20–25◦, GPS and
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SAR data Lekkaset al. (1998) conclude that the earthquake occurred on a low-angle detachment

fault beneath the Gulf of Corinth. However, they believe that the fault slip propagated towards the

surface via two steeper (dips about60◦), parallel to each other, E-W trending faults, that merged

with the detachment zone at depth. The first one may have released the higher amount of energy

and develops offshore just north of Cape Gyftissa and the second is the Aigion fault. Using their

Figures 3 and 1 the location of these suggested rupture planes are estimated3 (see Table 8.2 and

Figure 8.17) and the surface projection distances calculated (see Table 8.3).

Tselentiset al. (1997) located 293 aftershocks of the Aigion earthquake using high-quality

data from nine vertical short-period seismometers and one three-component seismometer of the

Seismological Network of the University of Patras (PATNET). Average errors in the horizontal

locations and depths are±2.1 km and±2.6 km respectively. They conclude that the distribution

of the aftershocks does not immediately suggest a rupture plane but rather defines a volume of size

15×35×20 km (see Figure 8.15). However, they believe that the Eliki fault ruptured during the main

earthquake (see Figure 8.15) although the aftershocks do not match its location well. The location

of this suggested rupture plane is estimated using Figure 4 and 5 of Tselentiset al. (1997) although

this is difficult to do given the lack of a clear pattern in the aftershock locations. The area of highest

concentration of aftershocks was used to define the eastern and western edges of the suggested

rupture plane and the dip and width of the two parts of the suggested rupture plane were measured

from Figure 5(a) of Tselentiset al. (1997). Table 8.2 gives the required fault characteristics of the

proposed rupture plane, Figure 8.17 shows the surface projection of the rupture plane suggested

by Tselentiset al. (1997) and Table 8.3 gives the calculated surface projection distances using this

rupture plane.

A detail study using aftershock locations, an investigation of the surface breaks, inversion of

teleseismic P and SH waveforms, mainshock relocation, GPS surveying and SAR interferogram

modelling was undertaken by Bernardet al. (1997b) to find this earthquake’s rupture plane. They

conclude that because they did not find surface breaks along the entire Aigion fault and that the

clearest ground displacements occur in relatively flat areas filled with sediment that the observed

surface breaks may be of non-tectonic origin caused by the strong ground motions. The seismic

network of 10 vertical and 10 three-component digital seismometers which they installed three

days after the mainshock recorded thousands of aftershocks. The 800 best located aftershocks from

22 to 28 June with standard horizontal and vertical errors less than1 km are shown in Figure 8.16.

When they compare their locations with Tselentiset al. (1997) they find a systemic shift to the

NE because Tselentiset al. (1997) used records from stations outside the aftershock zone which

lead to a systematic bias. They used 35 geodetic points from the Corinth GPS network to measure

3 Since their Figure 3 is an approximate block diagram there was some difficulty in defining the location of the different

faults exactly.



8. The size and causes of inaccuracies in ground motion prediction 258

Tab. 8.2: Fault plane characteristics from four different studies on the Aigion earthquake

(15/6/1995). Characteristics given are latitude and longitude of the two ends of the top

of each fault segment (fault dips to right as go from first to second point), the dip angle

(δ), the width of the fault segment (in plane of fault),W , and the depth to the top of fault

segment,h, (not used for computing surface projection distance).
Reference Lat. 1 Long. 1 Lat. 2 Long. 2 δ W ( km) h ( km)

38.254 22.119 38.256 22.091 37 17 0

Koukouvelas & Doutsos (1996) 38.255 22.092 38.258 22.061 37 17 0

38.258 22.060 38.264 22.026 37 17 0

38.225 22.223 38.275 22.028 60 6 0

Lekkaset al. (1998) 38.273 22.225 38.305 22.044 60 7 0

38.251 22.232 38.301 22.037 25 14 5

38.207 22.079 38.286 21.905 55 17 0
Tselentiset al. (1997)

38.287 22.125 38.366 21.951 15 17 14

Bernardet al. (1997b) 38.272 22.314 38.292 22.135 33 9 4.5

the horizontal and vertical movement caused by the earthquake. Also a SAR interferogram was

constructed to measure the mainly vertical movement. Both show little permanent displacement on

the southern side of the Gulf of Corinth therefore excluding the Aigion fault as the major causative

fault of the earthquake. All of these data and the waveform modelling lead Bernardet al.(1997b) to

propose the fault model shown in Figure 8.16 as the most probable cause of the Aigion earthquake.

They interpreted the distribution of the aftershocks, mainly to the west of the rupture plane, as

the result of an increase in the Coulomb stress on both sides of the fault, which reaches a critical

level to the west, but not to the east where the 1992 Galaxidi earthquake released the local stress.

Table 8.2 gives the required fault characteristics of the proposed rupture plane, Figure 8.17 shows

the surface projection of the rupture plane suggested by Bernardet al. (1997b) and Table 8.3 gives

the calculated surface projection distances using this rupture plane.

Figure 8.17 shows the large differences which can occur between different studies in locating

the causative rupture plane of an earthquake; Table 8.3 shows the large effect these differences have

on the surface projection distance especially for stations close to the source. For example, the sur-

face projection distance of Nafpaktos varies between11 and28 km depending on which proposed

rupture plane is adopted and the distance associated with Patra is between16 and36 km. For cer-

tain stations however, e.g. Amfissa, different proposed rupture planes do not have a large effect

on the associated distance because of the location of the station. Large differences in the distances

of stations close to the source because of a different choice of rupture plane has a large effect on

the derived attenuation relation for a particular earthquake. However, when the set of records used

comes from many earthquakes the errors in distances, even though individually large, are likely to
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(a) Map showing located aftershocks

(b) SW-NE cross-section

Fig. 8.15: Spatial distribution of the 293 well-located aftershocks during the first 17 days after the

Aigion earthquake (15/6/1995). On b) the rupture plane (Eliki fault) which Tselentis

et al. (1997) believed caused the earthquake is shown. From Tselentiset al. (1997).

have a small effect on the equation derived but will increase the standard deviation associated with

the final equation. For distant stations, e.g. Korinthos and Levadia, although absolute difference in

surface projection distance are still large (up to15 and16 km respectively) the relative difference

is less and consequently, because the logarithm of distance is usually used in attenuation relations,

the effect on the derived equation and the standard deviation is less.

For this particular earthquake it is clear that the study of Bernardet al. (1997b) uses the most

amount of data and the analysis is the most careful of all the studies conducted on this earthquake.

Therefore the rupture plane derived by Bernardet al. (1997b) is the one which should be adopted

for future studies and the required distances derived using it. However, it is not always clear which

study of an earthquake is the most reliable of those published.
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Fig. 8.16: Spatial distribution of the 800 best recorded aftershocks of the Aigion earthquake

(15/6/1995) between 22/6 and 28/6/1995 and the location of the rupture plane of the

final model. From Bernardet al. (1997b).

An example of an earthquake for which many studies have been published on the location of

the rupture plane but it is less clear which of the possible rupture planes should be used is the Cape

Mendocino earthquake (25/4/1992).

Cape Mendocino (also called Petrolia) earthquake (25/4/1992, Mw = 7.2)

The Cape Mendocino earthquake occurred on the northern coastline of California, USA, on 25th

April 1992. The earthquake was on a thrust fault and many accelerograms were recorded in the

near field. Several studies have been conducted to estimate the fault plane. No surface ruptures

were observed (Murrayet al., 1996) which makes the determination of the rupture plane more

difficult and the pattern of the aftershocks is complex.

Oppenheimeret al.(1993) use measurements of the coastal uplift resulting from the earthquake,

to estimate a uniform-slip fault model; uplift being estimated from the distribution of intertidal or-

ganisms, and coseismic horizontal and vertical site displacements determined from GPS surveys. A

suite of acceptable models were investigated and the one which best matched the measured displace-

ments was chosen. They find that the model is consistent with the main shock focal mechanism,

the hypocentral location, and the aftershock distribution. The modelled coastal uplift and geode-

tic moment are lower than those measured, which they believe could show the need for a more

complex model with nonuniform slip along the rupture plane. Table 8.4 gives the required fault

characteristics of the proposed rupture plane, Figure 8.18 shows this fault projection and Table 8.5
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Fig. 8.17: Surface projections of the rupture plane of the Aigion earthquake (15/6/1995) from four

different studies showing the large differences which can occur in locating the fault plane.

Dashed is using Koukouvelas & Doutsos (1996), dotted is using Lekkaset al. (1998),

dashed-dotted is using Tselentiset al. (1997) and solid is using Bernardet al. (1997b).

Asterisk is location of the epicentre as located by Bernardet al. (1997b).

gives the calculated surface projection distances for the accelerograph stations which recorded this

earthquake using this projection.

Murray et al. (1996) present a revised fault model for this earthquake using 13 horizontal and

vertical displacements from GPS, 88 section-elevation differences between levelling monuments

and 12 coastal uplift measurements. They correct the GPS measurements using observations of hor-

izontal interseismic deformation derived from nine years of Geodolite trilateration measurements, a

correction not made by Oppenheimeret al. (1993). A Monte Carlo technique was used to estimate

the optimal fault geometry which had uniform slip and was rectangular and its uncertainties using

the geodetic measurements. The strike and slip of the fault are only resolved to an accuracy of±20◦

and there is an inverse correlation between slip and width. The moment from the geodetic inversion

is about70% of the observed seismic moment. Using all the data the optimal fault plane is Model

A, see Table 8.4, Table 8.5 and Figure 8.18. However, Murrayet al. (1996) find that the levelling

data along three routes are inconsistent with the other data possibly due to unmodelled interseismic

deformation or to non-tectonic disturbance of benchmarks. If this data is not used in the inversion

then Model B is the optimal fault plane, see Table 8.4, Table 8.5 and Figure 8.18, which is more

consistent with the seismological estimates of the fault geometry. Murrayet al. (1996) find that
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Tab. 8.3: Calculated surface projection distances for strong-motion stations which recorded the Ai-

gion earthquake (15/6/1995) using the different proposed locations of the rupture plane.
Using Using Using Using

Koukouvelas &

Doutsos (1996)

Lekkaset al.(1998) Tselentis et al.

(1997)

Bernard et al.

(1997b)

Station df ( km) df ( km) df ( km) df ( km)

Aigion 1 1 0 7

Amfissa 28 21 20 22

Korinthos 80 70 81 66

Levadia 66 54 59 50

Mornos Dam 17 14 7 19

Nafpaktos 19 20 11 28

Patra 26 26 16 36

Tab. 8.4: Fault plane characteristics from four different studies on the Cape Mendocino earthquake

(25/4/1992). Characteristics given are latitude and longitude of the two ends of the top

of each fault segment (fault dips to right as go from first to second point), the dip angle

(δ), the width of the fault segment (in plane of fault),W , and the depth to the top of fault

segment,h, (not used for computing surface projection distance).
Reference Lat. 1 Long. 1 Lat. 2 Long. 2 δ W ( km) h ( km)

Oppenheimeret al. (1993) 40.271 -124.380 40.462 -124.427 12 16 6.3

Murrayet al. (1996) (Model A) 40.328 -124.469 40.444 -124.408 28 15.2 1.5

Murrayet al. (1996) (Model B) 40.302 -124.436 40.434 -124.461 27 18.8 1.5

Oglesby & Archuleta (1997) 40.216 -124.510 40.512 -124.578 14 32 4.2

the levelling data with uncertain accuracy, if valid, could provide critical information for resolving

greater details of the fault geometry and slip. They also note that allowing nonuniform slip on the

rupture plane may improve the fit.

An nonlinear frequency domain inversion for slip, rupture time, and rise time, using five near-

source strong-motion records was conducted by Oglesby & Archuleta (1997) using the fault model

given in Table 8.4. From the inversion a concentration of high slip (up to3 m) is found in a12 ×

12 km lobe but slip of more than about1 m is found over the entire fault plane. Table 8.5 gives

the calculated surface projection distances using this fault plane model and Figure 8.18 shows the

surface projection of this fault plane.

As Figure 8.18 and Table 8.5 show the proposed rupture planes for this earthquake differ greatly

and consequently so do the surface projection distances for each station. For example the surface

projection distance for Butler Valley station ranges from37 to 53 km depending on the surface

projection adopted and the distance of Loleta Fire Station is between8 and27 km. Unlike the

studies of the Aigion earthquake those of the studies of the Cape Mendocino earthquake reported
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Fig. 8.18: Surface projections of the rupture plane of the Cape Mendocino earthquake (25/4/1992)

from four different studies showing the large differences which can occur in locating the

fault plane. Dashed is using Murrayet al. (1996) (Model B), dotted is using Oglesby &

Archuleta (1997), dashed-dotted is using Oppenheimeret al. (1993) and solid is using

Murrayet al. (1996) (Model A). Asterisk is location of the epicentre.

here use high-quality modelling and data to estimate the rupture plane so it is difficult to choose

which proposed rupture plane, and associated distances, to use. Because the Murrayet al. (1996)

study is a revision of Oppenheimeret al. (1993) their estimate of the rupture plane are likely to

be more accurate than those in Oppenheimeret al. (1993). However as Murrayet al. (1996) state

the optimal rupture plane (Model A) they find does not match the seismological data as well as the

model of Oppenheimeret al. (1993) or their Model B. Also Oppenheimeret al. (1993) and Murray

et al.(1996) state that the constraint of uniform slip across the rupture plane means that their rupture

planes are possible not optimal. Oglesby & Archuleta (1997) allow for nonuniform slip, and find

that the slip does vary considerably across the plane, but they state that there is possibly not enough

strong-motion data for an accurate inversion. Probably none of the proposed fault planes for this

earthquake are the true fault plane and to try to estimate this true rupture plane would require

an inversion using all the available data (geodetic and seismological) such as has been done, for

example, for the Northridge earthquake (17/1/1994) by Waldet al. (1996).
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Tab. 8.5: Calculated surface projection distances for strong-motion stations which recorded the

Cape Mendocino earthquake (25/4/1992) using the different proposed locations of the

rupture plane.
Using Using Using Using

Oppenheimeret al.

(1993)

Murray et al.

(1996) (A)

Murray et al.

(1996) (B)

Oglesby &

Archuleta (1997)

Station df ( km) df ( km) df ( km) df ( km)

Cape Mendocino 0 0 0 0

Bunker Hill 1 9 4 0

Butler Valley 44 53 48 37

Centerville Beach 7 11 10 0

College of the Redwoods 23 33 27 14

Ferndale Fire Station 9 18 13 1

Fortuna Fire Station 14 24 18 6

Loleta Fire Station 17 27 21 8

South Bay Union School 27 37 31 18

Shelter Cove — Airport 33 36 37 29

In conclusion, surface projection distances can have large uncertainties (up to20 km for certain

earthquakes and stations) because there are no published studies on the rupture plane or because

there are several and no obvious way of deciding which is best. The errors in surface projection

distances could be larger for earthquakes occurring during a sequence of similar sized shocks when

aftershocks and geodetic data are likely to be difficult to use. Such earthquakes will probably have

M < 6 and hence rupture lengths of around10 km, so epicentral distance will be more reliable

than surface projection distance. The current practice of quoting surface projection distances to one

decimal place should not be taken as meaning that the distances are accurately known to0.1 km.

8.4.6 Surface projection distance with focal depth

The horizontal distance part of surface projection distance with focal depth are obviously associated

with the same uncertainty as surface projection distance (see Section 8.4.5) and errors in focal

depths have already been discussed in Section 8.4.2.

8.4.7 Rupture distance

Estimates of this distance requires the same information as fordf together with the depth of rup-

ture which like focal depth is difficult to obtain for many earthquakes. The vertical resolution of

aftershock locations can be poor and so it is difficult to define the dip of the fault.

Hanks & Johnson (1976) consider their rupture distances accurate to50% but often they may

not be as accurate as this.
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Tab. 8.6: Calculated rupture distances for strong-motion stations which recorded the Aigion earth-

quake (15/6/1995) using the different proposed locations of the rupture plane.
Using Using Using Using

Koukouvelas &

Doutsos (1996)

Lekkaset al.(1998) Tselentis et al.

(1997)

Bernard et al.

(1997b)

Station dr ( km) dr ( km) dr ( km) dr ( km)

Aigion 1 1 6 8

Amfissa 28 24 20 24

Korinthos 80 71 81 66

Levadia 66 55 59 51

Mornos Dam 20 18 8 21

Nafpaktos 20 21 11 29

Patra 26 27 16 36

Table 8.6 gives the rupture distances calculated using the fault characteristics given in Ta-

ble 8.2 using four different proposals for the location of the rupture plane of the Aigion earthquake

(15/6/1995). As with surface projection distance there is a large difference in the rupture distances

of some stations calculated using the different proposed rupture planes; for example, the distance

of Nafpaktos varies from11 to 29 km depending on the choice of rupture plane. Table 8.7 gives

the rupture distances calculated using the fault characteristics given in Table 8.4 using four different

estimates of the rupture plane of the Cape Mendocino earthquake (25/4/1992). Again there are large

differences in the rupture distance calculated using the different proposed planes. Such large uncer-

tainties will have a similar effect on the standard deviation associated with attenuation relations as

do uncertainties in surface projection distance (see Section 8.4.5).

For future earthquakes, rupture distance can be estimated using mapped faults although it re-

quires that the dip and depth of the faults are known.

8.4.8 Seismogenic distance

Marone & Scholz (1998) find that well-developed faults, i.e. faults that have undergone significant

net displacement and as a result contain thick zones of wear material (gouge), display an absence of

seismicity in about the top3 km. Therefore such faults may exhibit stable slip within this zone and

unstable slip below this depth where the gouge becomes consolidated. On the other hand poorly-

developed faults, i.e. faults with little or no net displacement and hence no appreciable gouge zone,

display seismic failure throughout the upper zone. Seismogenic distance is measured to the part of

fault where unstable slip occurs.

Campbell (1997) believes that seismogenic distance can be ‘reliably and easily determined for

most significant earthquakes’ but, in fact, it has the same difficulties in its determination as rup-

ture distance, which has been shown can be large, plus the requirement of defining depth to the
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Tab. 8.7: Calculated rupture distances for strong-motion stations which recorded the Cape Mendo-

cino earthquake (25/4/1992) using the different proposed locations of the rupture plane.
Using Using Using Using

Oppenheimeret al.

(1993)

Murray et al.

(1996) (A)

Murray et al.

(1996) (B)

Oglesby &

Archuleta (1997)

Station dr ( km) dr ( km) dr ( km) dr ( km)

Cape Mendocino 7 6 5 8

Bunker Hill 9 11 9 9

Butler Valley 45 55 49 39

Centerville Beach 10 12 12 8

College of the Redwoods 25 34 29 18

Ferndale Fire Station 13 20 16 11

Fortuna Fire Station 17 27 21 14

Loleta Fire Station 19 28 23 14

South Bay Union School 28 37 32 21

Shelter Cove — Airport 34 36 38 31

seismogenic layer.

There will be little difference between rupture and seismogenic distance if rupture distances are

defined to a rupture plane which is defined by: aftershock distribution, because aftershocks do not

occur in stable slip zones; or fault slip inversion, which will define the part of the rupture plane

where most slip occurred which correlates with the unstable zone (e.g. Archuleta, 1984; Marone

& Scholz, 1998). Seismogenic distances are only likely to be significantly different to rupture

distances for earthquakes with surface rupture which if it occurred for a well-developed fault, such

as the Imperial Valley fault, would be considered to be the result of unstable slip at depth and not

the stable slip in the gouge near the surface.

Campbell (1997) provides an equation for estimating the minimum seismogenic distance possi-

ble givenMw, rupture width, dip of rupture, depth to top of seismogenic zone and depth to bottom

of seismogenic zone for a future earthquake, if no other information is available. However, the use

of this equation in hazard assessment means that any reduction in uncertainty brought about by the

use of seismogenic distance, compared with other distance measures, will be reintroduced.

8.4.9 Elliptical distance

No measurements of the width or depth of rupture are needed so elliptical distance has less uncer-

tainty than either surface projection, rupture or seismogenic distances.

One consequence of using elliptical distance is that it automatically models near-field flattening

of the attenuation curves without needing an equivalent depth term. For large magnitudes this flat

area increases in size and elliptical distance use forces a nonlinear increase in acceleration with in-
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crease in magnitude. The consequence of using this distance is that the magnitude dependent terms

including in the decay part of attenuation equations by some authors (e.g. Campbell, 1981) do not

need to be included separately. Consider a vertical fault of lengthL and a site a perpendicular dis-

tanced from the middle of the fault. Then the surface projection distance would bed and would be

independent ofL (and hence magnitude) but the elliptical distance would be,D =
√
d2 + (L/2)2.

SinceL is related to the magnitude,M , for example through an equation:lnL = a+bM , then have

D =
√
d2 + k exp cM . This form of distance dependence is similar to that proposed by Campbell

(1997).

As elliptical distance requires only the ends of a fault to be located it is easier to estimate for

future earthquakes occurring along defined surface faults.

8.4.10 Equivalent Hypocentral Distance (EHD)

A recent distance metric which includes the effects of fault size, fault geometry and inhomogeneous

slip distribution is Equivalent Hypocentral Distance (EHD) (Ohnoet al., 1993). Ohnoet al.(1996),

Kawanoet al. (2000) and Si & Midorikawa (2000) useEHD to derive their attenuation equations.

To calculateEHD reliably requires much more information about an earthquake than other

distance metrics used in attenuation equations, namely it needs the distribution of displacement on

the fault plane (assuming that the source time function is the same for all small segments on the

fault plane) (Ohnoet al., 1993). For large (M & 6.5), well recorded earthquakes maps of such

distributions are being increasingly produced and published although for the same earthquake there

are occasionally many different interpretations of the rupture for the same earthquake.

For certain simple distributions of displacement along vertical faults there exist analytical solu-

tions forEHD; these solutions are presented here to display the effect of different distributions of

slip along a fault.

Equivalent Hypocentral Distance,dq, is defined by:

1
d2

q

=

∑n
i=1

M2
0i

d2
i∑n

i=1M
2
0i

;

wheren is the number of segments that the fault is broken up into. In the limit asn → ∞ these

summations become integrals, over the rupture planeS, therefore have:

1
d2

q

=

∫ S M2

d2 dS∫ S
M2 dS

.

Assume a line fault at depth,z′, from y = 0 to y = L with a seismic moment function,M(y),

and assume a station at(x′, y′, 0) henced =
√

(y − y′)2 + x′2 + z′2, then this integral becomes:
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1
d2

q

=

∫ L
0

M(y)2

(y′−y)2+x′2+z′2 dy∫ L
0 M(y)2 dy

. (8.1)

Assume also that the earthquake has a total seismic momentM0, therefore:

∫ L

0
M(y) dy = M0.

For a linear seismic moment function, i.e.M(x) = a+ by, analytical solution of Equation 8.1

exists and hence have:

dq = {L[(bL)2/3 + abL+ a2]/

[b2
√
x′2 + z′2(L− tan−1(L− y′/

√
x′2 + z′2) + tan−1(−y′/

√
x′2 + z′2))

+ b(by′ + a)(ln((L− y′)2 + x′2 + z′2)− ln(y′2 + x′2 + z′2))

+ (by′ + a)2(x′2 + z′2)−
1
2 (tan−1(L− y′/

√
x′2 + z′2)− tan−1(−y′/

√
x′2 + z′2))]}

1
2 .

(8.2)

Also have:M0 = L(a+ bL/2).

For the special caseb = 0 havea = M0/L which leads to (from Equation 8.2):

dq =

[
L
√
x′2 + z′2

tan−1(L− y′/
√
x′2 + z′2)− tan−1(−y′/

√
x′2 + z′2)

] 1
2

. (8.3)

Equation 8.3 is the same as that defined by Todorovska & Lee (1995) and by Harmsen (1997)

who calls it average distance. The special case of uniform slip across line and plane sources has

been investigated by Ambraseys & Srbulov (1998).

Figure 8.19 compares contours of equal EHD for uniform moment release along a horizontal

line source to linearly increasing moment release along a horizontal line source.

EHD for faults with linearly increasing moment release predicts slower decay of ground motion

at the end where most moment is released compared with the end where the moment release is least

(Figure 8.19). As distance from the fault increases the contours of equal EHD for both uniform

and linearly increasing ground motion become most circular and hence the decay of ground motion

is modelled as if the energy was released from a point source. For uniform moment release the

point source is at the centre of the fault and for linearly increasing moment it is near the end of the

fault where most of the moment was released. This compares with surface projection distance and

rupture distance where the contours of equal distance never become circular (see Figure 8.12) and

so there is not one point source from which all the energy is assumed to be radiated.

Reliable determination of the fault slip that occurred during an earthquake, which is required

for calculation of EHD, needs a large number of near-field accelerograms. Therefore it can only
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Fig. 8.19: Comparison of the contours of Equivalent Hypocentral Distance for uniform moment

release (dashed curves) and linearly increasing moment release (dotted curves) for hori-

zontal line source (solid line). Length of fault50 km andM0 = 1.6× 1019 Nm.

be estimated where there is a high density of accelerographs, such as California, Japan and Tai-

wan. Even when such data does exists the determined fault slip is still not precisely defined as

can be demonstrated by comparing some of the different inversions of fault slip for the Imperial

Valley earthquake (15/10/1979). The earthquake has been, and continues to be, intensely studied

because of the wealth of high-quality near-field strong-motion data and there have been many dif-

ferent fault slip determinations made. Figure 8.20 shows a comparison of six of these inversions.

From Figure 8.20 it can be seen that although there are similarities between the inversions, such

as the area of large slip (about2 m) in the centre of the fault, there are also significant differences.

These differences in slip translate into differences in the EHDs for the stations which recorded the

earthquake.

When no inversions of the fault slip have been made, either uniform slip along the entire fault

is assumed or hypocentral distance is used such as was done by Ohnoet al. (1996) for some small

magnitude earthquakes and for earthquakes with limited near-source recordings.

As short period ground motions (including PGA) is caused by local variations in the fault slip

(Hanks & Johnson, 1976; McGarr, 1981; Boatwright & Boore, 1982; McGarr, 1982) EHD is un-

likely to improve the modelling of such motions as it is an average of the moment release over the

entire fault which does not have a large effect on short period motions. Therefore any possible im-

provement in modelling the variation due to distance by using EHD is probably likely to be for long



8. The size and causes of inaccuracies in ground motion prediction 270

Fig. 8.20: Results of different inversions of fault slip performed for the Imperial Valley earthquake

(15/10/1979), a) Olson & Apsel (1982), b) Hartzell & Helmberger (1982), c), d), e)

Hartzell & Heaton (1983) and f) Archuleta (1984). From Garielet al. (1990).

period ground motions which are more dependent on the moment release over the entire fault. Ohno

et al. (1996) and Si & Midorikawa (2000) have not found significantly lower standard deviations

by using EHD rather than simpler distance metrics.

EHD is obviously much more difficult to calculate than the more common distance measures

such as epicentral, hypocentral, surface projection or rupture distance.

At present the estimation of the pattern of fault slip in future earthquakes is impossible therefore

the use of EHD in hazard analysis is also impossible except if uniform or simple slip patterns (as

illustrated above) are assumed.

For all these reasons, although EHD, compared with simpler distance metrics, is a more physically-

based distance metric and possibly has the ability to more adequately model the variations in long

period ground motions, its use in attenuation relations will not significantly reduce the associated

uncertainty.
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8.4.11 Attenuation relations derived using different distance measures

To investigate which is the most appropriate distance measure for use in attenuation studies, at-

tenuation relations for horizontal peak ground acceleration and spectral acceleration at0.2, 0.5 and

1.0 s for 5% damping were found for five well recorded and studied earthquakes using four different

distance measures: surface projection distance, rupture distance, epicentral and elliptical. For all

the earthquakes chosen published information about the rupture was available so reliable surface

projection and rupture distances could be found. This section therefore addresses the question of

usefulness (see Section 8.3.7) of the different distance measures.

When different distance measures are employed in published works the form of the attenuation

equation, records used and predictor parameters are often different. Therefore it is impossible to

decide which part of the results is due to using a different distance variable and which is due to

other factors. Thus here everything is kept constant except the distance measure; the form of the

attenuation relation used being:log y = b1 + b3 log
√
d2 + b25. Hence all differences are due to the

distance variable.

In order to make comparison each relations was plotted separately with the actual measured

values so that the accuracy of the relation can be seen. Due to the definition of elliptical distance

there is a minimum distance which is possible for each earthquake,L/2, whereL is the length

of the fault, which occurs for stations halfway along the fault. This minimum distance is given

for each earthquake in brackets after the minimum distance for which a PGA value is known, for

example for Loma Prieta the minimum elliptical distance is23 km. For ruptures which do not reach

the surface the minimum possible rupture distance is equal to the depth to the top of the rupture,

thus the attenuation relationships using rupture distance for these equations should not be used for

shorter distance. This distance is given for each earthquake in brackets after the minimum distance

for which a PGA value is known, for example for Northridge this distance is5 km.

Tables 8.8 to 8.12 and Figures 8.21 to 8.25 show the results.dmin anddmax are the distance to

the closest and furthermost station for which a PGA value was used in the derivation of the equation.
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Conclusions

Where the epicentre of a large earthquake is at one end of the fault, for example Imperial Valley, the

attenuation equations based on epicentral distance show different characteristics to those based on

surface projection and rupture distance. Theb5 term is much larger because some stations are close

to the fault but are far from the epicentre so the flattened area of the curve is larger. To compensate,

the decay coefficientb3 is smaller for epicentral distance. For large earthquakes, such as Michoacán,

with large rupture areas (Michoacán earthquake’s rupture area is150× 140 km) this distance range

of low attenuation is also large (up to distances to the surface projection of about100 km) and this

can result in the geometric attenuation coefficient,b3, having an unphysical value (such as−17.84

for SA(0.2 s) and epicentral distance).

The uncertainty of the equations varies between different earthquakes withσ values between

0.17 for PGA (North Palm Springs and Imperial Valley earthquakes) and0.29 for PGA (Michoaćan

earthquake). The spectral attenuation relations for different earthquakes also show a large variation

in σ. For example, forSA(0.2 s), σ varies between0.22 (North Palm Springs and Imperial Valley

earthquakes) and0.31 (San Fernando and Michoacán earthquakes).

The study does not show clearly which distance variable is best although the equations derived

using epicentral and elliptical distance have slightly higherσ values than those which used rupture

or surface projection distances. Campbell (1985) claims that using epicentral or hypocentral dis-

tances leads to considerably greater scatter, but this is not shown by this experiment. It is surprising

that for an earthquake with a large rupture area such as Michoacán using surface projection distance

or rupture distance does not lead to a considerable lowerσ than using epicentral distance. This is

probably because the stations which recorded this earthquake were in two main areas, in the Guer-

rero accelerograph array in the epicentral region and in Mexico City in the far-field. Therefore a

simple decay of ground motion with distance is observed whatever distance measure is used. The at-

tenuation relationships based on rupture and surface projection distances have similar uncertainties

and so it is impossible to conclude which is better.

The findings for epicentral distance given here are probably applicable to all point source dis-

tance measures (hypocentral distance, rupture centroid distance and centre-of-energy-release dis-

tance) although to a less extent for rupture centroid and centre-of-energy-release distance because

they are measured to a point which is more representative of the rupture plane.

8.5 Effect of technique for combining horizontal components

As Appendix B.4 shows there are a large number of ways of using data from the two horizontal

components of an accelerogram. The effect of each of the techniques on the amplitude of the

dependent variable (PGA and SA at5% damping) and on the associated uncertainty of the ground
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Tab. 8.13: Minimum and maximum ratios of PGA values predicted using seven different methods

for considering the two horizontal components and the standard deviations of the atten-

uation equations. The ratios are the predicted PGA using the method of combination of

the row divided by the predicted PGA using the method of combination of the column.
Vectorial Resolved Larger Random Arithmetic Geometric Both σ

Vectorial 1 1.18–1.18 1.25–1.28 1.38–1.57 1.43–1.44 1.44–1.47 1.44–1.470.210

Resolved 0.84–0.85 1 1.06–1.08 1.18–1.32 1.21–1.23 1.22–1.25 1.22–1.250.213

Larger 0.78–0.80 0.93–0.94 1 1.10–1.24 1.12–1.15 1.13–1.18 1.13–1.180.210

Random 0.64–0.72 0.76–0.85 0.81–0.91 1 0.92–1.04 0.93–1.05 0.93–1.050.224

Arithmetic 0.69–0.70 0.82–0.83 0.87–0.89 0.97–1.09 1 1.01–1.02 1.01–1.020.210

Geometric 0.68–0.69 0.80–0.82 0.85–0.88 0.95–1.07 0.98–0.99 1 1 0.211

Both 0.68–0.69 0.80–0.82 0.85–0.88 0.95–1.07 0.98–0.99 1 1 0.224

motion prediction is investigated here.

The 180 records in the near-field set of records with both horizontal components (see Sec-

tion 5.1) are used to derive a set of attenuation relations for horizontal PGA and SA at5% damping

using the seven different techniques for combining the two horizontal components. The same func-

tional form is adopted as in Chapter 7 but no site coefficients (bA, bS) are derived.

For each derived equation predicted PGAs at all points within5.8 ≤ Ms ≤ 7.8 and0 ≤ d ≤

15 km are computed and then the ratios of these predicted values using the different methods for

considering the two horizontal components are calculated. The maximum and minimum ratios and

the standard deviations of the seven attenuation relations are given in Table 8.13.

Table 8.13 shows that distance and magnitude does not have a large effect on the ratio of hori-

zontal PGA however the two horizontal components are used, at least for the limited magnitude and

distance range of the near-field data considered in this study. This was also found by Westaway &

Smith (1989). Therefore the current use of global ratios relating PGA combining the two horizontal

components one way or combining them in another way is justified. Table 8.13 also shows that

using a randomly chosen horizontal component, the arithmetic mean of the two horizontal com-

ponents, the geometric mean of the two horizontal components or both horizontal components4

gives similar predicted PGA values. The standard deviations of these horizontal PGA attenuation

relations are all similar as is also shown by Sadighet al. (1978) in a less comprehensive study.

Figure 8.26 shows a comparison of the standard deviations of the attenuation relations for SA for

5% damping using different methods for combining the two horizontal components. It shows that

the standard deviations of the equations found using arithmetic, geometric and vectorial addition are

similar and are smaller than those found using the larger or the resolved component which in turn

4 The exact equivalence of the use of the geometric mean and the use of both horizontal components is demonstrated

in Appendix B.4.
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are smaller than those found using a randomly chosen component or both horizontal components.

These differences are reasonably constant for the entire period range (0.1 ≤ T ≤ 2 s).

Fig. 8.26: Comparison of the standard deviations of the attenuation relations for SA for5% damping

using different methods for combining the two horizontal components.

For each derived equation predicted SAs for5% damping at all points within5.8 ≤ Ms ≤ 7.8

and0 ≤ d ≤ 15 km are computed. The ratios of these predicted values are then calculated for each

of the different methods of using the two horizontal components. The maximum and minimum

ratios and the standard deviations of the seven attenuation relations are given in Table 8.14 for three

periods,0.2, 1.0 and2.0 s.

Table 8.14 shows that period has only a small effect on the ratio of SA whatever method of

combining the two horizontal components is used. Distance and magnitude also do not have a

large effect on this ratio. Therefore the current use of global ratios relating SAs using different

combination methods is justified. Table 8.13 also shows that using a randomly chosen horizontal

component, the arithmetic mean of the two horizontal components, the geometric mean of the two

horizontal components or both horizontal components gives similar predicted SA values.

8.6 Regression methods for the inclusion of site category information

8.6.1 Introduction

Two main regression methods have been proposed for using site category information within at-

tenuation equations, these are: a) joint estimation of the site category coefficients and the distance

coefficients (e.g. Booreet al., 1993); or b) estimation of site category coefficients by using the resid-

uals from the derived equation without considering soil conditions (e.g. Ambraseyset al., 1996).
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Method (a) requires each record to be assigned a site category whereas for method (b), because

it relies on residuals, site information can be missing for some records.

Ambraseyset al. (1996) find that the two methods give greatly different coefficients for their

PGA data; with method (a) giving much smaller coefficients than method (b). This difference

requires investigation. This is the subject of this section.

8.6.2 The importance of the mean of the independent variable

Let y = (y1, . . . , yN )T be logarithms of measured ground motions from a single earthquake at

distancesd = (d1, . . . , dN )T. Let y1 to yn1 be from site category 1 (the base category which is

expected to be associated with the weakest ground motion; this is usually rock),yn1+1 to yn1+n2

from site category 2 and so on.yN−nC+1 to yN are from the final site category, so that there areC

site categories withni records within each. Define5 x = (log
√
d2

1 + h2, . . . , log
√
d2

N + h2)T.

Consider the attenuation relation for this single earthquake (i.e. neglecting magnitude and other

source terms) which just involves distance and site category:y = a1 + a2x+ a3S2 + a4S3 + . . .+

aC+1SC , whereSi = 1 for sites within categoryi and0 otherwise.

Define the set ofui (1 ≤ i ≤ C + 1) as:

{u1,u2,u3,u4, . . .uC+1} =
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Then the least squares solution,a, of the attenuation equation is found by solving (e.g. Draper

& Smith, 1981, p. 74):

5 The transformation used at this stage does not effect the results it is done here only to relate these general results

directly to attenuation relations
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X TXa = X Ty (8.4)

whereX is the matrix formed by the vectors,ui, defined above. Equation 8.4 then takes the general

form:



N
∑N

i=1 xi n2 . . . nC∑N
i=1 xi

∑N
i=1 x

2
i

∑n1+n2
i=n1+1 xi . . .

∑N
i=N−nC+1 xi

n2

∑n1+n2
i=n1+1 xi n2 . . . 0

...
...

...
...

...

nC

∑N
i=N−nC+1 xi 0 . . . nC





a1

a2

a3

...

aC+1


=



∑N
i=1 yi∑N

i=1 xiyi∑n1+n2
i=n1+1 yi

...∑N
i=N−nC+1 yi


(8.5)

Consider the special case where the mean transformed distances of the records within each site

category are equal (and hence, of course, also equal to the mean transformed distance of all the

records regardless of site category), i.e.:

x̄ =
1
N

N∑
i=1

xi =
1
n1

n1∑
i=1

xi = . . . =
1
nC

N∑
N−nC+1

xi

Then Equation 8.5 simplifies to:



N Nx̄ n2 . . . nC

Nx̄
∑N

i=1 x
2
i n2x̄ . . . nC x̄

n2 n2x̄ n2 . . . 0
...

...
...

...
...

nC nC x̄ 0 . . . nC





a1

a2

a3

...

aC+1


=



∑N
i=1 yi∑N

i=1 xiyi∑n1+n2
i=n1+1 yi

...∑N
i=N−nC+1 yi


(8.6)

Applying Gaussian elimination to the first two lines of Equation 8.6,a2 is found to be:

a2 =
N
∑N

i=1 xiyi −
∑N

i=1 xi
∑N

i=1 yi

N
∑N

i=1 x
2
i − (

∑N
i=1 xi)2

(8.7)

This is equal to that value ofa2 found if the soil category is neglected in the first stage (i.e. the

first step of method (b)). It can be shown (solving Equation 8.6 completely) that, for this special

case, the two methods, (a) and (b), give exactly the same values for the other coefficients,a1 anda3

to aC+1.

Therefore if the mean transformed distances of the records within each soil category are equal

to each other then methods (a) and (b) yield exactly the same coefficients. This equality is true

whatever the distribution of records with distance within the different soil categories or however

many records there are in each category.
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8.6.3 Numerical examples

To illustrate the above result two small artificial sets of PGA values were generated using the co-

efficients of Ambraseyset al. (1996) withMs = 66, including random scatter introduced by the

addition of a normally distributed term with mean of0 and standard deviation of0.25 (the error

associated with Equation (5) of Ambraseyset al. (1996)). Two soil categories are considered: rock

(R) with 14 PGA values, four from1 km and 10 from100 km giving a mean transformed distance

of 1.59; and stiff soil (A) (using the amplification factor over rock derived by Ambraseyset al.

(1996)) which contained 5 PGA values, three from30 km and two from60 km which gives a mean

transformed distance of1.60. Note that these two sets are much different in distribution and size but

their mean transformed distances are almost identical. Also note that such poor distributions with

distance and the small size of the sets, means that the derived coefficients will be highly uncertain

and will usually differ greatly from the coefficients used to generate the data, but this is not the

object of this example. One thousand sets (14 rock and 5 stiff soil values) of artificial PGA values

were generated and the coefficients of the least squares equation found using method (a) and method

(b). The maximum absolute difference between the coefficients derived using the two methods are

extremely small, fora1 it is 5.7 × 10−3, for a2 it is 3.4 × 10−3 and fora3 3.8 × 10−5. Therefore

confirming the result obtained above.

If however the mean transformed distance of the soil categories are not equal, as in Ambraseys

et al. (1996)7, then differences between the coefficients derived using the two methods (a) and (b)

should be expected. Note, however, that the result given above does not mean than if the average of

the transformed distances for the different site categories are not the same, then the coefficients are

always different.

Another pair of artificial sets of PGA values, again generated using the coefficients of Am-

braseyset al. (1996), were created to confirm this. The rock PGA set consists of 50 values at

random distances from a uniform distribution between0 and50 km, hence the mean transformed

distance is about1.3, and the stiff soil PGA set consists of 50 values at random distance from a

uniform distribution between50 and100 km, hence the transformed distance is about1.9. Note

that these distributions are highly artificial and are not likely to occur in practice but they provide

an illustration of why the mean transformed distance controls the difference between the solution

using method (a) or (b). Again one thousand random sets of values were generated and the least

squares curves are found using methods (a) and (b). The maximum absolute differences in coeffi-

cients found was:0.57; 0.42; 0.22 for a1, a2 anda3 respectively. Figure 8.27 shows the equations

along with the artificial PGA values used.

6 This means the coefficients used werea1 = −1.48 + 0.266× 6 = 0.116, a2 = −0.922, a3 = 0.117 andh = 3.5
7 In this case the mean transformed distances (usingh from the paper) are rock (R):1.56, stiff soil (A): 1.47 and soft

soil (S):1.32
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Fig. 8.27: PGA attenuation relations derived using method (a) dashed line and method (b) solid line

where the thicker line is for rock and the thinner line is for stiff soil. Circles are artificial

rock PGA values and squares are artificial stiff soil PGA values.

Figure 8.27 shows the great difference in predicted PGA for the two different methods; although

such great difference should not occur for real data because the distribution with distance for the

different soil categories should be much more equal. The decay rate derived using method (b) is

lower than it should be because it is biased by the distant stiff soil values which are higher than the

close rock values. Although the overall fit of the two sets of curves is similar, if the fit for the two

site categories is examined individually then it is seen that the rock curve from method (b) does

not pass through the actual rock data whereas the rock curve from method (a) does. This example

shows the importance of the means of the transformed distance in deriving valid coefficients from

regression analysis.

8.6.4 Extension for more independent parameters

An extension of this result holds for attenuation relations which include other independent param-

eters, such as magnitude. Then if all of the site categories have the same means of the independent

variables (or transformed independent variables) methods (a) and (b) give exactly the same coeffi-

cients. This was confirmed analytically (by solving similar equations to Equation 8.5 and 8.6) and

numerically using artificial sets of data.

8.6.5 Conclusions

The main conclusion of this section is that the mean of the transformed distances within each site

category, governs whether the two major methods for the inclusion of site geology in attenuation

relationships yield the same coefficients.
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If all records used for the derivation of a attenuation relation are put into site categories then the

site coefficients should be derived in the same step as the other coefficients rather than being found

from the residuals of the regression; there being no advantages in using residuals (except perhaps

it is easier to implement) and it could lead to incorrect distance and site coefficients. Ambraseys

et al.(1996) use method (b) for same reasons that the two-stage method of Joyner & Boore (1981) is

applied, to decouple the determination of the dependence of ground motion on different independent

parameters. For soil categories this decoupling is not desirable as is shown above.

If however there is no site information for some of the records then either the records should

not be used or, if they provide useful data points, then the site coefficients can be derived using the

residuals of the first stage of the regression (which did not include site information) provided that

the means of the independent variables for each site category are approximately equal.

The attenuation relations which do not contain coefficients to model the differences between

ground motions on different sites conditions, must be checked to ensure that the data in each site

category does not come from distances or magnitudes which give different means of the independent

variables. Thus even if a study does not explicitly consider site conditions the results obtained may

be influenced by the distribution of data with respect to site conditions.

If a nonlinear form of equation is employed then the result here are unlikely to hold exactly

but probably they are roughly true and provide guidance to when method (b) can be used with

confidence.
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Vectorial Resolved Larger Random Arithmetic Geometric Both

Vectorial 1 1.15–1.17 1.23–1.26 1.45–1.50 1.44–1.45 1.46–1.50 1.46–1.50

Resolved 0.86–0.87 1 1.06–1.08 1.25–1.30 1.23–1.26 1.25–1.30 1.25–1.30

Larger 0.80–0.81 0.92–0.94 1 1.17–1.20 1.14–1.18 1.16–1.22 1.16–1.22

Random 0.67–0.69 0.77–0.80 0.83–0.85 1 0.96–1.00 0.97–1.03 0.97–1.03

Arithmetic 0.69–0.70 0.79–0.81 0.85–0.87 1.00–1.04 1 1.02–1.03 1.02–1.03

Geometric 0.66–0.69 0.77–0.80 0.82–0.86 0.97–1.03 0.97–0.98 1 1

Both 0.66–0.69 0.77–0.80 0.82–0.86 0.97–1.03 0.97–0.98 1 1

(a)T = 0.2s

Vectorial Resolved Larger Random Arithmetic Geometric Both

Vectorial 1 1.10–1.13 1.19–1.23 1.48–1.53 1.43–1.49 1.44–1.58 1.44–1.58

Resolved 0.88–0.91 1 1.08–1.09 1.32–1.37 1.26–1.35 1.27–1.44 1.27–1.44

Larger 0.81–0.84 0.92–0.93 1 1.22–1.27 1.16–1.25 1.17–1.33 1.17–1.33

Random 0.66–0.67 0.73–0.76 0.79–0.82 1 0.96–0.98 0.96–1.05 0.96–1.05

Arithmetic 0.67–0.70 0.74–0.79 0.80–0.86 1.02–1.05 1 1.01–1.07 1.01–1.07

Geometric 0.63–0.69 0.70–0.79 0.75–0.85 0.95–1.04 0.94–0.99 1 1

Both 0.63–0.69 0.70–0.79 0.75–0.85 0.95–1.04 0.94–0.99 1 1

(b) T = 1.0s

Vectorial Resolved Larger Random Arithmetic Geometric Both

Vectorial 1 1.12–1.14 1.18–1.22 1.44–1.65 1.45–1.48 1.48–1.56 1.48–1.56

Resolved 0.88–0.90 1 1.05–1.08 1.29–1.45 1.27–1.32 1.30–1.39 1.30–1.39

Larger 0.82–0.85 0.92–0.95 1 1.19–1.38 1.20–1.23 1.24–1.29 1.24–1.29

Random 0.61–0.69 0.69–0.78 0.72–0.84 1 0.88–1.02 0.90–1.08 0.90–1.08

Arithmetic 0.68–0.69 0.76–0.79 0.81–0.84 0.98–1.14 1 1.02–1.06 1.02–1.06

Geometric 0.64–0.67 0.72–0.77 0.78–0.81 0.92–1.11 0.95–0.98 1 1

Both 0.64–0.67 0.72–0.77 0.78–0.81 0.92–1.11 0.95–0.98 1 1

(c) T = 2.0s

Tab. 8.14: Minimum and maximum ratios of SA for5% damping values for0.2, 1 and2 s predicted

using the seven different methods for considering the two horizontal components. The

ratios are the predicted SA using the method of combination of the row divided by the

predicted SA using the method of combination of the column.



9. ACCELEROGRAM PROCESSING TECHNIQUES

9.1 Introduction

Many authors have noted the importance of the accelerogram correction technique used in deriving

attenuation relations, see Section 3.4, although the difference associated with different procedures

has not been fully investigated in the past. This is the subject of this chapter, concentrating on

long-period errors.

This is an important topic because different correction techniques introduce further uncertainties

into ground motion prediction, using attenuation relations, since the recorded ground motion on

which the equations are based may contain errors or may be biased simply because of the correction

technique employed.

9.2 Errors in recorded ground motion

An important publication on the sources and sizes of errors in strong-motion records is Trifunac

et al. (1973).

9.2.1 Digitisation errors

Many estimates of the maximum size of digitisation errors have been made, for example Schiff &

Bogdanoff (1967), Trifunacet al. (1973), Hudson (1979), Shoja-Taheri (1980) and Levine & Beck

(1990). Converting the estimates of digitisation errors from these studies intoms−2, assuming

the peak acceleration that can be recorded on a instrument is10 ms−2, gives a range of errors

from 0.01 ms−2 (Hudson, 1979) to0.05 ms−2 (Schiff & Bogdanoff, 1967; Levine & Beck, 1990).

Hudson (1979) demonstrates that digitisation errors closely fit a normal distribution.

Anderson & Hough (1984) find for a digital recorder (Kinemetrics DSA-1) that the Fourier

amplitude spectrum of acceleration above40 Hz is flat and equal to a spectral amplitude of about

0.1 cms−1 which is appropriate for digitisation process with random round-off errors at an ampli-

tude of±0.005 ms−2 least count.

Westaway & Smith (1989) argue that there is a20% variability in calculation of PGA due to

instrumental calibration, digitisation, and in fitting of baseline through the records.
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9.2.2 Long-period errors

Figure 9.1 shows the results of a test of the accuracy of hand digitisation performed by Trifunacet al.

(1973) where each operator used the equipment for digitising strong-motion records to digitise a

diagonal straight line. Figure 9.1 shows the random digitisation errors generated by the operators,

discussed in Section 9.2.1, but also long-period errors, some of which are systematic and due to the

digitising machine.

Fig. 9.1: Five independent digitisations of a straight line and their average. From Trifunacet al.

(1973).

It is common practice to digitise the fixed traces on most analogue accelerograms and subtract

them from the digitised acceleration time-histories. This removes systematic long-period errors

due to the digitisation machine as well as warping and transverse play of the recording paper or

film. However such a procedure does not remove the long-period errors introduced by the operator

of the digitisation table and usually a low-frequency filter is applied to the time-history to remove

such errors. Trifunacet al. (1973) conclude that accurate computed displacement curves may be

obtained for periods up to about16 s.

Hudson (1979) says that ‘permanent displacements (zero frequency components) would be
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practically impossible to separate from noise, so that even as estimates they would be valueless.’

Schiff & Bogdanoff (1967) come to a similar conclusion but they also state that ‘for a 30 second

record and a sample rate of 100 samples per second (6 times the current rate), the standard deviation

of the reading errors would have to be 0.02 per cent of the full scale reading to determine the net

displacement to within0.5 in [1.3 cm], 68 per cent of the time.’ Modern digitisation is often per-

formed with a sample rate of 200 samples per second and digitisation errors are of the order0.01 to

0.05 ms−2 (see Section 9.2.1), hence calculation of the true ground displacement may be possible.

The accuracy of long-period motions from accelerograms depends on the signal-to-noise ratio

so accelerograms recorded close to the source or from large earthquakes will, relatively speaking,

provide more accurate long-period data than those records from greater distances or small earth-

quakes (Trifunac & Lee, 1974).

The major problem with the recovery of true ground velocity and displacement is that the zero

acceleration level (baseline or centreline) is not indicated on the accelerogram (Schiff & Bogdanoff,

1967; Trifunac, 1971b). The main difficulties in determining the baseline position are: a) initial part

of shock is not recorded, b) final acceleration or velocity cannot be assumed to be zero, due to the

presence of background noise and c) the final displacement is not known.

9.2.3 Errors in records from digital instruments

Errors in records from digital instruments come from (Chiu, 1997): non-zero background noise;

instrument noise (sensitive to temperature fluctuations); slow-drifting of the baseline due to ma-

terial fatigue of sensor; initial value of velocity; imperfect knowledge of the instrument response;

insufficient resolution; and too low a sampling rate. The effect of imperfect instrument response

and low sampling rate are usually negligible for low-frequencies.

9.3 Correction of long period errors: The recovery of true ground displacements

When an earthquake occurs the region surrounding the causative fault undergoes permanent defor-

mation. If an accelerograph station is located in this region then it will also suffer a permanent shift

in position.

Being able to recover residual displacements from strong-motion records is important for life-

line earthquake engineering because damage to pipelines can often be related to large strains which

occurred during and after earthquakes. Accurate estimates of the displacement field around a fault

could also enable the earthquake source to be better known. Perhaps most importantly if a near-

field record is corrected assuming no permanent displacement then it no longer represents the true

ground motion during the earthquake, thus affecting long period ground motion measurements such

as peak ground velocity (PGV) and peak ground displacement (PGD).
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9.3.1 Tilts

Many strong motion transducers are (or are equivalent to) pendulums that rotate due to acceleration

of their supports (Trifunac & Todorovska, 2001). Figure 9.2 is a diagram of one of these pendulums

which measures horizontal translation accelerationẍ.

Fig. 9.2: Schematic of strong-motion transducer pendulum making angleψ, relative to its support

frame, which in turn is tilted by angleφ, with respect to the fixed gravity vectorg. From

Bradner & Reichle (1973).

The equation of motion of the system in Figure 9.2 using the small angle approximation is

(Bradner & Reichle, 1973):

Iθ̈ = −µaψ̇ −ma gθ +maẍ+malφ̈

Now the horizontal deflection of the massy = aψ is measured by the instrument,θ = φ + ψ

and letting2ξω = µa/I andω2 = ma g/I gives:

ÿ + 2ξωẏ + ω2y =
aω2

g
ẍ− aω2φ+ a

(
lω2

g
− 1
)
φ̈

The coefficients of horizontal translational acceleration,ẍ, and the horizontal components of

gravity caused by the tilt, approximatelygφ, are identical. Therefore the displacement,x, cannot be

found by double integration of the output of the accelerometer (Bradner & Reichle, 1973); Trifunac

& Todorovska (2001) have recently restated this although they use a slightly different equation of

motion which includes cross-axis sensitivity. The equation of motion for instruments that measure

vertical accelerations is not affected by tilts of the instrument (Bradner & Reichle, 1973). If the

effects of tilts on the recorded ground motion can be ignored then the recovery of the true ground

displacement may be possible using an appropriate processing technique (Graizer, 1979).

Tilts of the ground occur because of: wind, pressure changes, trees, permanent deformation

of the ground due to faulting, the passage of seismic waves and nonlinear soil behaviour such as

lateral spreading. Wind, pressure changes and trees are all likely to have a negligible, and almost
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unrecordable (Mat-Isa & Usher, 1992), effect on the recorded translational ground motions. Tilts

due to the accelerometer not being exactly level will not change with time and so can be removed

easily from accelerograms.

Tilts caused by the permanent ground deformation due to faulting can be estimated using equa-

tions predicting the static deformation of the ground from faulting, such as was done by Hasegawa

(1975). Mansinha & Smylie (1971) give equations for the deformations caused by slip along in-

clined, finite dip-slip and strike-slip faults and are used here. Tilts are given by:∂uz/∂x and

∂uz/∂y wherex andy are distances in the two horizontal directions anduz is displacement in

the vertical direction. Figure 9.3 shows moment magnitude,Mw = 2/3 logM0 − 6, versus the

maximum tilt which may be expected for dip-slip faulting. The tilts, due to the permanent ground

deformation, are clearly small (Figure 9.3). The accelerations due to these tilts are given bygφ,

whereφ is the tilt andg is acceleration due to gravity, and so are much smaller than translational ac-

celerations in the near field and consequently can possibly be neglected when correcting near-field

accelerograms. However, in the near field the ground may exhibit non-linear behaviour resulting in

large tilts; such tilts perhaps cannot be ignored.

Although it is not possible to measure horizontal accelerations without also recording tilts,

recording tilts without recording horizontal accelerations is reasonably easy (Mat-Isa & Usher,

1992). Mat-Isa & Usher (1992) provide details of an accelerometer which records tilts, especially

wind-induced tilts. The accelerograms from this instrument can then be subtracted from the motions

recorded on normal accelerometers to yield the exact translational accelerations.

9.3.2 Expected permanent displacements

Mansinha & Smylie (1971) give equations for calculating the theoretical permanent displacement at

a location due to strike-slip and dip-slip faulting. These equations are for rectangular ruptures with

average slip,u, along the entire fault. As both these assumptions may not be met and because a num-

ber of other factors (for example slumping, liquefaction and the top soil layer becoming detached

from the bedrock) are ignored the actual displacements which occur during an earthquake can be

different than those given by these equations. There exist freely-available computer programs for

the calculation of coseismic displacements from much more complex faults (e.g. Gomberg & Ellis,

2001), however, because all that is required for rough verification of the recovered displacements

from strong-motion records are estimated coseismic displacements given by simple models, such

programs were not used in this study. For more rigorous verification of the recovered displacements

more complex computer modelling should be used.

Figure 9.4 shows moment magnitude versus the maximum distance at which certain permanent

displacements may be expected for vertical strike-slip faulting. From Figure 9.4 it may be seen
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Fig. 9.3: Maximum tilts due to the permanent ground deformation caused by dip-slip faulting. Solid

line is for a fault dipping at30◦, dashed line is for a fault dipping at45◦ and dash-dotted

line is for a fault dipping at60◦. These curves were calculated using Mansinha & Smylie

(1971) dip-slip equations along a perpendicular line to the fault, on the surface, from the

centre of the rupture. Parameters used were distance to top of fault,d = 0 km, Wells

& Coppersmith (1994) equation for all faults:log u = −4.80 + 0.69Mw whereu is the

average displacement along the fault, area of rupture,A = LW from: M0 = µAu (where

the rigidity of the crustµ = 3 × 1010 Nm) andW = L for L ≤ 20/ sin(θ) km and

W = 20/ sin(θ) km for L > 20/ sin(θ) km (assuming a depth of the seismogenic layer

equal to20 km), whereθ is the dip of the fault.

that for large earthquakes the permanent displacements are still large enough to be important for

correct processing of strong-motion records even at considerable distances. For example for a

Mw = 7.5 earthquake deformations of about1 m are to be expected at distances of up to10 km.

Therefore a technique which can recover these movements would lead to corrected records which

more adequately represent the actual ground motion that occurred at the station.

Figure 9.5 and 9.6 show examples of the large permanent displacements from the near field of

large earthquakes.

Anderson & Luco (1983a) find from their simulations of near-field strong ground motions that

peak ground displacements in the direction parallel to the fault are due to the permanent ground

deformation. Therefore failure to recover such displacements could seriously underestimate the

actual displacements.
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Fig. 9.4: Moment magnitude,Mw, versus maximum distance from fault which undergoes a perma-

nent deformation of1 cm, 2 cm, 5 cm, 10 cm, 20 cm, 50 cm, 1 m or 2 m. These curves

were calculated using Mansinha & Smylie (1971) strike-slip equations along a perpendic-

ular line to the fault, on the surface, from the centre of the rupture. Parameters used were

dip of fault,θ = 89.9◦ (this was used because of a singularity in the equations ifθ = 90◦),

distance to top of fault,d = 0km, Wells & Coppersmith (1994) equation for strike-slip

faults: log u = −6.32+0.90Mw whereu is the average displacement along the fault, area

of rupture,A = LW from: M0 = µAu (where the rigidity of the crustµ = 3× 1010 Nm)

andW = L for L ≤ 20 km andW = 20 km for L > 20 km (assuming a depth of the

seismogenic layer equal to20 km).

9.3.3 Previous studies

The problem of determining the true ground displacement from accelerograms has been investigated

since the 1940s, see for example Neumann (1943) and Housner (1947). These early studies were

based on fitting low-degree polynomials to the acceleration or velocity traces. In Housner (1947) a

long-period (15.2 s) sine wave needed to be subtracted from the displacement trace in order to give

a realistic result.

There are some techniques which can be used if the displacement at the end of record is known

(e.g. Poppitz, 1968; Trujillo & Carter, 1982; Mumme & McLaughlin, 1985; Borsoi & Ricard, 1985).

For most strong-motion records the final displacement values are not known. Even if the expected

displacement could be found, using equations such as those in Mansinha & Smylie (1971), because

of other non-tectonic causes of permanent displacements these expected displacements are only
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estimates and they could be greatly in error.

Iwan et al. (1985) introduce a simple baseline correction method, specifically for the Kinemet-

rics PDR-1 digital accelerograph, which allows three parts of the acceleration baseline (that before

the strong motion, that during the strong motion and that after the strong motion) to have different

zero levels. This procedure was used because tests revealed an instrument anomaly, thought to be

due to mechanical or electrical hysteresis within the transducer, which prevented the true ground

displacement being recovered simply through integrating twice the acceleration time-history. Re-

sults obtain by Iwanet al. (1985) for test recordings and for one record from an aftershock of the

Coalinga earthquake (8/5/1983,ML = 5.5), by Andersonet al. (1986) and Mendez & Anderson

(1991) for records of the Michoacán earthquake (19/9/1985,Mw = 8.0), by Boore (1999, 2001c)

for records from the Chi-Chi earthquake (20/9/1999,Mw = 7.6) and by Booreet al. (2002) for

records from the Hector Mine earthquake (16/10/1999,Mw = 7.1) show that realistic ground dis-

placements can be obtained by this method.

One of the main polynomial correction methods was developed at the Earthquake Engineering

Research Laboratory (California Institute of Technology). A parabolic acceleration baseline (cubic

baseline on the velocity) is assumed which is fixed by minimizing the mean square ground velocity

(Hudsonet al., 1969). Graizer (1979, 1980) develops a technique based on this idea. Graizer (1979,

1980) uses this method to correct the65◦ component of the Parkfield-Cholame Shandon Array

2W record from the Parkfield earthquake (28/6/1966) and achieves a good match with theoretical

results.

In Graizer (1982, 1983) the method is used on the accelerogram recorded at Karakyr during

the Gazli earthquake (17/5/1976). Graizer can only reliably recover residual displacements for the

vertical component (for the horizontal components a filtering technique is used). The movement

found is65 cm which compares well with geodetic measurements.

In Graizer (1985, 1988) a number of different acceleration time-histories are processed using

Graizer’s original method and also the more normal filtering method. Graizer (1988) states that

‘another possible method for processing such records is the increase of the base-line correction

polynomial degree.’ Also he concludes that one correction algorithm is not applicable to all records

and that the recovery of residual displacements can only be accomplished for accelerograms with a

high dynamic range.

Iwan & Chen (1994), it is believed, used a similar method to this to correct the Lucerne Valley

record from Landers earthquake (28/6/1992). Iwan (1994) used the same method as Iwan & Chen

(1994) to correct four Northridge earthquake (17/1/1994) records. This technique was used by

Akkar & Gülkan (1999) to correct the Erzincan record from the Erzincan earthquake (13/3/1992).

The same technique was used by Akkar & Gülkan (2000) to correct two records of the Kocaeli

earthquake (17/8/1999) (D̈uzce and Sakarya) and one record of the Düzce earthquake (12/11/1999)
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(Düzce); realistic permanent displacements mainly in the direction of fault slip were found.

Two records (Yarimca and Sakarya) from the Kocaeli earthquake were processed using a scheme

to retain the expected permanent displacement at the station by Rathjeet al.(2000). Little informa-

tion is given about the procedure used except that ‘[a] baseline correction was applied, but only at

times beyond the static displacement.’ Rathjeet al. (2000) also note that the results from this study

are preliminary but that evidence for static ground displacements in the other near-fault recordings

should also be sought and addressed appropriately. Three records (Izmit, Yarimca and Sakarya)

from the Kocaeli earthquake are also corrected by Safaket al. (2000) to retain the permanent dis-

placements and the displacements compare well with the measured fault offsets; however no details

of the procedure are given. Andersonet al. (2000) present the results of integrating the digital

Sakarya record to yield a permanent displacement which matches well with predicted displace-

ments found by a steady state dislocation model.

Rather than fit the baseline to the ‘quiet’ section of the velocity curve Vostrikov (1998) fits it to

the displacement trace between0 andT1 andT2 andT (the end of the record), probably because

the records considered are from the far-field where no permanent displacements are expected. This

adaption was also suggested in Graizer (1979). It is thought that the general ideas of Vostrikov

(1998) should be applicable however the baseline was found. Vostrikov (1998) assumes the error

in a seismic record is composed of two parts, a high frequency part due to digitisation and long-

period ‘background’ oscillations which are inherent in the ground motion itself and not simply due

to noise. Vostrikov (1998) finds that the long-period reconstruction error can be estimated from:

δx∗ =
∆x∗

Ax
100.5w/Tn ; (9.1)

where

∆x∗ =
∆x∗0

2 + ∆x∗B
2

∆x∗0 + ∆x∗B
,

∆x∗B = γBAB

(
TB

Tn

)
,

∆x∗0 = γ0c0

(
T

n∆t

)2+ν

∆y∆t3,

andTn =
2T
n
.

T is the duration of record,n the degree of the correction polynomial,∆t the digitisation time

step,∆y the maximum high-frequency error due to digitisation,TB the characteristic period of the

‘background’ error,AB the amplitude of this error,Ax the maximum ground motion, andw = T2−

T1. The constants are defined using numerical experiments asγB = 1.4, ν = 0.54, γ0 = 0.0501 for

1 There is a typography error on page 158 of Vostrikov (1998).



9. Accelerogram processing techniques 295

uniformly distributed digitisation errors andγ0 = 0.024 for normally distributed digitisation errors.

9.3.4 Extended Graizer Method

An alternative implementation of the Graizer (1979, 1980) method is described below and used

to produce the results in Section 9.3.10. Graizer (1979, 1980) uses the corrected displacement

time-history to find the corrected acceleration and velocity through numeric differentiation after

smoothing the calculated displacement by five points. The following procedure should give similar

results and has the advantage of altering the acceleration time-history by less.

Let the digitised accelerogram beT seconds long. Firstly the uncorrected acceleration time-

history is integrated once to get the uncorrected velocity,ẋ(t). Next a polynomial,y(t), which fits

the beginning and the end ofẋ(t) is found by minimizing:

W =
∫ T1

0
(ẋ− y)2 dt+

∫ T

T2

(ẋ− y)2 dt;

wheret = 0 to t = T1 is the ‘quiet’ part of the record before the strong motion begins andt = T2

to t = T is the ‘quiet’ part after the strong motion has died out.

For a digitised record this is equivalent to the well-known least-squares method. Oncey(t) is

found it is differentiated and this differentiated polynomial is subtracted from theentireaccelera-

tion time-history to find the corrected acceleration record. This is then integrated once to find the

corrected velocity record and again to find the corrected displacement record. Normal methods for

removing the effect of the instrument, for example finite difference or filtering algorithms, can be

applied although they were not used in this study because for calculation of ground velocity and

displacement, which are smoothing processes, accelerogram records do not have to be corrected for

instrument response (Trifunac, 1971b).

The idea behind this technique is that the long period noise in the record can be approximated by

a polynomial and also that it can be found using only the ‘quiet’ part of the record. This assumption

means that the baseline found is not affected by the strong part of the record which may contain

large velocity pulses which are likely to be present in near-field records (Somerville & Graves,

1993).

The extended Graizer method can remove a periodic error of periodTM = D/int(n/2), where

D is record length,n is degree of polynomial used andint means the integer part. Therefore if there

is a periodic error of periodTE andTE < TM it cannot be removed fully.

The use of polynomials to approximate the long-period error in accelerograms seems to be

justified because Figure 9.1 shows that the errors in human digitisation approximately follow a

polynomial shape.
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9.3.5 Computer implementation of Graizer correction technique

A FORTRAN computer program, GraCor, was written to achieve the extended Graizer correction

efficiently and to provide an option to: remove the instrument response; and to apply a high-cut

filter to remove high frequency noise. This program is the subject of this section.

The program was originally based on theKK = 2 option in the POLYCOR program (Menu,

1987), adapted to ignore the part of velocity trace betweenT1 andT2, but this program is limited

to only fitting cubics to the velocity trace and not lower or higher degree polynomials. Another

problem with POLYCOR is that the high frequency part of the time-history is not corrected (e.g.

through high-cut filtering), although there is an option to apply an instrument correction using finite

differences, which Menu (1986) shows does not adequately recover all high-frequency information.

Both these limitations lead to the development of a new algorithm to fit any degree of poly-

nomial through the velocity time-history and to incorporate an algorithm to correct the high fre-

quencies. It is also possible to implement most of the extended Graizer technique using standard

subroutines for least-squares fitting, such as ‘lfit’ given in Presset al. (1992) (Boore, 2001a).

Firstly the uncorrected acceleration time-history is linearly interpolated to a user specified time

interval, usually0.005 s (200 samples per second), for consistency with the other correction tech-

niques commonly used. However, this interpolation does not affect the results.

Next, if the user wishes, the acceleration time-history is instrument corrected and a high cut filter

applied to remove high frequencies which are thought to be mainly noise. The instrument correction

and the high cut filtering subroutines from the Butterworth filtering program, BUTTER, (Vorgia,

1992) were incorporated in GraCor after thorough verification of their results and conversion to

the new Imperial College strong-motion format. The subroutines in BUTTER were taken from the

BAP program (Converse, 1992) which is the standard processing software of the U.S. Geological

Survey.

The acceleration time-history is then integrated once to yield velocity and twice to yield dis-

placement (these are uncorrected time-histories), using these formulae (from the trapezium rule):

vi = vi−1 +
∆t
2

(ai + ai−1);

anddi = di−1 + ∆tvi−1 +
∆t2

6
(2ai−1 + ai);

whereai, vi anddi are acceleration, velocity and displacement respectively at time stepi and∆t is

the time step.

The integrals of displacement at time stepi, Ii,j , are then calculated; wherej is the number of

integrations of displacement performed. Remember thatIi,1 = 0 for all i. The displacement at time

t where0 ≤ t ≤ ∆t is given by:
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d(t) = di−1 + vi−1t+
t2

2
ai−1 +

t3

6∆t
(ai − ai−1). (9.2)

Equation 9.2 is integrated and initial conditions att = 0 applied giving:

Ii,1 = Ii−1,1 + di−1∆t+
∆t
2
vi−1 +

∆t3

24
(3ai−1 + ai). (9.3)

This integration is continued untilj equals the degree of the polynomial to fit to velocity time-

history. The iterative formula used is:

Ii,j = Ii−1,j+
∆tj−1

(j − 1)!
Ii−1,1+. . .+∆tIi−1,j−1+

∆tj

j!
di−1+

∆tj+1

(j + 1)!
vi−1+

∆tj+2

(j + 3)!
[(j+2)ai−1+ai].

To find the least-squares polynomial (of degreej) fitting the velocityv in the time windows0

to T1 andT2 to T requires:

S =
∫ T1

0
(v −

j∑
i=0

bit
i)2 dt+

∫ T

T2

(v −
j∑

i=0

bit
i)2 dt

to be minimized. Theb0, . . . , bj which minimizeS have∂S/∂b0 = . . . = ∂S/∂bj = 0. Consider

∂S/∂bk = 0:

∫ T1

0
vtk dt−

j∑
i=0

bi

∫ T1

0
ti+k dt+

∫ T

T2

vtk dt−
j∑

i=0

bi

∫ T

T2

ti+k dt = 0.

Calculating these integrals, by repeated integration by parts, yields a set of simultaneous equa-

tions which in matrix form are:

Db = m; (9.4)

whereb is a vector of the coefficientsb0, . . . , bj , D is a matrix whose elements aredq+1,r+1 =

T q+r+1
1 + T q+r+1 − T q+r+1

2 , for 0 ≤ q ≤ j and0 ≤ r ≤ j, andm is a vector whose elements are

given below.

Let m have elementsmi, then the values of these elements can be calculated using an iterative

technique (a sort of reduction formula). Let the timesT1, T2 andT correspond to time stepsN1,

N2 andN respectively. LetZ be an array of elements,zk,l, then:

z0,l = Il,N1 + Il,N − Il,N2 for: 1 ≤ l ≤ j

zk,0 = dN1T
k
1 + dNT

k − dN2T
k
2 − kzk−1,1 for: 1 ≤ k ≤ j

zk,p = Ip,N1T
k
1 + Ip,NT

k − Ip,N2T
k
2 − kzk−1,p+1 for: 1 ≤ p ≤ j − k

Thenm1 = d(T1) + d(T )− d(T2) andmi+1 = zi,0 for 1 ≤ i ≤ j.
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The linear system given in Equation 9.4 is then solved to findb0 . . . bj using Gaussian elimi-

nation with partial pivoting, to increase accuracy of results, through the subroutines GEFAPP and

GESLPP (Moore, 1997a).

To constrain the initial velocity to be equal to0 at t = 0, b0 is set to0 and the solution found

for the smaller linear system,Db = m; whereb is a vector of the coefficientsb1, . . . , bj , D has

the elementsdq,r = T q+r+1
1 + T q+r+1 − T q+r+1

2 , for 1 ≤ q ≤ j and1 ≤ r ≤ j andm has the

elementsm2, . . . ,mj+1 given above.

The polynomial found is differentiated once and subtracted from the acceleration time-history to

yield the corrected acceleration time-history. Finally the corrected acceleration record is integrated

once to find velocity and again to find displacement including the non-zero initial velocity if a

polynomial which is not constrained to0 at t = 0 is fitted.

All steps in this algorithm were implemented using double precision arithmetic so that accurate

results were obtained. GraCor was rigorously tested by using time-histories of polynomials as

the input acceleration record; the correction algorithm removed the polynomial exactly. Although

Gra Cor can compute the coefficients of any degree of least-squares polynomial only polynomials

with degrees less than10 were used to correct the time-histories. This was done partly because

accuracy problems are likely to occur when fitting high degree polynomials but mainly because it

was found that if a realistic correction could not be achieved with a polynomial of degree less than

10 then increasing the degree of polynomial is unlikely to lead to an improved corrected record.

9.3.6 Verification of extended Graizer correction method

The corrected time-histories obtained using the extended Graizer method can be verified to check

that they are physically realistic in three main ways.

Examination of the velocity and displacement traces

The simplest verification method is to examine the corrected velocity and displacement traces. If

the velocity at the end of the record differs appreciably from zero then the correction achieved must

be wrong because no energy should still be arriving at the station after the end of the earthquake.

However, because the algorithm is based on a minimization of the velocity in the time beforeT1

and the time afterT2 the final velocity is almost guaranteed to be zero whether the correction is

adequate or not. Therefore this criterion is of little help.

A stricter criterion, but one that is not always possible, is to compare the velocity and dis-

placement curves obtained with simulated time-histories. Many papers (e.g. Haskell, 1969; Luco

& Anderson, 1983) have calculated theoretical displacement traces for locations in the near field

of large earthquakes against which the corrected displacement time-histories can be judged. For
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example Figure 9.7 shows the comparison of the corrected time-histories from Gilroy #6 during

Coyote Lake earthquake and those simulated by Luco & Anderson (1983) for a similar earthquake

at a similar distance.

Accelerograms recorded very close to the fault are influenced mainly by source mechanism

rather than by inhomogeneities along travel path and consequently can be relatively simple (Hasegawa,

1975). Therefore one criterion useful in the verification of the extended Graizer method is that the

velocity and displacement time-histories are relatively simple, for example the velocity time-history

could be composed mainly of a single large pulse which has been observed in both simulated and

observed ground motions.

The corrected displacement time-histories should not show long-period waves present through-

out the entire record which cannot be true ground motion because they do not begin at the beginning

of the strong-motion portion of the record. The displacement should be roughly equal to zero for

the part of the record before the strong-motion portion and then again constant in the part of the

record after the strong-motion portion.

There are few studies which try to reproduce the recorded ground motions on near-field ac-

celerograms toinclude the permanent displacement. Usually the computed ground motions are

filtered to match the filtered accelerograms. For the Parkfield earthquake (28/6/1966) there are

two studies (Haskell, 1969; Hartzellet al., 1978) which do model the ground motions recorded at

Cholame-2, without applying any filtering. Figure 9.8 show the comparison between the ground

motions computed by Haskell (1969) and Hartzellet al. (1978) and those recovered from the ac-

celerogram using the extended Graizer method. A similar comparison is shown by Graizer (1979).

It shows that the velocity and displacement time-histories found using the extended Graizer method

for this strong-motion record are sensible and that the recovered permanent displacement,−8.3 cm,

is in rough agreement with the modelled permanent displacements,−6.2 cm (Haskell, 1969) and

−3.7 cm (Hartzell et al., 1978). Figure 9.19 shows a similar comparison for the Pacoima Dam

record from the San Fernando earthquake (9/2/1971), again showing the similarity between the

recovered displacement from the accelerogram and the modelled displacement. However, such a

direct method of verification is often impossible because modelling of many near-field accelero-

grams has not been done.

Filtering techniques have been shown (Trifunac & Lee, 1974) to give accurate velocity and

displacement time-histories, at least for a limited period range. Therefore if the velocity and dis-

placement time-histories found using the extended Graizer method closely match those given by

filtering then it is likely that the extended Graizer method yields reasonable corrected records for

that accelerogram.
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Comparison of recovered permanent displacement with measured displacements

After a large earthquake measurements of the coseismic displacements (permanent displacements

due to the earthquake) are now often made. The most accurate and quickest methods currently

used are measurements from the Global Positioning System (GPS) or Interferometric Synthetic

Aperture Radar (InSAR) (e.g. Zebkeret al., 1994) although these methods have only been possible

in the past decade before which more time consuming methods such as triangulation or levelling

were used. These measurements, if they exist, are extremely valuable in verifying the correction

achieved by the extended Graizer method. If there are large differences between the measured co-

seismic displacement at a station and the recovered displacement from records at that station then

the correction must be in error. Unfortunately measurements exist for only a few earthquakes and

then the measurements are often not made exactly at the strong-motion stations thus differences be-

tween measured coseismic displacements and recovered displacements may be due to local effects

at the station such as foundation failure.

When measured coseismic displacements could be found for a studied earthquake these were

compared with recovered displacements (see below).

Calculation of response spectra for long periods

The Runge-Kutta algorithm described in Appendix B.1 was used for the calculation of all response

spectra in this chapter. It is important to use double rather than single precision arithmetic in the

computer implementation of any algorithm, including that by Nigam & Jennings (1969) (Boore,

2001b), for calculating spectral displacements at long periods (T & 50 s). Also if the initial velocity

is not constrained to zero then the negative of this needs to be used as the initial condition for

the response velocity in response spectra calculations (Boore, 2001a). This was done when an

unconstrained correction was achieved.

Figure 9.9 shows the velocity response spectra of three records, corrected using the extended

Graizer method, from three earthquakes with increasingMw; Figure 9.10 shows the displacement

response spectra of the same records. These figures show that spectral velocity becomes equal to

PGV at a period,TE,V , which is dependent on the magnitude of the earthquake, i.e. for small earth-

quakes spectral velocity becomes equal toPGV at periods much shorter than for large earthquakes.

For periods greater thanTE,V spectral velocity is roughly constant and equal toPGV which shows

that there is no significant energy in the corrected time-history at these longer periods. A similar

period exists for displacement spectra,TE,D, where spectral displacement becomes equal toPGD

and for longer periods spectral displacement is approximately constant and equal toPGD. Note

thatTE,V is less thanTE,D for these three records.

Liu & Helmberger (1983) find that the Coyote Lake earthquake (6/8/1979) has a rupture length



9. Accelerogram processing techniques 301

of 6 km and a rupture velocity of2.8 kms−1, which gives a rupture duration of about2 s. Bouchon

(1982) calculates a rupture length of14 km and a rupture velocity of2.6 kms−1 and which gives a

rupture duration of about5 s for this earthquake. These rupture durations assume unilateral rupture.

Figures 9.9 a and 9.10 a show that these calculated durations are roughly equal to the period at

which spectral velocity becomes equal toPGV and the spectral displacement becomes equal to

PGD.

For the Imperial Valley earthquake (15/10/1979) Hartzell & Helmberger (1982) find a rupture

length of about36 km and a rupture velocity between2.5 and2.7 kms−1 and hence a rupture dura-

tion of about14 s and Archuleta (1982) gives37.5 km for the rupture length and between2.5 and

2.6 kms−1 for the rupture velocity giving a rupture duration of about15 s. These rupture durations

assume unilateral rupture. As for the Coyote Lake earthquake the period at which spectral velocity

and displacement become equal toPGV andPGD respectively, is close to the computed rupture

duration of the Imperial Valley earthquake.

Yagi & Kikuchi (1999) find the Chi-Chi earthquake (20/9/1999) has a rupture duration of about

32 s, which is again similar to the period at which spectral velocity and displacement become equal

to PGV andPGD respectively.

This finding is not completely new, for example Basili & Brady (1978) note that it is important

to use a low cut-off frequency less than the reciprocal of the length of strong-motion portion of

the record which they note is roughly equivalent to the faulting duration and Trifunac (1994) states

that the corner frequency of source spectra is inversely proportional to rupture duration. However

it is believed to be the first time that it has been clearly demonstrated using actual strong-motion

records.

From this study of three near-field records it can be seen that an examination of the velocity

and displacement response spectra of a record corrected using the extended Graizer algorithm is

useful in deciding whether the correction achieved is reasonable. The correction procedure can be

assumed to be adequate if the periods at which spectral velocity is roughly equal toPGV and spec-

tral displacement roughly equalsPGD is less than or equal to the rupture duration of the earthquake

and that for longer periods the spectral ordinates are constant. If however, there is significant energy

within the time-history for periods greater than the rupture duration, i.e. the spectral velocity and/or

spectral displacement are not constant for periods greater than rupture duration, then this would

mean that the correction made using the extended Graizer technique is probably incorrect.

The impact this result has on the recovery ofPGV andPGD from strong-motion records using

a filtering correction technique is discussed in Section 9.3.12.
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9.3.7 Choice of T1 and T2

A physically based way of choosingT1 andT2 is required. Simply choosingT1 andT2 as the first

and last times a given acceleration level is exceeded is not a good choice because high accelerations

are not necessarily associated with the portion of the record when the permanent displacements

occurred. The wayT1 andT2 are chosen in this study is firstly by filtering the uncorrected time-

history using an elliptical filter (Sunder & Connor, 1982; Sunder & Schumacker, 1982; Menu, 1986)

and plotting the energy density. For near-field strong-motion records energy density plots usually

show a characteristic shape, see Figure 9.11.

T1 is chosen as the time just before the steepest part of the curve andT2 as the time just after

the steepest part of the curve. The extended Graizer method is then applied with these choices and

the displacement curves plotted.

If the displacement curve is not reasonable thenT1 andT2 are varied slightly until a better

looking curve is found. However, a number of tests were made which showed that the permanent

displacements and time-histories obtained are fairly insensitive to the choice ofT1 andT2, a similar

finding to that of Graizer (1979). Some of these tests are shown in Section 9.3.9.

9.3.8 Choice of degree of polynomial

For each accelerogram, as well asT1 andT2, the degree of polynomial needs to be chosen. The ac-

celerogram is first corrected with a linear polynomial (degree equals1) and the acceleration, velocity

and displacement judged against the criteria outlined in Section 9.3.6. If the correction is deemed

not acceptable then the degree is increased by one, the correction applied again to the uncorrected

accelerogram and the time-history examined. The smallest polynomial that yields an adequately

corrected time-history, according to the criteria in Section 9.3.6, is selected. This procedure partly

runs in parallel to the procedure to selectT1 andT2.

9.3.9 Sensitivity of extended Graizer correction method to choices of T1, T2 and degree of

polynomial

In this section some examples of the sensitivity of the corrected velocity and displacement time-

histories to different choices ofT1, T2 and the degree of polynomial used to make the correction are

presented for some analogue records.

Figure 9.12 and Table 9.1 display the corrected acceleration, velocity and displacement time-

histories and the peak ground velocity,PGV, peak ground displacement,PGD, and the residual

(permanent) displacement,RD, found for the El Centro #5 (140◦ component) record of the Imperial

Valley earthquake (15/10/1979) for different choices ofT1 andT2.

Figure 9.12 and Table 9.1 show that for this strong-motion record the corrected accelerations
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and velocities are almost identical for different choices ofT1 andT2 but that the permanent dis-

placements recovered vary greatly, from−12.3 cm (for T1 = 4 s andT2 = 10 s) to 26.7 cm (for

T1 = 0 s andT2 = 15 s). However, the effect of differentT1 andT2 on the peak ground displace-

ment is much smaller;PGD only varies from66.5 cm (for T1 = 4 s andT2 = 10 s) to 70.3 cm (for

T1 = 0 s andT2 = 15 s and forT1 = 2 s andT2 = 15 s). Since the effect of differentT1 andT2 on

PGV andPGD is small the velocity and displacement response spectra for the different choices of

T1 andT2 are almost identical and are not given here. All of the velocity and displacement spectra

show the same behaviour mentioned in Section 9.3.6, i.e. the period at which spectral velocity and

spectral displacement become equal toPGV andPGD is roughly equal to the rupture duration,

which for this earthquake is about15–20 s.

This example demonstrates the difficulty in recovering permanent displacements from strong-

motion records using the extended Graizer method; different reasonable choices ofT1 andT2 can

lead to significantly different recovered permanent displacements. The velocity and displacement

time-histories using these different choices ofT1 andT2 can all look realistic and the velocity and

displacement response spectra can also conform to the observation mentioned in Section 9.3.6.

Therefore unless there are estimates of the true permanent displacement with which to compare the

recovered permanent displacement it is difficult to choose one correction over another. However,

different choices ofT1 andT2 do not significantly affectPGV andPGD so the extended Graizer

method could be more useful in recoveringPGV andPGD than permanent ground displacement.

Figure 9.13 and Table 9.2 display the corrected acceleration, velocity and displacement time-

histories andPGV, PGD andRD found for the Lexington Dam Left Abutment (0◦ component)

record of the Loma Prieta earthquake (18/10/1989) for different choices of degree of polynomial.

Figure 9.13 and Table 9.2 show that for this strong-motion record the corrected accelerations

and velocities are almost identical for different choices of degree of polynomial but that the peak

ground displacements and permanent displacements recovered vary considerably.PGD varies from

−25.5 cm (for 4th degree polynomial) to−42.0 cm (for 2nd degree polynomial) andRD varies

from −16.0 cm (for 5th degree polynomial) to−33.3 cm (for 2nd degree polynomial). The dis-

placement response spectra for different degrees of polynomial vary considerably and this can be

used to reject some choices of degree of polynomial. For example for1st,2nd and3rd degree poly-

nomials the spectral displacement does not reachPGD until periods greater than about50 s, much

longer than the rupture duration of this earthquake, and hence using the observation made in Sec-

tion 9.3.6 such corrected records are rejected. For polynomials of degree4 and greaterPGD and

RD are much less variable and hence for this record it is possible to recover stablePGD andRD

estimates. In Table 9.15 it is shown that the recovered permanent displacement from this earthquake

matches well with the measured permanent displacement.
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Fig. 9.5: Permanent displacement caused by the Dasht-I Biyaz, Iran, earthquake (31/8/1968,Ms =

7.2). Picture courtesy of N. N. Ambraseys.

Fig. 9.6: Permanent displacement caused by the Gediz, Turkey, earthquake (28/3/1970,Ms = 7.1).

Picture courtesy of N. N. Ambraseys.
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(a) Recorded time-histories corrected using extended Graizer method.

(b) Simulated time-histories from Luco & Anderson (1983).

Fig. 9.7: Comparison of recording from Gilroy #6 during Coyote Lake earthquake and those sim-

ulated in Luco & Anderson (1983) for similar earthquake recorded at a similar distance.

Note similarities between recorded and simulated displacements especially for horizontal

components.
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Fig. 9.8: Comparison between velocity and displacement recovered from the accelerogram recorded

at Cholame-2 during the Parkfield earthquake (28/6/1966) corrected using the extended

Graizer method (constrained to zero initial velocity) and the velocity and displacement

at this station modelled by Haskell (1969) and Hartzellet al. (1978). The velocity and

displacement of Haskell (1969) have been unnormalised usingT = 0.3 s and an average

fault displacementD0 = 200 cm which means that the modelled peak ground acceleration

matches that recorded at Cholame-2. They have also been shifted by1 s so that the time

of the peak ground displacements coincide.
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Fig. 9.9: Comparison of velocity response spectrum,5% damping, of a) Gilroy #6230◦ record

(Coyote Lake,Mw = 5.7), b) El Centro #5230◦ record (Imperial Valley,Mw = 6.5)
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method.
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9.3.10 Results

In the following tables: ‘Station’ is the recording station,df is the distance to the surface projec-

tion of the fault, ‘Inst.’ is the type of strong-motion instrument used, ‘Comp.’ is the component

direction of the record,T1 andT2 are the times used for the extended Graizer correction, ‘d’ is the

degree of the polynomial used for the extended Graizer correction,PGV andPGD are the peak

ground velocity and displacement of the record corrected using the extended Graizer method,RD

is the permanent displacement at the end of the record, ‘V’ and ‘D’ are the periods at which the

spectral velocity and displacement, for5% damping, become approximately equal toPGV and

PGD. The results when the initial velocity is constrained to zero are given in the columns headed

‘Constrained’ and those for when the initial velocity is not constrained are given in the columns

headed ’Unconstrained’.

Some records included in this study are not considered to be truly free-field (see Section 3.8).

Coyote Lake (6/8/1979, Mw = 5.7)

Only those time-histories for which a realistic correction was achieved are given in Table 9.3. Many

of the accelerograms from this earthquake are affected by long period noise.

The coseismic displacements resulting from this right-lateral strike-slip earthquake were mea-

sured by Kinget al. (1981) using line length changes in a trilateration network. At trilateration

station Gil (which is4.3 km from Gilroy #1) the measured coseismic displacement is about1 cm

and at Sheep (which is about3.9 km from Coyote Lake Dam) the measured coseismic displacement

is about1.5 cm. The source model of Liu & Helmberger (1983) and the equations of Mansinha &

Smylie (1971) is used to estimate coseismic displacements at the strong-motion stations. Since

the equations of Mansinha & Smylie (1971) are for uniform slip across the fault, the average slip

(29 cm) across the fault plane found by Liu & Helmberger (1983) is used. This was calculated using

their estimated seismic moment (3.5× 1017 Nm) and fault area (40 km2).

The comparison between the recovered and estimated permanent displacements is given in Ta-

ble 9.4 and shows that the recovered permanent displacements are of a similar absolute size to

the theoretical permanent displacements, although the recovered displacements are usually slightly

larger. For some components parallel to the fault, i.e.320◦ from Gilroy #6,140◦ from Gilroy #3 and

320◦ from Gilroy #1, the polarities of the displacements match with that expected. However, the

extended Graizer method cannot be relied upon to yield the correct residual displacements because

the coseismic displacements were small for this earthquake (< 2 cm).
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Tab. 9.4: Recovered from accelerograms and theoretical permanent displacements of the Coyote

Lake earthquake (6/8/1979). ‘ConsRD’ is permanent displacement recovered with ini-

tial velocity constrained to zero, ‘UnconsRD’ is permanent displacement recovered with

initial velocity unconstrained and ‘TD’ is theoretical permanent displacement predicted

using equations of Mansinha & Smylie (1971).

Cons Uncons

Station df Comp. RD RD TD

( km) ( cm) ( cm) ( cm)

320◦ 2·1 0·1 0·9

Gilroy # 6 2 230◦ 1·7 1·3 −0·8

Up 0·7 2·2 −0·6

Coyote Lake Dam 3 250◦ 2·2 3·1 −0·6

Gilroy # 4 6 360◦ 0·3 −0·6 1·2

140◦ −2·6 −2·3 −0·7
Gilroy # 3 8

50◦ 0·6 −2·4 0·8

140◦ 2·0 2·9 −0·5

Gilroy # 2 10 50◦ −1·9 −1·8 0·6

Up 0·8 0·9 −0·1

Gilroy # 1 11 320◦ 1·5 2·0 0·5

Whittier Narrows (1/10/1987, Mw = 5.9)

There are a large number of accelerograms recorded at short distances from this earthquake. Un-

fortunately they all seem to be affected by long period noise with period of about10 s which means

that realistic displacement time-histories could not be recovered from any of the accelerograms.

Lin & Stein (1987) give the vertical coseismic displacements which occurred during this earth-

quake; the largest vertical uplift measured was3.24 cm (with a standard deviation of0.66 cm).

They also predict the vertical and horizontal coseismic displacements using a model of the source;

the largest predicted horizontal coseismic displacement is about1 cm (from their Figure 8b).

The permanent displacements that occurred at strong-motion stations that recorded this earth-

quake are less than about2 cm vertical and1 cm horizontal (from Figure 8 of Lin & Stein (1987)).

The extended Graizer method does not seem to be able to recover such small displacements, espe-

cially in analogue records which exhibit long period noise. Not recovering small displacements of

the order of1 cm is unlikely to strongly bias a correction method based on filtering so the extended

Graizer method does not need to be used.
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North Palm Springs (8/7/1986, Mw = 6.0)

Only those time-histories for which a realistic correction is achieved are given in Table 9.6. Com-

ponent directions of the records from Devers Substation are from Hartzell (1989).

Hartzell (1989) estimates the slip distribution over the fault for this earthquake using strong-

motion and teleseismic records and a range of methods (linear and nonlinear inversion and empirical

Green’s functions). It is found that the fault length is between about12 and20 km although all of the

obtained fault boundaries are irregular and are not rectangular. Savageet al. (1993) finds a rupture

length of11 km. Using these rupture lengths and rupture velocities of between2 and3 kms−1 gives

rupture durations of between2 and5 s because the rupture is bilateral. Thus the periods at which

the spectral velocities and displacement attainPGV andPGD for the records corrected using the

extended Graizer method are slightly too high.

No measurements of horizontal coseismic displacements associated with this earthquake seem

to be available with which to compare the permanent displacements recovered from the strong-

motion records. Savageet al. (1993) does give the measured uplift in the epicentral region due to

this earthquake. The largest measured uplift was about5 cm directly over the rupture plane. The

model of Savageet al. (1993) was used to compute predicted permanent displacements at each of

the strong-motion stations using the equations of Mansinha & Smylie (1971). The model of Sav-

ageet al. (1993) consists of18 cm of right-lateral slip and24 cm of reverse slip so the predicted

displacements are computed using the dip-slip with24 cm of slip and the strike-slip equations with

18 cm of slip and the displacements added together. The displacements recovered from the ac-

celerograms and the predicted displacements are given in Table 9.5.

Table 9.5 shows that almost all the recovered displacements are much larger than the predicted

displacements suggesting that the extended Graizer correction technique does not work well for

these records. The model of the rupture found by Savageet al. (1993) was found using line length

changes and elevation changes. The elevation changes were measured in the epicentral area and so

the vertical deformation predicted by the faulting model is well constrained and so the reverse-slip

part of the model is likely to be accurate. However, the line length changes used data from two

trilateration network (Joshua and Monitor) which do not provide good coverage in the epicentral

area of this earthquake; only three lines are within about10 km of the epicentral and none of these

directly passed over the rupture plane. Therefore the horizontal deformation of the model is poorly

constrained and could be inaccurate. A rupture model of this earthquake is presented in Hartzell

(1989) and it shows up to40 cm of right-lateral slip on the fault plane, compared with18 cm in

the model of Savageet al. (1993). Therefore the permanent displacements that occurred at the four

strong-motion stations are possibly higher than the estimates given in Table 9.5.

As a further check of the results obtained using the extended Graizer method the corrected hor-
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Tab. 9.5: Recovered from accelerograms and theoretical permanent displacements of the North

Palm Springs earthquake (8/7/1986). ‘ConsRD’ is permanent displacement recovered

with initial velocity constrained to zero, ‘UnconsRD’ is permanent displacement recov-

ered with initial velocity unconstrained and ‘TD’ is theoretical permanent displacement

predicted using equations of Mansinha & Smylie (1971).

Cons Uncons

Station df Comp. RD RD TD

( km) ( cm) ( cm) ( cm)

180◦ 1·4 5·5 0·2
White Water Canyon 0

270◦ −4·3 −4·3 −1·7

0◦ −14·9 −10·6 −0·6
Devers Substation 1

90◦ 2·6 2·9 1·9

210◦ −11·0 −16·3 −0·5
N. Palm Springs P.O. 5

300◦ 6·6 11·3 1·5

45◦ 0·9 −0·1 0·4
Morongo Valley 7

135◦ 8·4 19·2 0·2

izontal displacements from the two horizontal components of the four accelerograms were rotated

into directions:0◦ and90◦ east of north. Figure 9.14 shows these rotated displacements and the

locations of the strong-motion stations where they were recorded.

Figure 9.14 shows that there are similarities between the time-histories recorded at White Water

Canyon and Devers Substation, although the displacements at Devers Substation in the0◦ east of

north direction are much larger than those at White Water Canyon. Also the90◦ east of north com-

ponents at all four stations have some similar features, for example the increase in the displacement

in the positive direction at about2 s, although the90◦ component record at Morongo Valley has

three large oscillations between about2 and7 s which are not on the records from the other stations.

The0◦ east of north component at North Palm Springs Post Office is similar to the component in

the opposite direction at Devers Substation which suggests that possibly the polarity of this compo-

nent is incorrect. All corrected displacement traces at the four strong-motion stations (Table 9.6),

corrected using the extended Graizer method, display a number of similarities between them which

suggests that, although the permanent displacements recovered from the strong-motion records do

not closely match the predicted displacements, the extended Graizer method may be an appropriate

correction procedure for these records.
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Parkfield (28/6/1966, Mw = 6.2)

Sensible velocity and displacement time-histories could only be achieved for the record given in

Table 9.7. The other records are all affected by long period noise.

For this record Table 9.7 shows thePGVs,PGDs andRDs obtained by constraining the initial

velocity to0 cms−1 and not applying the constraint are very similar.

The rupture length of this earthquake is about32 km and is mainly unilateral (Mendoza &

Hartzell, 1988) which using a rupture velocity of2 to 3 kms−1 gives a rupture duration of between

11 and16 s. This agrees well with the period at which spectral velocity and displacement become

equal toPGV andPGD (10 and15 s respectively).

Smith & Wyss (1968) report geodimeter and triangulation measurements before and after the

earthquake (October 1965 and July 1966) which shows that points6–8 km distant from the fault

plane moved about20 cm in a right lateral sense with respect to points12 km on the other side of

the fault. A surface displacement of4.5 cm on Highway 46 (close to Parkfield 2W) was found 9

hours and 34 minutes after the earthquake (Smith & Wyss, 1968).

Figure 9.8 shows that the constrained recovered velocity and displacement time-histories match

the modelled velocity and displacement of Haskell (1969) and Hartzellet al. (1978) reasonably

well. There is a similar close match when the initial velocity is constrained to0 cms−1. Therefore

the extended Graizer method works well for this record.

Aigion (15/6/1995, Mw = 6.5)

Sensible velocity and displacement time-histories could only be achieved for one record (Table 9.9).

Table 9.9 shows that both constraining the initial velocity to0 cms−1 and not constraining it

gives almost identicalPGVs and similarPGDs and residual displacements for this record.

Bernardet al. (1997b) present GPS measurements of a point near to the Aigion OTE station

(their point D). The measured horizontal displacement is about4 cm in a direction about30◦ west

of due south. Thus the recovered displacements of−4.2 cm or−3.4 cm from the N component of

the Aigion OTE record are realistic.

The main rupture of this earthquake lasted4 to 5 s (Bernardet al., 1997b) which is also roughly

the period at which the spectral velocity and spectral displacement tend to PGV and PGD respec-

tively for the record given above.

The agreement of the permanent displacements measured by GPS and recovered from the strong

motion record and the velocity and displacement spectra suggest that the extended Graizer correc-

tion method works well for the N component of the Aigion OTE record from the Aigion earthquake.
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Imperial Valley (15/10/1979, Mw = 6.5)

Only those time-histories for which a sensible correction is obtained are given in Table 9.8. Many

of the time-histories include prominent surface waves which limits the applicability of the extended

Graizer correction.

The theoretical displacements at each station were found using Mansinha & Smylie (1971)

strike-slip equations. The fault rupture is assumed to run from the epicentre to the end of the

surface rupture from the surface to10 km depth (the hypocentral depth) at a dip of75◦ (Archuleta,

1982). This gives a rupture plane37.5 km long by10/ cos(75◦) wide. Uniform slip is set equal to

62 cm, which was the maximum horizontal slip measured at the surface (Archuleta, 1982). Slade

et al. (1984) present the predicted static displacements calculated using a finite element technique

and non-uniform slip along the fault plane; the displacements found are similar to those found using

this simple model.

Mansinha & Smylie (1971) equations do not allow the slip to vary with depth or along the

length thus the more complex slip behaviour found by Archuleta (1982), Sharpet al. (1982) and

Reilinger & Larsen (1986) could not be modelled. The predicted vertical displacements found

from this model are much smaller than those measured, so for example4 km north of El Centro

#6 and #7 the measured vertical displacement was36 cm (Archuleta, 1982), whereas the predicted

vertical displacement is about5 cm. This needs to be considered when comparing the displacements

recovered from the accelerograms and those predicted by Mansinha & Smylie (1971) equations.
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Tab. 9.10: Recovered from accelerograms and theoretical permanent displacements of the Impe-

rial Valley earthquake (15/10/1979). ‘ConsRD’ is permanent displacement recovered with initial

velocity constrained to zero, ‘UnconsRD’ is permanent displacement recovered with initial ve-

locity unconstrained and ‘TD’ is theoretical permanent displacement predicted using equations of

Mansinha & Smylie (1971).

Cons Uncons

Station df Comp. RD RD TD

( km) ( cm) ( cm) ( cm)

Aeropuerto 0 45◦ −12·2 −11·6 −0·1

140◦ 26·4 29·4 25·0

El Centro #5 0 230◦ −2·5 1·3 4·7

Up −1·8 5·4 0·3

140◦ −22·9 −24·2 32·9
El Centro #6 1

230◦ 15·8 −9·3 5·3

0◦ 11·1 10·0 21·1

Meloland (F.F.) 1 270◦ −3·6 −8·4 14·5

Up −3·9 3·6 0·0

0◦ 24·7 21·6 21·1

Meloland (N. Emb.) 1 270◦ −5·4 −8·6 14·5

Vert −2·1 −6·7 0·0

3◦ 3·1 2·8 −4·2
Agrarias 2

273◦ 2·7 0·8 −15·7

Bonds Corner 2 140◦ 14·0 4·0 23·5

140◦ −30·2 −55·5 17·7
El Centro #4 3

230◦ 11·5 4·3 3·9

140◦ 0·7 3·5 −22·9

El Centro #7 3 230◦ 27·8 3·4 0·4

Up 2·6 4·7 0·2

225◦ 19·3 −9·5 3·1
Holtville 5

315◦ −5·9 7·7 −16·7

315◦ 19·8 16·2 −6·3
Brawley Airport 6

225◦ 10·7 12·1 8·4

continued on next page
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Tab. 9.10:continued

Cons Uncons

Station df Comp. RD RD TD

( km) ( cm) ( cm) ( cm)

140◦ −1·0 8·6 −14·8

El Centro #8 6 230◦ −1·8 7·2 1·3

Up 4·6 −4·7 0·2

360◦ −5·7 −19·1 9·2

El Centro D.A. 7 270◦ 35·6 26·7 9·4

Up −13·9 −11·8 0·2

Casa Flores 9 270◦ 1·5 −3·3 8·7

140◦ −9·0 −8·6 9·0
El Centro #3 9

230◦ 11·8 −4·0 2·7

2◦ 10·5 8·1 5·1

Imperial Co. Cen. 10 92◦ 1·9 7·8 −8·2

Up −6·8 −7·4 −0·3

315◦ 10·6 8·5 8·4
Calexico 11

225◦ −4·1 −2·5 −2·4

El Centro #2 11 230◦ −47·8 −41·2 2·6

320◦ −31·1 −36·1 8·5
El Centro #10 11

50◦ 28·1 31·9 −2·4

Cucapah 12 N085 −0·3 0·3 2·6

N180 2·3 3·2 0·7
Westmorland 14

N090 −5·5 −13·1 1·8

140◦ 14·6 26· −5·9
El Centro #11 15

230◦ 7·3 −5·2 2·3

The results (Table 9.10) show that for most of the strong-motion records the recovered perma-

nent displacements do not match the theoretical displacements, so the extended Graizer technique

does not work well on these records.

As shown in Section 9.3.6, the rupture duration for this earthquake is probably about15 s, which

matches well with the period at which spectral velocity and displacement become equal toPGV

andPGD, respectively, for most of the records given in Table 9.8. This suggests that although

the permanent displacements obtained from the strong-motion records may be greatly in error the

corrected velocity and parts of the corrected displacements may be more reliable. Many of the
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time-histories of this earthquake are affected by directivity effects because the epicentre was at the

southern end of the fault and most of the instruments were towards the northern end of the fault;

however this does not seem to have affected the period at which spectral velocity and displacement

become equal toPGV andPGD, respectively.

The theoretical and recovered displacement at Bonds Corner may differ due to lateral spreading.

The accelerogram recorded at Bonds Corner has spikes in the coda which are similar to those

recorded at the Wildlife Liquefaction Array during the Superstition Hills earthquake (24/11/1987).

The spikes on the record from the Wildlife Liquefaction Array are interpreted by Zorapapel &

Vucetic (1994) as being due to lateral spreading from the build-up of excess pore water pressures.

Figures 9.15 and 9.16 display the corrected displacement time-histories for 18 stations given in

Table 9.8 and the locations of the strong-motion stations that recorded them. The horizontal com-

ponents were rotated into directions: roughly parallel (azimuth140◦) and perpendicular (azimuth

230◦) to the strike.

Figure 9.15 shows that after correction some of the displacements parallel to the strike show

similarities, for example El Centro #7, El Centro #8, El Centro Differential Array and Imperial

County Centre. These similarities suggest that the extended Graizer method may work for these

records. However, there are a number of corrected displacements in the strike direction which do

not match with the displacements at nearby stations, for example El Centro #6 and El Centro #4.

The large differences in the corrected displacements at these stations and those at stations within

1 km strongly suggest that the extended Graizer method has failed.

In comparison Figure 9.16 shows that most of the corrected displacements perpendicular to the

strike display similarities, so the extended Graizer method appears to work well for this direction.

For example, a positive pulse after about5 s is seen on most of the records. However, the corrected

displacement trace from El Centro #2 has a different shape than the displacement traces at the

nearby stations, suggesting the extended Graizer method is not applicable to this record.
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The records from this earthquake are used as a test of the equations given by Vostrikov (1998)

(see Section 9.3.3) for predicting the required degree of polynomial needed to give the most accurate

correction.

Figure 9.17 shows the strike-parallel component from the El Centro #5 instrument corrected

and filtered using a Butterworth filter with cut-off frequencies0.1 Hz and23–25 Hz. The final20 s

of this record (ignoring the zero padding introduced during the filtering) shows three waves with

average amplitude about5 cm and period about7 s. Using the equations of Vostrikov (1998) with

T1 = 2 s, T2 = 15 s (see Table 9.8),AB = 0.05 m, TB = 7 s, T = 39.380 s (the length of the

record),∆y = 0.01 ms−2 (digitisation error),∆t = 0.005 s (digitisation interval) and assuming

normally distributed errors, gives the long-period reconstruction errorδx∗ (ignoring the scaling

factorAx) against degree of polynomial,n (Figure 9.18).
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Fig. 9.17: Acceleration, velocity and displacement recorded at El Centro #5 during the Imperial Val-

ley earthquake (15/10/1979), instrument corrected and filtered using a Butterworth filter

with cut-offs at0.1 Hz and23–25 Hz (140◦ component). Note the three waves present

in the last20 s of the record (ignoring the zero padding introduced by the correction

procedure) with amplitudes about5 cm and periods of about7 s.

Figure 9.18 shows that for this component the smallest reconstruction error is likely to occur

when a cubic (degree3) polynomial is used and that the reconstruction error when a quadratic

(degree2) or quartic (degree4) is not much greater. For this component a quadratic (degree2)

polynomial was used for the correction (Table 9.8).

For each of the records for which a sensible correction was achieved (i.e. those given in Ta-
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δ 
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Fig. 9.18: Long-period reconstruction error,δx∗, of El Centro #5140◦ component predicted using

equations of Vostrikov (1998) against degree of polynomial used,n. UsedT1 = 2 s,

T2 = 15 s , AB = 0.05 m, TB = 7 s, T = 39.380 s, ∆y = 0.01 ms−2, ∆t = 0.005 s and

assuming normally distributed errors henceγ = 0.024, γb = 1.4, ν = 0.54 andc0 = 1.

ble 9.8) the predicted degree of polynomial using the equations of Vostrikov (1998) is calculated by

the procedure given above for the strike-parallel component of the El Centro #5 record. The results

are given in Table 9.11.

Tab. 9.11: Degree of polynomial with the smallest predicted long-period reconstruction error, ‘Pred.

deg.’, using equations of Vostrikov (1998) for the strong-motion records of the Imperial Valley

earthquake (15/10/1979) for which realistic correction was achieving using the extended Graizer

technique. Always used∆y = 0.01 ms−2, ∆t = 0.005 s and assumed normally distributed errors

henceγ = 0.024, γb = 1.4, ν = 0.54 andc0 = 1. ‘Used deg.’ is the degree of polynomial used

when initial velocity constrained to zero. ‘*’ means prediction curve is has a flat minimum.

df T T1 T2 TB AB Pred. Used

Station (km) Comp. ( s) ( s) ( s) ( s) ( m) deg. deg.

Aeropuerto 0 45◦ 14·765 2 10 0 0 8* 2

140◦ 39·380 2 15 7 0·05 3 2

El Centro #5 0 230◦ 39·385 2 10 7 0·10 2 2

Up 39·330 2 10 4 0·03 4 4

140◦ 39·085 2 10 6 0·05 3 2
El Centro #6 1

230◦ 39·095 2 10 8 0·08 3 2

continued on next page
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Tab. 9.11:continued

df T T1 T2 TB AB Pred. Used

Station (km) Comp. ( s) ( s) ( s) ( s) ( m) deg. deg.

0◦ 56·895 2 10 8 0·02 5* 3

Meloland (F.F.) 1 270◦ 56·935 2 10 4 0·02 6* 3

Up 56·955 0 10 4 0·01 7* 4

0◦ 56·940 2 10 8 0·02 5* 1

Meloland (N. Emb.) 1 270◦ 56·935 2 10 4 0·02 6* 3

Vert 56·920 0 10 4 0·01 7* 6

3◦ 28·435 4 10 10 0·02 3 4
Agrarias 2

273◦ 28·435 4 10 8 0·01 3 4

Bonds Corner 2 140◦ 37·790 2 10 6 0·02 4 1

140◦ 39·090 4 10 8 0·07 3 1
El Centro #4 3

230◦ 39·100 4 10 9 0·10 2 1

140◦ 36·870 3 10 9 0·05 3 2

El Centro #7 3 230◦ 36·875 3 10 9 0·06 3 1

Up 36·865 2 10 5 0·03 3 3

225◦ 37·870 4 13 9 0·04 3 1
Holtville 5

315◦ 37·885 5 20 10 0·05 3 2

315◦ 37·880 4 12 8 0·04 3 2
Brawley Airport 6

225◦ 37·885 4 12 7 0·04 3 2

140◦ 37·770 2 10 8 0·08 2 1

El Centro #8 6 230◦ 37·600 4 10 6 0·05 3 2

Up 37·820 2 12 3 0·01 5* 3

360◦ 39·100 3 12 8 0·03 3 2

El Centro D.A. 7 270◦ 39·105 3 12 6 0·05 3 1

Up 39·075 2 12 9 0·01 4 3

Casa Flores 9 270◦ 18·995 2 12 6 0·01 2 4

140◦ 39·615 5 12 8 0·08 3 3
El Centro #3 9

230◦ 39·630 5 12 9 0·05 3 2

2◦ 56·875 4 10 7 0·02 6* 3

Imperial Co. Cen. 10 92◦ 56·810 4 10 8 0·04 4* 5

Up 56·865 4 10 3 0·01 8* 5

continued on next page
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Tab. 9.11:continued

df T T1 T2 TB AB Pred. Used

Station (km) Comp. ( s) ( s) ( s) ( s) ( m) deg. deg.

315◦ 37·845 3 15 5 0·05 3 5
Calexico 11

225◦ 37·845 3 12 7 0·02 4 4

El Centro #2 11 230◦ 39·630 5 12 9 0·05 3 2

320◦ 37·020 5 15 5 0·05 3 5
El Centro #10 11

50◦ 37·060 5 10 5 0·02 4 2

Cucapah 12 N085 92·529 4 20 7 0·02 8* 8

N180 56·995 4 10 5 0·02 6* 2
Westmorland 14

N090 56·995 4 10 5 0·03 5* 2

140◦ 39·080 5 15 7 0·05 3 1
El Centro #11 15

230◦ 39·145 5 12 9 0·07 3 2

The equations of Vostrikov (1998) do a reasonable job of predicting the required degree of poly-

nomial needed to yield a realistic correction (Table 9.11). This agreement between the predicted

degree of polynomial required for the best correction and the degree of polynomial which actu-

ally gives sensible velocity and displacement time-histories suggests a way of removing some of

the subjectivity required when using the extended Graizer method for the correction of near-field

strong-motion records.

Kaoiki, Hawaii (16/11/1983, Mw = 6.6)

Only those time-histories for which a sensible correction is obtained are given in Table 9.12. Certain

choices ofT1, T2 and the degree of polynomial to use for the correction yielded sensible velocity

and displacement time-histories for other components and for the record from Pahala Kau-Hospital,

however the velocity and displacement spectra did not conform to the finding in Section 9.3.6 so

these results are not given in Table 9.12.

Jacksonet al. (1992) measured displacements in the epicentral region of this earthquake using

a trilateration network. The closest station to Hawaii National Park — Volcanic Observatory was

13 km away where the measured displacement was about70 cm on an azimuth of195◦. Therefore

the recovered displacement found by constraining the initial velocity to zero (of8.2 cm on an az-

imuth of 158◦) seems reasonable. The displacements (of41.6 cm on an azimuth of246◦) found

when the initial velocity is constrained seem too large. The closest station to Mauna Loa-Weather

Observatory was15 km away where the measured displacement was about25 cm in a direction

50◦ clockwise from north. Therefore the recovered displacements for both the constrained and
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unconstrained cases seem reasonable.

The rupture is bilateral and from the aftershock locations has a length of approximately12 km

(Jacksonet al., 1992). Using rupture velocities between2 and3 kms−1 gives a rupture duration

between2 to 3 s. Therefore the period at which spectral velocity and displacement become equal

to PGV andPGD for the corrected records from this earthquake are too high. This means the

extended Graizer correction method may not work well on these records; however the velocity and

displacement time-histories are sensible and the permanent displacements also seem to match those

measured.

San Fernando (9/2/1971, Mw = 6.6)

The only time-histories for which a sensible correction is obtained are given in Table 9.13.

The component directions are those of Trifunac (1974) who finds that the original component

directions (S16E and S74W or N74E and N16W) are wrong. However, the component directions

of the Pacoima Dam record are still given in many databanks as N74E and N16W. The three com-

ponents of this accelerogram currently stored in the Imperial College databank have the reverse

polarity (the instrument response rather than the ground response) to those of Trifunac (1974) (see

his Figure 6) therefore the polarities of the permanent displacement (Table 9.13) must be reversed

when compared with measured displacements.

Burford et al. (1971) find that the elevation of the Pacoima Dam station increased by38.3 cm

because of the San Fernando earthquake, which is a similar value to that obtained by Castleet al.

(1975) using much more levelling data. The results of Castleet al. (1975) show that permanent

displacement of less than2 cm are expected at other strong-motion stations which recorded this

earthquake hence the extended Graizer technique does not need to be used for these records nor

does it produce sensible results.

There is a large difference between the permanent displacement recovered from the Pacoima

Dam strong-motion record in the vertical direction with initial velocity constrained to zero,6.8 cm,

and the actual measured coseismic displacement,38.3 cm. The PGD of the vertical component,

32.6 cm, which is the sum of the transient and permanent displacements is also less than the co-

seismic displacement. The velocity and displacement response spectra of the vertical component

are constant for periods greater than10 s for velocity and15 s for displacement. These periods are

slightly greater than the rupture duration which Liu & Heaton (1984) estimate to be about7 s. This

lack of agreement between recovered and measured displacements and because the periods at which

the velocity and displacement spectra become constant do not match the rupture duration suggests

that the extended Graizer method correction of the vertical component is wrong although the the

velocity and displacement time-histories for this component look sensible. Larger permanent dis-
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placements can be recovered from the vertical component of the Pacoima Dam record by using

higher degree polynomials, for example using fourth and fifth degree polynomials (and leavingT1

andT2 unchanged; Table 9.13) gives29.2 cm and61.8 cm of permanent displacement respectively.

These corrections give velocity and displacement spectra with similar periods where the spectral

velocity becomes equal toPGV and the spectral displacement becomes equal toPGD to the cor-

rection used above. These correction also yield sensible time-histories. However, they were not

used here because of the criteria adopted, that the lowest degree polynomial which gives a realistic

velocity and displacement time-histories and response spectra is chosen. However, if the initial

velocity is not constrained to zero the recovered permanent displacement,22.9 cm, matches the

measured better than for the constrained correction although the recovered displacement is still less

than the measured. The velocity and displacement response spectra for the unconstrained and the

constrained case are similar.

The total recovered horizontal displacement2, 24.4 cm, (vector sum of the two horizontal com-

ponents) although there are no measured values to compare them with, seems roughly correct; the

earthquake had a shallow dipping thrust mechanism so the horizontal permanent displacement is

probably similar to the vertical movement.

Trifunac (1974) and Heaton (1982) calculated the expected displacements, including the per-

manent ground displacement, at Pacoima Dam for this earthquake. These calculated displacements

provide an excellent test of the ability of the extended Graizer technique to correct the Pacoima

Dam record. The corrected displacements of the Pacoima Dam record, using the extended Graizer

correction technique (initial velocity not constrained to zero) and the displacements modelled by

Trifunac (1974) match well for all components (Figure 9.19). Further, the corrected displacements

match the displacements at Pacoima Dam modelled by Heaton (1982) well for the N75W and down

components but poorly for the S15W component (Figure 9.19). Therefore the extended Graizer

method seems to work for this record.

2 Both the constrained and unconstrained correction technique give similar results for the horizontal components.
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Fig. 9.19: Comparison between corrected displacements of the Pacoima Dam record of the San Fer-

nando earthquake (9/2/1971), using the extended Graizer method with the initial velocity

not constrained to zero, and those modelled by Trifunac (1974) and Heaton (1982) for

this station. The solid lines are the corrected displacements from the accelerogram and

the dashed lines are the modelled displacements of Trifunac (1974) (his Figure 6) and

the dash-dotted lines are the modelled displacements of Heaton (1982) (his Figure 10).

The displacements of Trifunac (1974) were shifted by1.5 s so that they coincided with

the displacements from the accelerogram.

Campano Lucano (23/11/1980, Mw = 6.9)

All of the near-field accelerograms (there are four from within15 km of the surface projection of

the rupture plane) of this earthquake show two shocks separated by only about20–30 s. As there

is not a long enough ‘quiet’ period before and after each shock the extended Graizer method does

not yield sensible results; this demonstrates a problem with the extended Graizer technique for

multiple-shock earthquakes.
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Loma Prieta (18/10/1989, Mw = 7.0)

Only those time-histories for which a sensible correction is obtained are given in Table 9.14. For

three near-field records from this earthquake: Corralitos (df = 1 km), Capitola (df = 9 km) and

Santa Cruz (df = 15 km), containing more complex waveforms than the records presented in

Table 9.14, sensible correction using the extended Graizer technique is not possible. This seems

to be a general result, the extended Graizer correction method seems to work well with simple

near-field time-histories compared with more complex time-histories such as those recorded in the

intermediate and far-field.

Rupture duration estimates for this earthquake range from6 to 20 s (Spudich, 1996) therefore

the periods at which spectral velocity and displacement attain and remain equal to PGV and PGD

for the records corrected using the extend Graizer method are sensible.

Measurements of the horizontal deformations caused by this earthquake have been made using

triangulation/trilateration data and GPS data (Williams & Segall, 1996; Snayet al., 1991) and of

the vertical deformations using levelling data (Marshallet al., 1991) and GPS data (Williams &

Segall, 1996). Unfortunately none of the deformation measurements were taken directly at the

strong-motion stations listed in Table 9.14 so an exact comparison cannot be made.

Table 9.15 lists the recovered permanent displacements (RD) from the strong-motion records

and those measured, at the closest location to the strong-motion station, by Snayet al. (1991) for

horizontal deformations and by Marshallet al.(1991) for vertical deformations (MD). The distance

from the strong-motion station to the point where the measurement of coseismic deformation was

taken is also given (D).

The recovered permanent displacements from a number of the strong-motion records match

reasonably well with the measured permanent displacements especially in the direction of largest

coseismic movement (e.g. Lexington0◦; Watsonville #3, #4 and #13; Gilroy #1 and #290◦; Gavi-

lan College67◦; Gilroy #2 90◦) (Table 9.15). However, for many component of the strong-motion

records, especially the vertical components, the recovered permanent displacements are much larger

than the measured coseismic displacements (Table 9.15), suggesting that the extended Graizer tech-

nique does not work for these components.

Figure 9.20 displays the corrected displacement time-histories for the ten stations given in Ta-

ble 9.14 and the locations of the strong-motion stations that recorded them. The horizontal compo-

nents were rotated into NS and EW directions and all the vertical components have positive upward.
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Tab. 9.15: Recovered and measured permanent displacements for Loma Prieta earthquake

Cons Uncons

Station df Comp. RD RD MD Station D

( km) ( cm) ( cm) ( cm) ( km)

0 −19·3 −17·0 −23·5 St Josephs 2·4
Lexington 5

90 −24·3 −26·0 6·6 St Josephs 2·4

0 −8·9 −9·6 −0·5 El Sereno 3·9

Saratoga 7 90 −8·4 −11·5 5·9 El Sereno 3·9

Up 7·3 10·6 −8·09 HS3188 4·9

Watsonville #3 7 0 11·6 9·9 27·0 Pajaro 3·3

Watsonville #4 7 0 13·1 17·6 27·0 Pajaro 3·3

Watsonville #13 7 90 −2·3 1·8 −1·1 Pajaro 3·3

0 13·7 21·0 6·7 Gilroy 3·9

Gilroy #1 12 90 12·5 12·6 12·8 Gilroy 3·9

Up −10·9 −12·3 −4·28 GU2189 2·4

337 7·2 11·4 1·2 Gilroy 4·4

Gavilan Coll. 12 67 15·4 15·5 14·4 Gilroy 4·4

Up −11·1 −18·5 −4·28 GU2189 2·2

0 3·1 11·2 6·7 Gilroy 5·4

Gilroy #2 14 90 11·8 12·7 12·8 Gilroy 5·4

Up −10·2 −15·6 −3·85 GU2190 0·5

180 5·9 5·9 −6·7 Gilroy 5·4

Gilroy Hist. 15 90 6·5 6·5 12·8 Gilroy 5·4

Up −14·7 −15·0 −3·44 HS2720 0·2

0 16·5 16·5 6·7 Gilroy 7·3

Gilroy #3 15 90 5·8 5·6 12·8 Gilroy 7·3

Up −19·5 −19·4 −3·85 GU2190 0·9



9. Accelerogram processing techniques 342

 1
22

o W
 

 5
4’

 
 4

8’
 

 4
2’

 
 3

6’
 

 3
0’

 

 4
8’

 

 5
4’

 

  3
7o N

 

  6
’ 

 1
2’

 

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

[s
]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

0
10

20
30

40

−
20020

0°

[cm]

0
10

20
30

40
−

40

−
20020

90
°

[cm]

0
10

20
30

40

−
20020

U
p

[cm]

[s
]

Le
xi

n
g

to
n
 L

e
ft
 A

b
u
tm

e
n
t

Sa
ra

to
g

a

W
a

ts
o

n
v
ill
e

 #
3

W
a

ts
o

n
v
ill
e

 #
4

W
a

ts
o

n
v
ill
e

 #
1

3
G

ilr
o

y 
#

1

G
ilr

o
y 

H
is

t.
 C

o
m

m
. 
B
u
ild

in
g

G
ilr

o
y 

#
3

G
ilr

o
y 

#
2

G
a

v
ill
ia

n
 C

o
lle

g
e

F
ig

.9
.2

0:
C

or
re

ct
ed

di
sp

la
ce

m
en

ts
(u

si
ng

th
e

ex
te

nd
ed

G
ra

iz
er

m
et

ho
d

w
ith

th
e

in
iti

al
ve

lo
ci

ty
co

ns
tr

ai
ne

d
to

ze
ro

)
in

th
e

di
re

ct
io

ns
0◦

an
d
90

◦
ea

st
of

no
rt

h
an

d

up
w

ar
ds

at
te

n
st

ro
ng

-m
ot

io
n

st
at

io
ns

w
hi

ch
re

co
rd

ed
th

e
Lo

m
a

P
rie

ta
ea

rt
hq

ua
ke

(1
8/

10
/1

98
9)

.
T

he
da

sh
ed

re
ct

an
gl

e
is

th
e

su
rf

ac
e

pr
oj

ec
tio

n
of

th
e

ru
pt

ur
e

pl
an

e
fr

om
S

te
ve

ns
&

D
ay

(1
99

4)
an

d
th

e
st

ar
is

th
e

ep
ic

en
tr

e.



9. Accelerogram processing techniques 343

Figure 9.20 shows that many of the corrected displacement traces exhibit similar features, sug-

gesting that the extended Graizer method yields a sensible correction for these records. In partic-

ular note the agreement in the displacement time-histories for all three components from Gilroy

#1, Gavillian College, Gilroy #2 and Gilroy #3 and also the similarity between the NS compo-

nents at Watsonville #3 and Watsonville #4. The horizontal components at Saratoga and Lexington

Left Abutment also show similar features. The displacement in the NS direction at Gilroy Histori-

cal Commercial Building has a similar shape to the displacement trace in the same direction at the

nearby stations: Gilroy #1, #2 and #3 and Gavillian College, but in the opposite direction suggesting

that possibly the polarity of this component is wrong.

Cape Mendocino (25/4/1992, Mw = 7.2)

The only time-histories for which a sensible correction is obtained are given in Table 9.16. Unfortu-

nately some of the near-field accelerograms are currently only available in already corrected form.

Some of the near-field accelerograms include prominent surface-waves at the end of the record

which prevents the extend Graizer method yielding realistic results.

The rupture duration of this earthquake has been estimated by Oglesby & Archuleta (1997)

using strong-motion modelling as about10 s. The periods at which the velocity and displacement

spectra reachPGV andPGD match this well.

There was a GPS station (Bear Ridge 2) only0.5 km from the Bunker Hill (Transmitter) strong-

motion station, at which coseismic displacements of19.73±0.52 cm west and11.39±0.76 cm south

were measured (Murrayet al., 1996). Comparing these measured coseismic displacements with

those recovered from the Bunker Hill (Transmitter) accelerograms,21.1 cm south for constrained

fit (21.9 cm for unconstrained fit) and59.5 cm west for constrained fit (71.2 cm for unconstrained

fit), shows that although the direction of the permanent displacement is about right the size of

the recovered displacements is too large. This difference between the recovered and measured

coseismic displacements shows that the extended Graizer method does not work well on this strong-

motion record although the corrected velocity and displacement time-histories look sensible.

Düzce (12/11/1999, Mw = 7.2)

The only time-history for which a sensible correction is obtained is given in Table 9.17.
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Coseismic displacements for this earthquake were measured using GPS data (Ayhanet al.,

2001). Unfortunately the closest GPS station to the Bolu strong-motion station is21 km away

where the measured permanent displacements are about15 cm (azimuth310◦) horizontally and

about8 cm vertically (both measured from Figure 1 of Ayhanet al. (2001)). Comparing these

with the permanent displacement recovered from the Bolu accelerogram (see Table 9.17) shows

that the permanent displacement from the EW component (8.7 or 8.9 cm west) matches well with

the measured displacement (15 × sin 50◦ = 11.5 cm west), the permanent displacement from the

NS component (2.3 or 2.5 cm south) does not match well with the measured displacement (15 ×

cos 50◦ = 9.6 cm north) and neither does the permanent displacement from the Up component (22.5

or 20.8 cm) match the measured displacement (8 cm) well. However, due to the large distance

between the GPS station and the strong-motion station the predicted permanent displacement at

Bolu, using the model presented by Ayhanet al. (2001) assuming only strike-slip faulting (see

Table 1 of Ayhanet al. (2001)) and the equations of Mansinha & Smylie (1971), was calculated.

Note that the D̈uzce earthquake had a significant normal faulting component (Ayhanet al., 2001)

so the predicted permanent displacements are likely to be only roughly correct when only strike-

slip faulting is modelled. This modelling gives a predicted horizontal displacement of22 cm in a

direction about45◦ west of north and a predicted vertical uplift of3 cm for the Bolu strong-motion

station.

Therefore the permanent displacement recovered from the Bolu strong-motion record does not

seem to match the actual coseismic displacement well except for the EW component where the

match is good. However, because the true displacement which occurred at the Bolu station is

unknown (the nearest measured displacement was about21 km away) and the modelling which was

done here is simple the match between the recovered and true displacement may be better than this

analysis suggests.

The rupture duration of this earthquake is estimated to be about14 s (Tibi et al., 2001), this is a

good match to the period at which spectral displacement becomes roughly equal toPGD (10–20 s)

for the Bolu record. The period at which spectral velocity becomes roughly equal toPGV for the

Bolu record (5–10 s) is much less than the rupture duration.

Tabas (16/9/1978, Mw = 7.4)

The only time-history for which a reasonable correction is obtained is given in Table 9.19. The

other near-source accelerograms from this earthquake had the appearance similar to what would

occur if the original film had occasionally slipped on the digitisation table during the digitisation

process (Shoja-Taheri & Anderson, 1988). These long-period errors prevent the extended Graizer

method from yielding a realistic correction.
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Table 9.19 shows that there is a large difference in thePGD andRD recovered from the Tabas

accelerogram when the initial velocity is constrained to0 cms−1 and when it is not. The corrected

velocity and displacement traces when the initial velocity is unconstrained, look less reliable than

the corrected velocity and displacement when the initial velocity is constrained to0 cms−1 as do

the velocity and displacement response spectra.

Rupture velocities for this earthquake range from2.5 kms−1 (Hartzell & Mendoza, 1991) to

2.7 kms−1 (Shoja-Taheri & Anderson, 1988). From inversion of strong-motion and teleseismic

data, Hartzell & Mendoza (1991) calculate that the rupture propagated about70 km to the NW

of the epicentre and about20 km to the SE of the epicentre, therefore using a rupture velocity of

2.5–2.7 kms−1 gives a rupture duration of between26 and28 s. This matches the period at which

spectral displacement is about equal toPGD (20–30 s) but is much larger than the period at which

spectral velocity becomes about equal toPGV (10–15 s).

Unfortunately measurements of the horizontal permanent displacements for this earthquake do

not seem to have been made except directly on the surface break (Berberian, 1979). Therefore

estimates of the permanent ground displacements were estimated using the dip slip equations of

Mansinha & Smylie (1971) using the surface projection of the L1 fault plane calculated by Hartzell

& Mendoza (1991) (length90 km and width about25 km) for their inversion and a uniform slip of

225 cm from the surface faulting (Berberian, 1979). The estimated distribution of slip on the rupture

plane found by Hartzell & Mendoza (1991) is complex so the calculated permanent displacement

using this simple model can only be a rough estimate. Also Hartzell & Mendoza (1991) note

that the fault plane they use for the inversion does not exactly correlate with the observed surface

faulting which is a further source of error in the calculated permanent displacements using this

simple model. The permanent displacement using the extended Graizer method (initial velocity

constrained to zero) is32.2 cm, azimuth12◦. The calculated horizontal permanent displacement

at Tabas using the simple model is81.5 cm, azimuth59◦. Therefore the permanent displacement

recovered from the accelerogram does not match closely the estimated permanent displacement

although the corrected velocity and displacement look sensible.

Kocaeli (17/8/1999, Mw = 7.4)

Only those time-histories for which a sensible correction to obtained are given in Table 9.18. The

records from Izmit are cut at33 s because of a second shock. Records from Sakarya are cut at100 s

because of multiple shocks.

The component directions for Yarimca are from Andersonet al.(2000) and are slightly different

than those originally reported (330◦ was reported as North-South and60◦ as East-West).
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A detailed GPS survey was conducted after the earthquake and the measured coseismic dis-

placements are given in Reilingeret al. (2000). A comparison of the permanent displacements

measured using GPS and those from the accelerograms using the extended Graizer method (with

initial velocity constrained to zero) (see Table 9.20) shows that the recovered displacements from

Sakarya and Duzce match the measured coseismic displacements well, both in size and direction

(Figure 9.21). The recovered displacements at Yarimca and Izmit are much different than the mea-

sured displacements and so the extended Graizer method fails for these two records. The recovered

permanent displacements at Goynuk and Iznik are both small, as measured in the area around the

stations and hence the extended Graizer method may work for these records. The recovered perma-

nent displacements at Gebze — Arcelik are in exactly the opposite direction to those measured at

nearby GPS stations however the corrected velocity and displacement traces are sensible and show

a simple near-field shape (see Figure 9.22) suggesting that the polarities of this record are incorrect

and that the extended Graizer method does work on this record. Also this simple near-field shape

suggests that the rupture of this earthquake did reach farther west than the end of the observed sur-

face fault break and hence the surface projection distances given in Table 9.18 need to be changed

because they are based on the observed surface fault break.

The rupture duration of the main shock of this earthquake is estimated to be between20 s (Yagi

& Kikuchi, 2000) and25 s (Tibi et al., 2001). The estimates are a good match to the period at which

spectral velocity and spectral displacement become roughly equal toPGV andPGD, respectively,

for the records reported in Table 9.18.

Chi-Chi (20/9/1999, Mw = 7.6)

Only strong-motion records within10 km of the surface projection of the rupture plane of this

earthquake were corrected using the Graizer correction technique because of the large number of

high-quality strong-motion records. The results are given in Table 9.20.
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Fig. 9.21: Comparison of the permanent displacements recovered from the accelerograms corrected

using the extend Graizer method constraining the initial velocity to zero with those mea-

sured using GPS for the Kocaeli earthquake (17/8/1999). Black arrows are the recov-

ered permanent displacements from the accelerograms and grey arrows are the measured

displacements from GPS measurements. The dashed line is the observed surface fault

break. The numbers are the vertical uplifts recovered. Only the EW component of the

Sakarya instrument worked so assumed that the coseismic displacement was entirely in a

EW direction. The extended Graizer correction technique only yield reasonable velocity

and displacement time-histories for the NS component of the Gebze – Tubitak record so

assumed the coseismic displacement was entirely in the NS direction.
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Fig. 9.22: Corrected acceleration, velocity and displacement, using the extended Graizer method

(with the initial velocity constrained to zero) recorded at Gebze – Arcelik. Note the

simple near-field shape especially of the two horizontal components.



9. Accelerogram processing techniques 352

Ta
b.

9.
20

:
R

es
ul

ts
fr

om
G

ra
iz

er
co

rr
ec

tio
n

of
C

hi
-C

hi
re

co
rd

s

C
on

st
ra

in
ed

U
nc

on
st

ra
in

ed

S
ta

tio
n

In
st

.
d

f
C

om
p.

T
1

T
2

d
P

G
V

P
G

D
R

D
V

D
d

P
G

V
P

G
D

R
D

V
D

(k
m

)
(s

)
(s

)
(c

m
s−

1
)

(c
m

)
(c

m
)

(s
)

(s
)

(c
m

s−
1
)

(c
m

)
(c

m
)

(s
)

(s
)

N
S

20
60

6
−

91
·2

−
44
·4

−
13
·3

15
30

6
−

91
·1

−
44
·3

−
13
·3

15
30

C
H

Y
08

0
A

90
0

0
V

20
60

3
−

40
·8

27
·3

7·
0

15
30

3
−

40
·8

27
·0

5·
8

15
30

N
S

20
60

2
−

20
·8

−
32
·2

−
27
·8

20
20

2
−

20
·9

−
33
·6

−
28
·6

20
20

C
H

Y
07

4
A

90
0

0
E

W
20

60
4

−
32
·3

−
30
·0

−
23
·9

15
20

4
−

32
·3

−
30
·2

−
24
·1

15
20

N
S

20
50

2
21

3·
4

59
8·

0
45

5·
7

25
30

2
21

3·
3

61
4·

1
46

5·
4

25
30

T
C

U
05

2
A

90
0

1
E

W
20

50
3

−
17

0·
5

−
38

0·
6

−
20

8·
6

25
30

3
−

17
1·

5
−

38
7·

3
−

22
4·

0
25

30

V
20

50
1

16
8·

5
38

1·
8

31
5·

3
20

30
1

16
8·

8
39

8·
3

33
4·

1
20

30

N
S

20
60

3
28

1·
4

67
7·

2
34

0·
9

25
30

3
28

2·
6

68
9·

9
36

9·
8

25
30

T
C

U
06

8
A

90
0

1
E

W
20

60
6

−
28

5·
6

−
75

8·
8

−
65

1·
2

20
30

6
−

28
5·

7
−

75
9·

7
−

65
1·

9
20

30

V
20

60
1

22
9·

0
45

5·
5

34
8·

5
15

25
1

22
9·

0
45

3·
4

34
6·

0
15

25

E
W

20
60

2
13

1·
4

19
9·

4
10

2·
5

20
20

2
13

1·
6

18
5·

2
10

7·
9

20
20

T
C

U
06

5
A

90
0

1
V

20
60

1
69
·2

−
56
·4

−
2·

4
15

15
1

69
·1

−
60
·2

−
7·

4
15

15

N
S

20
60

5
−

54
·0

−
46
·9

−
1·

0
15

15
5

−
54
·2

−
48
·9

−
10
·1

15
15

T
C

U
12

9
A

90
0

2
E

W
20

60
6

68
·4

12
9·

5
14
·1

20
20

6
68
·5

13
0·

0
14
·7

20
20

V
20

60
3

38
·6

21
·2

2·
3

10
20

3
38
·6

21
·3

3·
7

10
20

co
n

tin
u

e
d

o
n

n
ex

tp
ag

e



9. Accelerogram processing techniques 353

Ta
b.

9.
20

:c
o

n
tin

u
e

d

C
on

st
ra

in
ed

U
nc

on
st

ra
in

ed

S
ta

tio
n

In
st

.
d

f
C

om
p.

T
1

T
2

d
P

G
V

P
G

D
R

D
V

D
d

P
G

V
P

G
D

R
D

V
D

(k
m

)
(s

)
(s

)
(c

m
s−

1
)

(c
m

)
(c

m
)

(s
)

(s
)

(c
m

s−
1
)

(c
m

)
(c

m
)

(s
)

(s
)

N
S

20
60

2
−

54
·3

−
75
·3

−
33
·5

20
40

2
−

54
·3

78
·4

−
31
·6

20
40

T
C

U
06

7
A

90
0

2
E

W
20

60
2

98
·9

20
1·

7
14

0·
7

20
30

2
99
·0

19
9·

7
14

1·
5

20
30

V
20

60
3

−
51
·2

−
72
·9

−
60
·2

10
25

3
−

51
·5

−
78
·6

−
66
·5

10
25

N
S

20
60

1
−

71
·1

−
93
·0

−
60
·8

15
30

1
−

71
·3

10
0·

8
−

70
·1

15
30

T
C

U
10

2
A

90
0

3
E

W
20

60
1

−
86
·1

19
6·

1
13

1·
6

20
30

1
−

86
·4

18
0·

1
11

2·
2

20
30

V
20

60
1

68
·0

50
·1

−
4·

3
15

20
1

68
·0

50
·3

−
3·

9
15

20

N
S

20
60

5
−

65
·2

−
97
·8

−
84
·2

20
30

5
−

65
·1

−
94
·9

−
80
·8

20
30

T
C

U
07

6
A

90
0

3
E

W
20

60
3

66
·7

93
·6

−
2·

8
15

30
3

66
·8

93
·5

0·
8

15
30

V
20

60
2

−
32
·6

−
26
·9

−
7·

6
20

20
2

−
32
·5

−
28
·2

−
7·

0
20

20

N
S

20
60

2
−

37
·1

−
60
·0

−
44
·2

15
30

2
−

37
·1

−
59
·7

−
44
·7

15
30

T
C

U
07

5
A

90
0

3
E

W
20

60
1

11
6·

0
16

6·
9

95
·9

20
20

1
11

6·
0

16
8·

0
97
·4

20
20

V
20

60
1

49
·7

−
45
·5

−
33
·7

10
15

1
49
·8

−
44
·2

−
32
·2

10
15

N
S

5
30

1
−

55
·6

−
11

2·
2

−
89
·4

20
20

1
−

55
·8

−
11

7·
8

−
95
·2

20
20

T
C

U
10

1
A

90
0

4
E

W
5

30
1

−
72
·5

13
7·

5
87
·5

30
30

1
−

72
·3

14
3·

1
95
·7

30
30

V
5

30
1

46
·1

47
·0

−
11
·5

20
20

1
46
·3

51
·3

−
5·

4
20

20

co
n

tin
u

e
d

o
n

n
ex

tp
ag

e



9. Accelerogram processing techniques 354

Ta
b.

9.
20

:c
o

n
tin

u
e

d

C
on

st
ra

in
ed

U
nc

on
st

ra
in

ed

S
ta

tio
n

In
st

.
d

f
C

om
p.

T
1

T
2

d
P

G
V

P
G

D
R

D
V

D
d

P
G

V
P

G
D

R
D

V
D

(k
m

)
(s

)
(s

)
(c

m
s−

1
)

(c
m

)
(c

m
)

(s
)

(s
)

(c
m

s−
1
)

(c
m

)
(c

m
)

(s
)

(s
)

C
H

Y
02

8
A

90
0

4
V

20
50

2
−

30
·6

26
·1

7·
5

20
20

2
−

30
·6

25
·6

7·
2

20
20

N
S

20
60

1
59
·7

−
10

4·
2

−
52
·4

20
30

1
59
·7

−
10

7·
2

−
55
·4

20
30

T
C

U
04

9
A

90
0

6
E

W
20

60
1

55
·9

10
5·

3
26
·3

30
30

1
56
·1

11
7·

8
41
·6

30
30

V
20

60
1

27
·0

−
24
·1

−
15
·7

15
20

1
27
·0

−
20
·6

−
12
·0

15
20

N
S

20
60

5
−

21
·7

−
63
·2

−
32
·8

15
25

5
−

21
·6

−
58
·5

−
25
·4

15
25

T
C

U
10

3
A

90
0

7
E

W
20

60
1

−
68
·3

10
8·

2
57
·5

20
30

1
−

68
·4

10
5·

5
54
·3

20
30

V
20

60
1

−
61
·2

50
·8

−
10
·0

20
20

1
−

61
·1

51
·8

−
8·

8
20

20

N
S

20
60

1
43
·5

−
12

4·
9

−
74
·3

15
30

1
43
·7

−
11

2·
4

−
61
·9

15
30

T
C

U
05

3
A

90
0

8
E

W
20

60
1

42
·8

11
2·

4
59
·1

30
30

1
42
·9

11
5·

8
63
·3

30
30

V
20

60
2

32
·2

−
31
·0

−
10
·2

15
20

2
32
·1

−
30
·5

−
10
·8

15
20

N
S

20
60

2
−

45
·7

−
14

7·
0

−
10

1·
8

25
30

2
−

45
·8

−
14

6·
4

−
10

3·
9

25
30

T
C

U
05

4
A

90
0

8
E

W
20

60
1

46
·3

12
8·

5
68
·6

30
30

1
46
·2

12
4·

3
63
·5

30
30

V
20

60
1

29
·5

−
37
·1

−
23
·5

10
15

1
29
·5

−
33
·4

−
19
·7

10
15

co
n

tin
u

e
d

o
n

n
ex

tp
ag

e



9. Accelerogram processing techniques 355

Ta
b.

9.
20

:c
o

n
tin

u
e

d

C
on

st
ra

in
ed

U
nc

on
st

ra
in

ed

S
ta

tio
n

In
st

.
d

f
C

om
p.

T
1

T
2

d
P

G
V

P
G

D
R

D
V

D
d

P
G

V
P

G
D

R
D

V
D

(k
m

)
(s

)
(s

)
(c

m
s−

1
)

(c
m

)
(c

m
)

(s
)

(s
)

(c
m

s−
1
)

(c
m

)
(c

m
)

(s
)

(s
)

N
S

20
60

1
−

43
·9

−
12

7·
2

−
90
·9

25
30

1
−

43
·8

−
11

8·
2

−
82
·0

25
30

T
C

U
08

2
A

90
0

8
E

W
20

60
1

−
52
·4

13
9·

0
45
·5

30
30

1
−

52
·2

14
8·

4
57
·2

30
30

V
20

60
2

−
35
·3

26
·9

−
18
·1

15
15

2
−

35
·4

27
·4

−
18
·4

15
15

N
S

20
60

1
34
·8

−
45
·1

−
27
·5

15
20

1
34
·8

−
41
·5

−
24
·0

15
20

T
C

U
12

0
A

90
0

9
E

W
20

60
1

62
·4

10
4·

2
41
·2

20
30

1
62
·4

10
2·

5
38
·9

20
30

V
20

60
1

−
35
·9

−
31
·7

−
26
·3

20
20

1
−

35
·9

−
30
·7

−
25
·3

20
20

N
S

7
40

1
−

51
·3

−
92
·4

−
18
·3

20
20

1
−

50
·4

−
58
·9

15
·8

20
30

T
C

U
05

5
A

90
0

9
E

W
10

40
1

53
·8

14
2·

2
62
·5

30
30

1
53
·6

13
8·

6
57
·0

30
30

V
10

40
1

−
58
·6

33
·9

0·
4

20
20

1
−

58
·3

41
·0

10
·4

20
20

N
S

20
60

2
−

44
·3

−
79
·6

−
53
·4

15
30

2
−

44
·3

−
80
·4

−
53
·0

15
30

T
C

U
08

7
A

90
0

9
E

W
20

60
2

−
45
·5

59
·5

−
22
·0

20
30

2
−

45
·5

61
·0

−
22
·7

20
30

V
20

60
1

−
58
·8

52
·5

−
16
·0

20
15

1
−

58
·8

56
·1

−
11
·7

20
15

N
S

20
60

1
43
·2

−
35
·4

−
2·

6
15

20
1

43
·2

−
33
·0

0·
1

15
20

T
C

U
12

2
A

90
0

10
E

W
20

60
1

45
·3

10
7·

5
83
·1

20
30

1
45
·1

97
·9

71
·7

20
30

V
20

60
2

41
·4

35
·3

7·
4

20
20

2
41
·5

33
·5

8·
1

20
20

co
n

tin
u

e
d

o
n

n
ex

tp
ag

e



9. Accelerogram processing techniques 356

Ta
b.

9.
20

:c
o

n
tin

u
e

d

C
on

st
ra

in
ed

U
nc

on
st

ra
in

ed

S
ta

tio
n

In
st

.
d

f
C

om
p.

T
1

T
2

d
P

G
V

P
G

D
R

D
V

D
d

P
G

V
P

G
D

R
D

V
D

(k
m

)
(s

)
(s

)
(c

m
s−

1
)

(c
m

)
(c

m
)

(s
)

(s
)

(c
m

s−
1
)

(c
m

)
(c

m
)

(s
)

(s
)

N
S

20
60

1
43
·6

34
·6

16
·2

15
15

1
43
·5

29
·6

9·
8

15
15

C
H

Y
02

4
A

90
0

10
V

20
60

1
46
·7

−
36
·1

−
17
·4

20
20

1
46
·8

−
30
·8

−
10
·5

20
20

N
S

20
60

1
41
·6

−
98
·8

−
58
·3

30
30

1
41
·6

−
10

3·
3

−
62
·7

30
30

T
C

U
05

1
A

90
0

10
E

W
20

60
2

−
51
·8

11
8·

1
49
·1

30
30

2
−

51
·8

11
8·

1
49
·1

30
30

V
20

60
1

−
30
·7

−
34
·3

−
25
·8

15
15

1
−

30
·7

−
33
·4

−
24
·9

15
15

N
S

20
60

2
−

43
·9

−
94
·5

−
46
·9

20
30

2
−

44
·0

−
93
·8

−
48
·0

20
30

T
C

U
06

0
A

90
0

10
E

W
20

60
1

37
·3

11
2·

9
84
·6

30
30

1
37
·2

10
5·

2
75
·0

30
30

V
20

60
1

−
28
·4

−
33
·7

−
6·

2
15

20
1

−
28
·4

−
29
·5

−
1·

7
15

20

N
S

20
60

2
−

52
·8

−
83
·7

−
35
·5

20
20

2
−

52
·8

−
83
·6

−
35
·3

20
20

T
C

U
13

6
ID

S
10

E
W

20
60

1
−

44
·0

92
·8

32
·1

20
30

1
−

43
·8

10
3·

0
46
·7

20
30

V
20

60
2

−
33
·4

36
·5

10
·7

10
20

2
−

33
·4

36
·1

10
·3

10
20



9. Accelerogram processing techniques 357

A detailed GPS survey was conducted after the earthquake and the measured coseismic dis-

placements are given in Central Geological Survey (1999). Comparing the recovered permanent

displacements from the accelerograms using the extended Graizer method (with initial velocity to

zero) (see Table 9.20) with those measured using GPS shows that the recovered displacements from

the accelerograms are a good match to those measured and hence the extended Graizer method

seems to work for these records (Figure 9.23).

The rupture duration of this earthquake is estimated as about32 s (Yagi & Kikuchi, 1999) which

is similar to the period at which spectral velocity and displacement become approximately equal to

PGV andPGD respectively.

Although sensible corrected velocity and displacement time-histories could be found using the

extended Graizer method on the strong-motion records from TCU071, TCU072, TCU078, TCU079,

TCU084 and TCU089 the spectral velocity and spectral displacement calculated using these cor-

rected records did not become equal toPGV andPGD until periods much greater than the rupture

duration. Therefore these results are not reported in Table 9.20. One possible reason for this be-

haviour of these records is that they are from the region in which the largest tilts probably occurred

during this earthquake. Figure 9.24 shows the calculated tilt and horizontal displacement perpendic-

ular to the fault strike, the uplift that occurred during this earthquake and the approximate location

of these six stations. The tilts and displacements were calculated using the dip-slip equations of

Mansinha & Smylie (1971) and hence are only estimates; the model was not optimised to match

with the GPS data.

Figure 9.24 shows that the six strong-motion stations stations: TCU071, TCU072, TCU078,

TCU079, TCU084 and TCU089 are all located in the area where large tilts, up to3 × 10−4 rads,

occurred. Such large tilts are likely to have had a large effect on the recorded ground motions which

are assumed to be a record of only the translational ground displacement. The other stations which

recorded this earthquake, including those for which large permanent displacements occurred and

were recovered from the accelerograms (e.g. TCU052 and TCU068) probably experienced smaller

tilts than occurred at TCU071, TCU072, TCU078, TCU079, TCU084 and TCU089, hence the true

translational ground displacement was recorded. Note that the largest tilts, due to the static faulting,

do not occur where the largest vertical displacements occurred for this earthquake.

Michoacán (19/9/1985, Mw = 8.0)

Only those time-histories for which a sensible correction is obtained are given in Table 9.21.
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Fig. 9.23: Comparison of the permanent displacements recovered from the accelerograms corrected

using the extend Graizer method constraining the initial velocity to zero with those mea-

sured using GPS for the Chi-Chi earthquake (20/9/1999). Black arrows are the recovered

permanent displacements from the accelerograms and grey arrows are the measured dis-

placements from GPS measurements. The dashed line is the observed surface fault break.

The numbers are the vertical uplifts recovered or measured.
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Fig. 9.24: Calculated tilt and horizontal displacement perpendicular to the fault strike and the uplift

that occurred during the Chi-Chi earthquake (20/9/1999) using the dip-slip equations of

Mansinha & Smylie (1971) and the approximate location of the strong-motion stations:

TCU071, TCU072, TCU078, TCU079, TCU084 and TCU089. Parameters used were:

length of fault76 km (from surface fault break), dip30◦ (from focal mechanism), width

22 km (from focal depth of11 km and dip) and uniform slip−8 m (from surface fault

break). Tilts and displacements are given along a line in the middle of the fault and

perpendicular to the fault strike.
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Estimates of the coastal uplift resulting from this earthquake were made by Bodin & Klinger

(1986) by using a survey of the vertical distribution of intertidal organisms. At Caleta de Campos

estimates of the uplift range from57–61 cm to 100–113 cm, hence the recovered vertical permanent

displacement from the accelerogram (66.0 cm for initial velocity constrained to zero and68.3 cm

for initial velocity unconstrained) matches well. At Zihuatanejo the measured uplifts were25–

40 cm and30–40 cm and at Papanoa measured uplifts were15–22 cm, 17–24 cm and19–23 cm.

The recovered vertical permanent displacements approximately match these displacements although

they are slightly smaller. About10 km from La Villita and about20 km from La Union measured

uplift was11–15 cm. The recovered vertical permanent displacement at La Villita (6.0 cm for ini-

tial velocity constrained to zero and6.9 cm for initial velocity unconstrained) roughly matches these

uplifts although they are slightly smaller while those at La Union (36.8 cm for initial velocity con-

strained to zero and39.9 cm for initial velocity unconstrained) are too large. No measurements of

the horizontal permanent displacement that occurred during this earthquake could be found. How-

ever, because the earthquake occurred on a shallow north-east dipping thrust fault the horizontal

displacements obtained (mainly to the south-west and of similar size to the vertical permanent dis-

placements) are reasonable.

Somervilleet al.(1991a) model the rupture plane of this earthquake as150 km long by140 km

wide. The hypocentre is about60 km from the end of the fault and so the length of unilateral

rupture is about90 km. Using rupture velocities of between2 and3 kms−1 gives a rupture duration

of between30 and45 s; therefore the periods at which spectral velocity and displacement become

equal toPGV andPGD in the extended Graizer corrected records are roughly equal to the rupture

duration.

Figure 9.25 displays the corrected displacement time-histories for the eight stations given in

Table 9.21 and the locations of the strong-motion stations that recorded them. The horizontal com-

ponents were rotated into NS and EW directions and all the vertical components are in the upward

direction.
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Figure 9.25 shows that most of the corrected displacement traces exhibit similar features even

though they are separated by40–50 km, suggesting that the extended Graizer method yields a real-

istic correction for these records. In particular note the agreement in the displacement time-histories

for all three components from Zihuatanejo, Papanoa and Suchil and also the similarity between the

records recorded at Caleta de Campos and La Union both of which show large permanent ground

displacements. The lack of agreement between the displacement traces recorded at Infiernillo Mar-

gen Der INMSS and Infiernillo N-120, stations which are less than1 km apart strongly suggests that

the correction of either or both these records is not appropriate. It is most likely that the corrected

record from Infiernillo Margen Der INMSS is incorrect because the displacement traces from In-

fiernillo N-120 display some of the features of the other records from this earthquake, for example

compare with the record from Caleta de Campos.

9.3.11 Importance of instrument type

Most of the strong-motion records corrected using the extended Graizer technique in this study

were recorded on analogue media (film or paper), for example records from AR-240, CRA-1 and

SMA-1 instruments. The accelerograms from such instruments need to be digitised before they can

be processed, and so are likely to have larger long-period errors than those recorded digitally, for

example records from A900, DSA-1, DCA-333 and GSR-16 instruments. This greater long-period

noise is demonstrated by the fact that the permanent displacements recovered from records from

digital instruments more often match those measured or predicted, for example records from the

Chi-Chi earthquake, compared with those recovered from analogue instruments which often do not

match those measured or predicted, for example records from North Palm Springs. However,this

comparison is difficult because records from the large earthquakes (for which large permanent dis-

placements are expected) in this study were often from digital instruments whereas those from the

small earthquakes (for which small permanent displacements are expected) in this study were often

from analogue instruments.

9.3.12 Recovery of PGV and PGD through filtering

Almost all strong-motion records are corrected using filtering techniques, the details of which vary

but the results are similar namely that the low-frequency (long period) motion is removed. The

low-frequency cut-offs which are usually employed are usually less than0.1 Hz–0.2 Hz especially

for acceleration time-histories from digital instruments. Filters are designed so that they have little

effect on frequencies inside their pass-band and because the natural period of almost all engineering

structures is less than about4 s there should be little difference between frequency-domain param-

eters (such as response spectral values) calculated using different types of filter or different low-cut
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frequencies (as long as the low-cut frequency is below about0.2 Hz). Time-domain parameters

such as peak ground velocity,PGV, and peak ground displacement,PGD, though can be greatly

affected by differing correction procedures because such parameters are governed by a wide range

of frequencies some of which may be altered by the correction procedure used. Commonly used

low-frequency cut-offs can lead to recovering significantly smallerPGV andPGD values in the

near field of large earthquakes than actually occurred.

It was found above that the period at which spectral velocity and spectral displacement becomes

equal toPGV andPGD respectively is approximately equal to the rupture duration. This period is

unaffected by directivity. Therefore using a low cut-off frequency which is greater than the recipro-

cal of the rupture duration will lead to the recovery of smaller velocities and displacements. The low

cut-off frequencies for which this is a problem are shown in Figure 9.26 using equations connecting

fault-length to magnitude and different rupture velocities and assuming unilateral rupture.

From Figure 9.26 it can be seen that the commonly used low cut-off frequency of0.1 Hz will

yield the correctPGV andPGD for earthquakes with moment magnitudesMw . 6.5 but will

mean the recovered near-fieldPGV andPGD from larger earthquakes could be less than the actual

PGV andPGD that occurred. For large earthquakesMw > 7 the low cut-off frequency that should

be used to recover the ground velocity and displacement would have to be less than0.05 Hz which

is less than that currently used for routine processing. Note however, that such a small low cut-

off frequency cannot be used for many records because there is too much noise. For such records

recovery of the truePGV andPGD is impossible.

All of the records in this chapter were also filtered using an elliptical filter (Sunder & Connor,

1982; Sunder & Schumacker, 1982; Menu, 1986) with low cut-off frequencies of0.1 and0.2 Hz.

Figure 9.27 shows the ratio ofPGV andPGD using the Graizer corrected records toPGV and

PGD using the filtered records for two cut-off frequencies. It was assumed that all of the Graizer

corrected records are realistic although as was shown above some of the corrected displacements

were probably incorrect. The main conclusion, however, is not likely to be strongly affected.
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Fig. 9.26: Graph showing the choices of low cut-off frequency used to filter a strong-motion record

from an earthquake of moment magnitude,Mw, which will yield correctPGV andPGD

values and those choices which will recover underestimatedPGV andPGD. The strike-

slip equation (log(u) = −6.32 + 0.90Mw) connecting slip,u, and moment magnitude,

Mw from Wells & Coppersmith (1994) was used with the definition of seismic moment,

M0 = µLWu with µ = 3 × 1010 Nm−2 and different seismogenic widths and rupture

velocities. Solid lines are for seismogenic width of15 km and dashed lines are for seis-

mogenic width of25 km and the three lines for each seismogenic width are for rupture

velocities2, 2.5 and3 kms−1.
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Figure 9.27 shows thatPGV is underestimated for records from earthquakes withMw > 7

using a low cut-off frequency of0.1 Hz and it is underestimated for records from earthquakes with

Mw > 6.5 using a low cut-off frequency of0.2 Hz. These are larger magnitudes for underes-

timatedPGV than suggested by Figure 9.26 because for most records spectral velocity reached

PGV at a period significantly less than the rupture duration. Therefore use of filtering techniques,

with low cut-off frequencies0.1–0.2 Hz, for the correction of accelerograms from earthquakes with

Mw < 6.5 will not significantly underestimatePGV. However, for near-field accelerograms from

earthquakes withMw > 6.5 filtering with standard low cut-off frequencies of0.1–0.2 Hz will lead

to significant underestimation ofPGV; for such records either the low cut-off frequencies needs to

be reduced or baseline correction procedures, like that investigated here, adopted.

Figure 9.27 shows thatPGD is greatly underestimated for records from earthquakes withMw >

6 using a low cut-off frequency of0.1 Hz or0.2 Hz and that the size of the underestimation increases

with magnitude. For records from earthquakes withMw = 8 thePGD recovered from the strong-

motion records using a filter with a low cut-off frequency of0.2 Hz is about ten times smaller than

that recovered using the extended Graizer method. Part of the reason why filtering near-field records

yields much smallerPGD than the extended Graizer method is that filtering does not recover the

permanent ground displacement, which as has been shown is large and increases with magnitude.

Therefore if permanent displacement is significant at a strong-motion station, filtering will lead to

much lower estimates ofPGD than would a baseline correction procedure, like that used in this

chapter. However, even if significant permanent displacement did not occur at a strong-motion

station filtering will lead to underestimation ofPGD unless the low cut-off frequency is less than

that suggested by Figure 9.26.

9.3.13 Conclusions

The extended Graizer correction technique presented here has a number of limitations:

• The minimum displacement which can be recovered from a strong-motion record from an

analogue instrument, such as an SMA-1, is about5 cm. Therefore the minimum magnitude of

earthquake which this procedure can be used on is aboutMw = 6.2 (Figure 9.4) and only on

records within a few kilometres of the rupture. Although records some smaller earthquakes,

such as Coyote Lake (Mw = 5.7), may possibly be corrected using this procedure if the

quality of the records is high and/or the coseismic displacements at the station are larger

than the magnitude would suggest. Graizer (1979) finds that the correction technique is only

reliable if residual displacement exceeds15% of maximum displacement.

• Records which contain only simple waveforms which last for a short time (e.g. near-field

records) are more likely to yield realistic corrected velocity and displacement time-histories
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when corrected using the extended Graizer method than those with complex waveforms, such

as surface waves.

• The method does not seem to be as useful for correcting time-histories from vertical compo-

nents compared with correcting those from horizontal components. This may be because they

feature more P-waves than horizontal components and such waves arrive before the S-waves

which are more prominent in horizontal components, hence the initial ground motions may

be missed or because there is too small a ‘quiet’ interval before the strongest shaking to which

the fitted polynomial can be constrained. For most of the earthquakes included in this study

the expected vertical permanent ground displacements are smaller than the expected horizon-

tal permanent ground displacements. Since it is more difficult to accurately recover small

displacements compared with large displacements this may explain why it seems that the ex-

tended Graizer method does not work as well for vertical records as it does for horizontal

records.

When there is a long pre-event time, for example for records from digital instruments, the

constrained and unconstrained results are similar because the initial velocity is small. Digital in-

struments are designed to record the entire ground motion including the pre-event portion so the

initial velocity should be zero. It is better to constrain the initial velocity to zero, for such records,

so that there is one less coefficient to find.

Permanent ground displacements happen over a few seconds and therefore it is doubtful that

they are important for buildings. Thus the transient part of the ground motion that occurred during

the earthquake may be a more useful measure of the displacement for engineering design. However,

a consistent and useful definition of transient peak ground displacement is difficult to find because

PGD is strongly affected by the low-frequency cut-off and also because it is difficult to separate

the transient and permanent ground displacement.

Conclusions on the recovery ofPGV and PGD from near-field strong-motion records (see

Section 9.3.12) are:

• Commonly used low-frequency cut-offs of0.1–0.2 Hz lead to the recovery ofPGVs and

PGDs in the near field of large earthquakes that are much smaller than the true velocity

and displacement. This under-recovery is much worse for displacement because permanent

ground displacements cannot be recovered by filtering techniques and they could significantly

increasePGD whereas velocity must be zero at the end of the strong ground motion and so

PGV is less affected.

• Filtering correction techniques, employing commonly used low cut-off frequencies, for small

earthquakes (Mw . 6) can adequately recoverPGV andPGD because permanent ground
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displacements will be small and because there is little energy in the long period range which

is affected by filtering.

These conclusions only apply in the near field where it is possible to use the extended Graizer

method. Whether such conclusions apply in the intermediate- and far-fields is not possible to ascer-

tain. However, it is likely that similar conclusions can be drawn by making use of source spectra

models such as those by Brune (1970, 1971), Ishida (1979) and Joyner (1984). In fact, Joyner &

Boore (1988) note that it is important to use a low cut-off frequency less than the corner frequency

of the Brune (1970, 1971) source model otherwise the time-history will be significantly altered by

filtering.



10. CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

10.1 Conclusions

This thesis gives the results of investigations of a number of problems in engineering seismology

which have mainly been neglected in the past. There were three main themes addressed in this

study.

The first theme is the accuracy of currently used equations for the estimation of strong ground

motion derived using strong-motion records of past earthquakes. It is shown (Chapter 8) that over

the past thirty years there has been little improvement in the accuracy of estimates of the ground

motion that would occur at some chosen site given the occurrence of an earthquake.

Pure error analysis shows that the reason for this lack of improvement is not an inadequate func-

tional form (Chapter 8) but rather that current equations for ground motion estimation (Chapter 3)

do not adequately account for the factors known to influence ground motion (Chapter 2). There-

fore more independent parameters need to be included in the equation if the associated standard

deviation of the final equation is to be reduced.

However, there is a large ambiguity in calculating some independent parameters which possibly

can increase the precision of ground motion estimates, such as stress drop (Chapter 2). Also other

possibly important factors, such as topography or basin effects, whose inclusion also could improve

the precision of ground motion estimates, have been shown to be highly complex and difficult to

incorporate into simple equations (Chapter 2).

Even independent parameters that are always included in attenuation relations, such as source-

to-site distance, have been shown to be only known imprecisely (Chapter 8). This imprecision

accounts for some of the associated uncertainty in the final equation. It is found that because of

the difficulty in calculating precise distances even for such simple distance measures, as that to

the surface projection of the rupture plane, using complex distance metrics, such as seismogenic

distance or equivalent hypocentral distance, is not justified and will not lead to an improvement in

the accuracy of ground motion estimates (Chapter 8).

A set of equations for the estimation of peak ground acceleration (PGA), energy density, spectral

acceleration (SA) and maximum absolute input energy in the near-field of large earthquakes is

derived (Chapter 7). It was found that even by only using records from within a narrow range

of distances (between0 and15 km) and from earthquakes within a narrow range of surface-wave
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magnitudes (between5.8 and7.8) does not reduce the standard deviation of the equations compared

with equations which used data from a much wider range of distances and magnitudes. Also, it is

found that the predicted ground motions are similar to those estimated from previous equations

except the importance of local site conditions is less in the new equations, particularly for short

periods. This effect can be attributed to non-linear soil behaviour at large strains.

It is found that the currently used assumption that the error in recorded ground motions is

proportional to the amplitude of the ground motions cannot be rejected and hence should continue

to be used (Chapter 8). However, the recent suggestion by a number of workers that the scatter in

recorded ground motions in proportion to the amplitude of the ground motions is dependent on the

magnitude of the associated earthquake, is supported by a large set of data (Chapter 8).

Any further improvement of the scaling of ground motions with seismological parameters and

local site conditions depends primarily on the acquisition of more high-quality observational data.

The second theme of the thesis is the importance of vertical ground motions. A comprehensive

review of the available literature concerning the effect of vertical motions on horizontal response

was conducted and shows that there is a requirement for more detailed study (Chapter 4). The results

of a detailed study, using over 180 near-field strong-motion records, is given in Chapters 6 and 7. It

is concluded that the effect of vertical ground motion on horizontal response for linear elastic SDOF

systems can almost always be neglected. For extremely intense vertical motions the bending model

(see Chapter 4) can breakdown or experience large amplifications for realistic structural parameters,

but for most recorded vertical motions the effect of vertical motion is negligible (Chapters 6 and 7).

The hinging model (see Chapter 4) does not breakdown nor does it experience large amplifications,

due to vertical motions, for even the most intense recorded vertical motions except for unrealistic

structural parameters (Chapters 6 and 7).

From the derived equations for the estimation of vertical to horizontal ratios for peak ground ac-

celeration (both absolute and simultaneous), spectral acceleration (both absolute and simultaneous),

energy density and maximum absolute input energy it is concluded that vertical ground motion is

less important than horizontal ground motion for seismic design (Chapter 7). This conclusion is

reached because it is found that even in the near field of large earthquakes vertical PGA is less than

horizontal PGA, vertical SA is less than horizontal SA even at short periods and vertical ground

motion contains much less energy than horizontal ground motion both in absolute terms (energy

density) and as an input to SDOF systems (maximum absolute input energy). It is found that, in

contrast to what is expected, that the ratio of vertical to horizontal PGA, SA, energy density and

maximum absolute input energy is independent of fault mechanism. Further, the associated stan-

dard deviations of the derived equations for vertical strong-motion characteristics are higher than

the associated standard deviations of corresponding equations for horizontal strong motion.

The third theme is an investigation into the correction of accelerograms for long-period errors.
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A polynomial correction technique based on the work of Graizer is used for the correction of many

near-field accelerograms from 16 earthquakes. A number of methods were suggested, and studied,

to select the required correction parameters. If such selection techniques can be applied then a

reasonably objective process is possible; however some subjective judgement is still required which

can lead to uncertainty in estimates of peak ground velocity (PGV), peak ground displacement

(PGD) and permanent displacement. For records from analogue instruments, it was found that when

the size of the permanent displacement is large, about5 cm, and the digitisation is of sufficiently

high-quality it is sometimes possible to get an estimate of the displacement that occurred at the

instrument site. For records from digital instruments, it is found that the permanent displacement

that occurred could almost always be recovered except for records which may have undergone large

tilts due to faulting.

As a consequence of the investigation into the correction of long-period errors in accelerograms

it was found that the low cut-off period used for routine filtering of near-field accelerograms from

large earthquakes should be less than the duration of the fault rupture if PGV and PGD are to be

fully recovered. For large earthquakes, whose durations of rupture are greater than10 s, this finding

means that commonly used low cut-off frequencies of about0.1 Hz will underestimate PGV and

PGD.

10.2 Suggestions for further work

For each large earthquake for which the location of the rupture plane has been studied the precision

of the distance estimates should be quantified. These estimates of the precision should be useful in

deciding which earthquakes are included in the construction sets for the derivation of attenuation

relations. Also such estimates could be useful in deciding on a rigorous weighting scheme for

the derivation of attenuation relations, i.e. those records with well-defined independent parameters

should be given a larger weighting than those with poorly-defined parameters.

More pure error analyses should be conducted for other strong-motion parameters and, when

there is sufficient data, such analysis should be conducted investigating the improvement in ground

motion estimation using more independent parameters, such as fault mechanism and focal depth.

This may suggest the independent parameters which are likely to be useful in reducing the associ-

ated standard deviations of derived equations. The results of pure error analysis should be used in

weighted least-squares analysis for the derivation of attenuation relations; this would remove the

dependence of standard deviation on magnitude and would also give more weight to the motions

with engineering significance which are associated with lower scatter.

The finding that vertical ground motions seem to be more unpredictable than horizontal ground

motions, should be investigated further.
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Future studies deriving attenuation relations should use validation sets to check the derived

equations.

Computer programs, such as 3d∼def (Gomberg & Ellis, 2001), for calculation of expected

coseismic displacements should be used instead of the equations of Mansinha & Smylie (1971) to

get estimates of the permanent displacements that occurred at strong-motion stations.

The equations of Vostrikov (1998) for estimating the degree of polynomial required for the

correction of accelerograms using the extended Graizer should be tried for records from different

earthquakes.
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APPENDIX



A. GLOSSARY OF TERMS

A.1 Source

Apparent stress, σa The apparent stress is the average stress associated with radiation resistance

and is given by Savage & Wood (1971):

σa = ησ̄ =
1
2
∆σ − (σf − σ1)

Must haveσa between0 and∆σ/2 (Savage & Wood, 1971).

An alternative definition is:

σa = µEs/M0

Body-wave magnitude, mb There are two main methods of calculation:

1. Uses the amplitude of one-second compressional, P, waves recorded at distances ex-

ceeding2000 km. These can be affected by abnormal attenuation in depth interval75–

200 km and this can lead to different values for different areas of the Earth even if the

earthquake has the same one-second near-field spectral amplitude (Nuttli & Herrmann,

1982). This scale is sometimes referred to asmb,P .

2. Uses the amplitude of one-second period higher-mode Rayleigh, Lg, waves from ver-

tical component seismograms. Lg waves do not penetrate into the strongly attenuating

zone so that earthquakes with same one-second near-field spectral amplitude anywhere

in the world give the same magnitude (Nuttli & Herrmann, 1982). This scale is often re-

ferred to asmb,Lg. It was defined by Nuttli (1973) for eastern North America by making

the values from these equations equal the value found from teleseismic P or Pn waves:

mb,Lg = 3.75 + 0.90 log ∆ + logA/T for: 0.5◦ ≤ ∆ ≤ 4◦,

mb,Lg = 3.30 + 1.66 log ∆ + logA/T for: 4◦ ≤ ∆ ≤ 30◦,

where∆ is epicentral distance in degrees andA/T is maximum ground velocity in

microns per second.
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Dynamic frictional stress, σf While slip is occurring on the fault, the motion is opposed by the

stress,σf , associated with dynamic friction. In a gravitational fieldσf represents the sum of

the shear stresses associated with the gravitational work and frictional stress. As long as the

elastic stress exceedsσf sliding will continue, hence:σf > σ0.

Energy magnitude, ME Choy & Boatwright (1995) define energy magnitude,ME , by: ME =
2
3 logEs − 3.2 whereEs is in Nm.

Energy released by faulting (strain energy change), E Using a suitable definition of average stress

it can be shown that the energy released by faulting is given by (Savage & Wood, 1971):

E = Sσ̄D̄.

Therefore:

E =
M0σ̄

µ
.

If the stress drop is complete then∆σ = 2σ̄ so:

E =
∆σM0

2µ
.

If the stress drop is partial then this equation gives the minimum strain energy change (Kanamori,

1977).

Focal mechanism There are two main types of focal mechanism (Kramer, 1996, pp. 34–37):

Dip-Slip Fault movement occurs primarily in direction of slip (or perpendicular to strike).

Two types of movement are possible:

Normal Horizontal component of dip slip movement is extensional and material above

the inclined fault (the hanging wall) movesdownwardsrelative to material below

the fault (the foot wall). Associated with tensile stresses in crust and results in

horizontal lengthening of the crust.

Reverse Horizontal component of dip slip movement is compressional and material

above the inclined fault (the hanging wall) movesupwardsrelative to material be-

low the fault (the foot wall). Oglesbyet al. (1996) define all compressional earth-

quakes with dip angle more than45◦ as reverse. Results in horizontal shortening

of the crust. A special type of reverse fault is:

Thrust Occurs when the fault plane has a small dip angle. Oglesbyet al. (1996)

define all compressional earthquakes with dip angle less than45◦ as thrust.
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Strike-slip Fault movement occurs parallel to strike. Usually such faults are nearly vertical

and can produce large movements. These faults are occasionally referred to as wrench

faults (Anderson, 1951). Two types of movement are possible:

Right lateral strike-slip Observer standing near such a fault would observe the ground

on the opposite side of the fault moving to theright.

Left lateral strike-slip Observer standing near such a fault would observe the ground on

the opposite side of fault moving to theleft.

The angle between the rupture plane and the surface on the hanging wall side is always acute

and it is always obtuse on the foot wall side.

Many earthquakes contain a mixture of dip-slip and strike-slip movements, such focal mech-

anisms are calledoblique.

Fault-plane solutions use the direction of the first P wave motion from the vertical component

thus it contains only information about the situation at rupture initiation whereas the inversion

of entire waveform for the optimum point source, like CMT, is an average over the whole

spatio-temporal dimension of source (Hinzen, 1986). Hinzen (1986) examines 120 NEIS and

CMT solutions and finds that most first motion and CMT solutions differ by only a small

amount but that for19% the rake angles differ by45◦ or more and there is no dependence of

this difference onM0.

Local magnitude, ML Introduced by Richter (1935). It was originally defined asML = log10A−

log10A0(∆), whereA is the maximum recorded amplitude inµm at a distance of100 km

from the earthquake on a Wood-Anderson seismograph (period0.8 s, magnification2800,

damping0.8 of critical) andA0(∆) is an empirically derived distance calibration function

where∆ is epicentral distance. Richter (1935) used a group of southern Californian earth-

quakes to derive an empirical formula relating amplitude and distance, from which was de-

duced the maximum amplitude as a function of distance,A0(∆), that would be generated by

an earthquake registering1µm on a Wood-Anderson seismograph at an epicentral distance

of 100 km.

Hutton & Boore (1987) have re-examinedML for southern California using a large body

of data and determined a new distance calibration function,A0(r) wherer is hypocentral

distance.

Measurements from Wood-Anderson seismographs, of the type used by Richter (1935) to

defineML, are not now usually used for magnitude determination because they have been

replaced by more modern instruments. Therefore records from other types of instruments are

deconvolved and then reconvolved to produce synthetic Wood-Anderson records. Examples
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of this is the use of strong-motion records (Kanamori & Jennings, 1978) or seismoscope

records (Jennings & Kanamori, 1979) to giveML.

Mean stress, σ̄ σ̄ = (σ0 + σ1)/2.

Moment magnitude, Mw By considering the radiated seismic energy released during earthquakes

Kanamori (1977) and Hanks & Kanamori (1979) define a moment-magnitude scale,Mw, by

the equation:

logM0 = 1.5Mw + 16.1,

or: Mw =
2
3

logM0 − 10.73.

Hanks & Kanamori (1979) note that this equation is almost identical to empirical equations

relatinglogM0 toMs andML therefore they define a single moment magnitude,M , by:

M =
2
3

logM0 − 10.7.

Although this definition ofM is identical to that forMw Hanks & Kanamori (1979) note

that it is only valid for3 . ML . 7, 5 . Ms . 71
2 andMw & 71

2 . There has been much

confusion in the literature over whether to useMw or M with some authors usingMw and

some usingM .

Q For a volume cycled in stress at a frequencyω a dimensionless measure of material friction (or

anelasticity) is (Aki & Richards, 1980):

1
Q(ω)

= −∆E
2πE

where∆E is the energy lost in each cycle due to imperfections in elasticity of material and

E is the peak strain energy in volume. Now since the amplitude of a wave,A, is proportional

toE1/2 then have forQ� 1:

1
Q(ω)

= −∆A
πA

where∆A is the decrease in amplitude of the wave per cycle. For spatial decay ofA have:

∆A =
dA
dx

λ
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whereλ is wavelength in terms of phase velocity,c, and equals2πc/ω. Thus the amplitude

of the waves atx is:

A(x) = A0 exp
(
−ωx
2cQ

)
Radiated seismic energy, Es Choy & Boatwright (1995) calculateEs from P wave group using:

Es = 4π〈FP 〉2(RP /F gP )2ε∗gP ,

where〈FP 〉 is mean-square radiation-pattern coefficient for P waves,RP is P wave geomet-

rical spreading factor,F gP is generalised radiation pattern coefficient for P wave group and

ε∗gP is integral of velocity squared over duration of body wave arrival.

Brune (1976) shows that the amount of energy released by the earthquake is given by:Es =
1
µdV∆σσ0, wheredV is a small volume andµ is the Laḿe parameter.

Rise time, τ Rise time is a measure of the time that the dislocation takes to reach its final state after

the arrival of the rupture at a point on the fault. Day (1982) analyses 3D finite difference

solutions for a simple shear-crack model of faulting and finds that rise timeτ ≈W/2vR.

Rupture duration, tc Rupture duration is equal to the sum of the length of time taken for the rupture

to propagate from the epicentre to both ends of the fault and the rise time,τ . For unilateral

rupture the length of time taken for the rupture to propagate from the epicentre, at one end

of the fault, to the other end isL/vR, for bilateral rupture this propagation time isL/2vR

and for other types of ruptures the propagation time is between these values. Sinceτ is often

found to be much smaller that the propagation time it is often ignored.

Seismic efficiency, η Seismic efficiency measures how efficiently the energy released by faulting

(strain energy change) was converted into radiated seismic energy during the earthquake.η

must always be between0 and1. Thus:

η =
Es

E
.

Using a suitable definition of average stress,σ̄, this is equivalent to (Westaway & Smith,

1989):

η =
σ̄ − σf

σ̄
.
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Seismic moment, M0 An earthquake fault is mathematically modelled by a shear displacement dis-

continuity (dislocation) across a surface,Σ, in an elastic medium. The dislocation is equiva-

lent to a distribution of double couples on this surface whose total moment is (Kanamori &

Anderson, 1975):

M0 = µSD̄,

whereµ is rigidity of the crust,S is fault area and̄D is the average slip along the fault.

The dislocation is, in general, a function of time soM0 is a function of time,t. In a restricted

usage, the value ofM0 at t → ∞ is called seismic moment. In practice, however the period

at which determination ofM0 is made depends on the kind of available data. Geodetic data

(e.g. surface faulting, pre-seismic and post-seismic geodetic and geological data and spatial

distribution of aftershocks) givesM0 at t→∞, long period surface-wave or free oscillation

data giveM0 at t equal to minutes or hours and body-wave data givesM0 at relatively short

periods (Kanamori & Anderson, 1975). It is usually assumed thatM0 is determined at suffi-

ciently long periods so that it represents the value att→∞, a reasonable assumption but not

necessarily self-evident (Kanamori & Anderson, 1975).

Strain change (strain drop), ∆ẽ ∆ẽ = D̄/L̃.

Surface-wave magnitude, Ms Originally introduced by Gutenberg (1945) who used the maximum

horizontal ground displacement,Amax, from waves with periods around20 s. Today the

commonly used formula for the calculation of surface-wave magnitude is referred to as the

‘Prague formula’ and is given by (IASPEI, 1967):

Ms = log(A/T )max + 1.66 logD + 3.3,

where(A/T )max is the maximum ground particle velocity in microns per second andD is

the epicentral distance in degrees. A depth adjustment is to be used for earthquakes with

focal depths greater than40 km. Recommended period ranges corresponding to maximum

amplitudes of surface waves at different epicentral distances are given in IASPEI (1967) and

by others.

Different agencies and authors employ slightly different selection criteria of the recordings

used to calculateMs and also different distance calibration functions (the part of the formula

of the forma logD + b) have been proposed (e.g. Rezapour & Pearce, 1998), hence the

surface-wave magnitudes given by different workers may be different. See Ambraseys &

Douglas (2000) for a discussion of these differences.
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Work done against friction, Ef The work done against friction during faulting is (Savage & Wood,

1971):

Ef =
∫ ∫

uσf dxdy,

where the integral is taken over the complete fault surface. Using a suitable definition of

average stress this gives (Savage & Wood, 1971):

Ef = Sσf D̄.

A.2 Symbols used here and in Chapter 2

D̄ Average slip

L Fault length

L̃ Characteristic dimension

S Fault area

vR Rupture velocity

W Fault width

β Shear-wave velocity

µ Rigidity of crust

σ1 Final stress on a fault



B. METHODS USED IN THIS STUDY

Numerous programs were written in FORTRAN and MATLAB for this study. The most important

and complex programs and the methods used to check them are discussed in this chapter.

B.1 Methods for calculation of response spectra

Numerous methods for the calculation of response spectra have been proposed, for example meth-

ods based on linear interpolation of excitation (Nigam & Jennings, 1969), central difference meth-

ods, Newmark’s method (Newmark, 1959) and using digital filters (Beaudet & Wolfson, 1970).

Chopra (1995, chap. 6) gives a description of some of these methods, along with examples.

The method of Nigam & Jennings (1969) is probably the most widely used for the calculation

of normal response spectra (i.e. solutions of Equation 4.1) because it is accurate and efficient when

the time interval between acceleration points is constant. The exact solution to linearly-interpolated

acceleration time-histories are found. Much of the calculation is made only once for each period and

damping, because Equation 4.1 is linear, rather than at each time step thus reducing computation

time. Equations 4.14, 4.15, 4.19 & 4.20 are non-linear hence it is no longer computationally

advantageous to use this method because the exact solution on which it relies does not hold and so

an iterative technique needs to be combined with it to yield the correct solution.

One method of implementing this iterative technique is to rearrange the equation of motion into:

utt + 2ξ1ω1ut + ω2
1u = −Utt + ω2

1βVttu.

Then assumeUtt, Vtt andu can be linearly interpolated so that:

utt +2ξ1ω1ut +ω2
1u = −U i

tt−
U i+1

tt − U i
tt

ti+1 − ti
τ+ω2

1β(V i
tt +

V i+1
tt − V i

tt

ti+1 − ti
τ)(ui +

ui+1 − ui

ti+1 − ti
τ) (B.1)

where0 ≤ τ ≤ ti+1 − ti and the superscripts denote the value of the variable at timet = ti.

Sinceui+1 is unknown an iterative solution of Equation B.1 is required. Firstlyui+1 is assumed,

the exact solution of Equation B.1 is found1, the displacement for timeti+1, ui+1 compared with

the assumed value and if the difference is too large then the step is repeated using the new value of

ui+1. This process is repeated at each time step.
1 This can be computed, since the RHS is a quadratic inτ , using Duhamel’s integral (Chopra, 1995, p. 122) or

otherwise.
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This algorithm was not implemented because the limits on the stability and the computational

error associated with it are unknown, unlike techniques for solving Equation 4.1 (Chopra, 1995,

pp.170–172).

The algorithm chosen for this study was an adaptive step length Runge-Kutta-Fehlberg tech-

nique (Press & Teukolsky, 1992; Cash, 1996). The solution at each time is computed using fourth

order and fifth order Runge-Kutta formulae and their solutions compared. The difference between

these two estimates of the solution is a measure of the truncation error, which is used to adjust the

stepsize. This leads to a solution which has a chosen accuracy and is efficient, because small time

steps are only used when required.

A FORTRAN computer program, HVSPECTRA, was written to implement this algorithm. For

this study the accuracy level set was10−6 m and10−6 ms−1. It takes about5 s on a P.C. with a

350 MHz processor and64 MB to compute 46 spectral accelerations, velocities and displacements,

using Equation 4.1, for time histories with about 4000 samples. This is about 5 times slower than

using the method of Nigam & Jennings (1969) for calculating normal response spectra.

B.1.1 Time lag between different components of same accelerogram

When calculating response spectra due to combined horizontal and vertical ground accelerations

the two components must have the same start time. This would be so for instruments with a vertical

acceleration trigger, which starts all three components recording. Some analog accelerograms may

have different time lags for each component between the trigger being activated and the start of the

recording. Also some components may not be synchronous because of differences in digitization

and correction procedures. It cannot be known whether these problems actually occur for the set of

records used in this analysis. Any time lag between the components should be small enough to be

neglected.

B.1.2 Definition of natural period and damping

When considering the effect of vertical acceleration on response spectra it is important to have

a clear definition of natural period and damping. Zero gravity spectral values (see Section 4.3)

are plotted againstunloaded, undampedperiod,T0, andunloadeddamping level,ξ0. Damped

frequency,Td, is not used because for low levels of dampingTd ≈ T0 and to simplify comparisons

between different damping levels. When the models include gravity there are two periods which

can be used,T0 or T1 and two different damping levels,ξ0 andξ1. Either both the unloaded or both

the loaded parameters must be used throughout, they cannot be mixed. IfT0 andξ0 are used then

the spectra of loaded and unloaded structures cannot easily be compared because of shifts, in period

and damping, that the loading causes. IfT1 and ξ1 are used then the spectra can be compared,
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therefore it was decided to use the loaded parameters in this study.

B.1.3 Checking solution from HVSPECTRA computer program

Solution of Equation 4.1

The zero-gravity response spectra computed using Nigam & Jennings (1969) and the Runge-Kutta-

Fehlberg method have been compared. It is found that the spectral values differ by3% or less

(Figure B.1).
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Fig. B.1: Ratio of response spectrum, for5% damping, of Tabas N74E component, (from Tabas

earthquake (16/9/1978), computed using Nigam & Jennings (1969) to that computed using

Runge-Kutta-Fehlberg method.

The results obtained for Equation 4.1 and the equations including vertical excitation are thus

consistent with each other, and so the Runge-Kutta-Fehlberg method is used to compute the re-

sponse spectrum of all time-histories in this study.

Comparison with results from Orabi & Ahmadi (1988)

Orabi & Ahmadi (1988) present results on the bending model (solution of Equation 4.14) using

the El Centro NS component record, from the El Centro earthquake(19/5/1940). They give relative

velocity response spectra for different combinations of damping and load ratios. These graphs can
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be used as another check on HVSPECTRA. Figure 14 of Orabi & Ahmadi (1988) was digitized

to reproduce their spectrum for this thesis. Figure B.2 shows the buckling model relative velocity

response spectrum computed using HVSPECTRA and that given by Orabi & Ahmadi (1988) for

the El Centro NS component record. Figure B.2 shows that HVSPECTRA gives the same results

as Orabi & Ahmadi (1988) to accuracy with which their graph can be digitised. For long periods

(T > 3 s) differences in the correction procedure could be why the solution from HVSPECTRA

differs from Figure 14 of Orabi & Ahmadi (1988). Figure 15 of Orabi & Ahmadi (1988) is also

reproduced using HVSPECTRA although the spectrum is not shown here. Therefore HVSPECTRA

computes the correct response.
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Fig. B.2: Relative velocity response spectrum for buckling model (γ = 0.8), for 5% and 10%

damping, of El Centro NS component (from El Centro (19/5/1940) earthquake) computed

using HVSPECTRA (solid line) and that in Orabi & Ahmadi (1988) (dashed line).

B.2 Method for calculation of energy spectra

For calculation of energy spectra HVSPECTRA was adapted to create ESPECTRA which calculates

maximum absolute input energy,IA(T ), and maximum relative input energy,IR(T ), at the end of

the record (T is the length of the record) and maximum absolute input energy,maxt[IA(t)], and

maximum relative input energy,maxt[IR(t)], at any time during the record. The formulae used are
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(Chapman, 1999):

IA(t) =
∫ t

0
[utt(t) + a(t)]v(t) dt;

IR(t) = −
∫ t

0
utt(t)v(t) dt;

whereutt is the response acceleration of the SDOF system,a(t) is the ground acceleration andv(t)

is the ground velocity.

To achieve accurate input energies for short and long periods the accuracy level to be achieved

had to be increased (to10−8 m and10−8 ms−1) from that used to compute response spectra. This

leads to an increase in the program running time but it is still only a few seconds for most records.

The calculated energy spectrum of the E-W component of the Alhambra-Fremont School record

(from the Northridge earthquake (17/1/1994)) was compared with the energy spectrum present in

Chapman (1999) for the same record and they are found to agree within digitisation accuracy (see

Figure B.3). Therefore ESPECTRA computes correct energy spectra.
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Fig. B.3: Energy-based velocity spectra (Vea =
√

2 maxt[IA(t)] and Ver =
√

2 maxt[IR(t)])

for the E-W component of the Alhambra-Fremont School record (from the Northridge

earthquake (17/1/1994)) at5% damping computed using ESPECTRA (solid lines) and

that given in Chapman (1999) (dashed lines).
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B.3 Methods for regression analysis

For this study an ordinary least squares regression technique was adopted due to its simplicity and

because different regression procedures do not seriously affect the results. Forms of the attenuation

equation used in this study are nonlinear meaning that the method which relies on solving the set

of normal equation used for linear equations, e.g. Draper & Smith (1981, chap. 2), cannot be used.

An iterative procedure is required to minimize the sum of squares.

Originally a back-tracking Newton’s method for minimization, with a procedure to ensure that

the Hessian matrix stayed positive definite, (Moore, 1997b) was used. This was found to be quick

and yield accurate answers. Its drawback though was that it was not easy to try different forms of

the attenuation equation because second order derivatives need to be found for the Hessian matrix.

Therefore a computer program, called SPATTEN, using Marquardt’s algorithm, as implement

by Osborne (1972), was written in MATLAB. MATLAB was used because of its excellent matrix

handling abilities. Equations from Gallant (1975) were used for calculating standard error estimates

of the coefficients, also see Draper & Smith (1981); Weisburg (1985). Although this program is

slightly slower than the one mentioned above it still only takes a few seconds to compute the least

squares coefficients.

B.3.1 Checking the SPATTEN computer program

A number of checks of SPATTEN were made to confirm that it calculates the correct coefficients.

Ambraseyset al.(1996) give a table listing the magnitudes, distances and peak ground accelerations

they used for their analysis. The same data was used to derive this equation, using SPATTEN, for

horizontal PGA using the one step method:

log(a) = −1.51 + 0.261Ms − 0.00043r − 0.817 log r with: σ = 0.25

wherer =
√
d2 + 1.92. This compares with Ambraseyset al.(1996) who find (their Equation (6)):

log(a) = −1.52 + 0.261Ms − 0.00045r − 0.815 log r with: σ = 0.25

wherer =
√
d2 + 1.92. The small differences in the coefficients come from the different method

used for calculating theh0 (the term inside the square root) and differences in rounding. Ambraseys

et al. (1996) use a simple search technique where trial values at intervals of0.1 are tried and the

best solution selected whereas SPATTEN finds all the coefficients to the same accuracy (chosen as

1× 10−5).

Ambraseyset al. (1996) also derive an equation using the two-stage regression technique of

Joyner & Boore (1988)2. They give the standard error,σ, calculated using the final coefficients as
2 They state that they use the two-stage technique of Joyner & Boore (1981), where earthquakes with only one record
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if they where calculated in a one-stage algorithm. Joyner & Boore (1981) state that the formula

σ =
√
σ2

1 + σ2
2, whereσ1 andσ2 are the standard errors associated with the first and second stage

regressions respectively, should be used. Applying this method of Ambraseyset al. (1996) to their

data using SPATTEN leads to3:

log a = −1.38 + 0.264Ms − 0.919 log r with: σ = 0.25

wherer =
√
d2 + 3.22. Ambraseyset al. (1996) give this equation (their Equation (5)):

log a = −1.39 + 0.266Ms − 0.922 log r with: σ = 0.25

wherer =
√
d2 + 3.52. Again the small differences are due to rounding and the method for finding

h0.

Finally the horizontal PGA data of Joyner & Boore (1981) is used to derive this equation, using

the two-stage procedure where the earthquakes for which there is only one record are ignored in the

second stage and the standard error is given byσ =
√
σ2

1 + σ2
2:

log a = −1.01 + 0.248M − log r − 0.00255r with: σ = 0.26

wherer =
√
d2 + 7.32. Joyner & Boore (1981) find (their Equation (4)):

log a = −1.02 + 0.249M − log r − 0.00255r with: σ = 0.26

wherer =
√
d2 + 7.32. Small differences are again due to rounding and the method for findingh,

the coefficient inside the square root.

As can be seen SPATTEN calculates the correct regression coefficients for the attenuation rela-

tions.

B.4 Combination of horizontal measurements

Most accelerograms consist of three mutually orthogonal components: two horizontal and one ver-

tical. Seven different ways of combining the horizontal components have been investigated, these

are given below.

1. Arithmetic mean:aM = [max |a1(t)|for t + max |a2(t)|for t]/2.

2. Both:aB,1 = max |a1(t)|for t andaB,2 = max |a2(t)|for t

associated with them are ignored in the second stage but in fact they use the weighting scheme proposed in Joyner &

Boore (1988). Using the method of Joyner & Boore (1981) yields:log a = −1.48 + 0.279Ms − 0.919 log r with

r =
√

d2 + 3.22.
3 If Joyner & Boore (1981) method for calculating the standard error is followed thenσ = 0.29
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3. Geometric mean:aG =
√

max |a1(t)|for t max |a2(t)|for t.

Note that:log aG = {log[max |a1(t)|for t] + log[max |a2(t)|for t]}/2.

4. Largest component:aL = max[max |a1(t)|for t,max |a2(t)|for t]

5. Random:ar = max |a1(t)|for t or ar = max |a2(t)|for t, chosen randomly.

6. Resultant:aR = max[max |a1(t) cos θ + a2(t) sin θ|for t]for θ. Note that this is similar to

the spectrally maximized record technique introduced by Shoja-Taheri & Bolt (1977), except

their method maximises the Fourier amplitude spectrum in the frequency domain and then

transformed back into the time domain.

7. Vectorial addition:aV =
√

max |a1(t)|2for t + max |a2(t)|2for t.

Using both horizontal components or the geometric mean of the two components leads to ex-

actly the same regression coefficients when logarithms of the ground motion measurements are

used. This can be demonstrated as follows by considering the normal equations which are solved

to give the least squares estimate of the coefficients.

Assume the ground motion measurements,ai, of the two horizontal components are numbered

in ascending order and the two components corresponding to the same record are adjacent. There-

fore have a set of2N measurements like this{(a1, a2), . . . (a2i−1, a2i), . . . , (a2N−1, a2N )}, where

the components in brackets correspond to the same record. Letf(c1, . . . cn) be the attenuation

relation, wherec1, . . . cn are then coefficients in the equation to be found.

Then when using the geometric mean this sum of squares,SG, needs to be minimized:

SG =
N∑

i=1

[log
√
a2i−1a2i − f(c1 . . . cn)]2.

The normal equations which need to be solved to findc1 . . . cn are ∂SG
∂cj

= 0 for j = 1, . . . n.

Thus have generally, sincelog√a2i−1a2i = 1
2 log a2i−1 + 1

2 log a2i:

∂SG

∂cj
= −2

N∑
i=1

(
1
2

log a2i−1 +
1
2

log a2i − f)
∂f

∂cj
= 0,

and splitting the summation into two parts gives:

−

[
N∑

i=1

(log2i−1−f)
∂f

∂cj
+

N∑
i=1

(log2i−f)
∂f

∂cj

]
= 0.

Recombining the summations and multiplying both sides by2 gives:

−2
2N∑
i=1

(log ai − f)
∂f

∂cj
= 0. (B.2)
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Now when using both horizontal components this sum of squares,SB, needs to be minimized

in order to find the least squares equationg(d1 . . . dn):

SB =
2N∑
i=1

[log ai − g(d1 . . . dn)]2.

The general normal equation to be solved to minimize this equation is:

∂SG

∂cj
= −2

2N∑
i=1

(log ai − g)
∂g

∂cj
= 0. (B.3)

Note that iff(c1 . . . cn) solves Equation B.2 then it also solves Equation B.3, hence the attenu-

ation equation found using the geometric mean and both components are the same. The estimate of

the standard error though is different for the two methods.

B.4.1 Calculation of resultant spectral ordinates

To calculate the resultant spectral values an efficient method is required. One method is simply to

form the resultant ground acceleration in a directionθ from the two horizontal components then

calculate and store the resultant response spectrum. Then repeat this for all anglesθ and find the

maximum spectral value at each period from the set of calculated spectra. This algorithm though is

highly inefficient because a response spectrum needs to be calculated for each angleθ.

The most efficient procedure relies on the linearity of the equations of motion derived in Chap-

ter 4. Leta1
tt(t) anda2

tt(t) be the two components of horizontal ground acceleration andav
tt(t) be

the vertical excitation (either zero, the ground acceleration or the vertical response acceleration).

Let u1(t) andu2(t) be the response displacement caused bya1
tt(t) anda2

tt(t) respectively, i.e.:

u1
tt + 2ξωu1

t + ω2(1− βav
tt)u

1 = −a1
tt, (B.4)

u2
tt + 2ξωu2

t + ω2(1− βav
tt)u

2 = −a2
tt. (B.5)

Multiply equations B.4 & B.5 bycos θ andsin θ respectively and add to give:

(u1
tt cos θ + u2

tt sin θ) + 2ξω(u1
t cos θ + u2

t sin θ)

+ ω2(1− βav
tt)(u

1 cos θ + u2 sin θ) = −(a1
tt cos θ + a2

tt sin θ)

Thereforeu = u1 cos θ + u2 sin θ is the response displacement of the SDOF system subjected

to the resultant ground accelerationa1
tt cos θ + a2

tt sin θ.

Now compute and store the response displacements, velocities and accelerationsu1, u1
t , u1

tt, u
2,

u2
t andu2

tt. Then computeu, ut andutt for a givenθ and find and store the maximum acceleration,

velocity and displacement for each period and that choice ofθ. Repeat for differentθ and hence

find the resultant response spectrum. This algorithm was implemented using HVSPECTRA.
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B.5 Calculation of distance to surface projection of rupture plane

After a literature survey and a search on the Internet no computer programs for the calculation of the

distance from a point to a line or surface could be found; therefore a FORTRAN program, FltDis

was written to calculate the distance between a station and the surface projection of the rupture

plane.

Originally this program, then called Faultdis, only calculated the distance between the station

andonesurface projection. This program was modified by Patrick Smit to enable the distance toany

numberof surface projections; he also made a few other minor modifications to make the program

easier to use. He did not change, however, the algorithm.

Calculations of distances on the surface of the globe should ideally be made in spherical ge-

ometry for accuracy. Unfortunately because calculating the location of the surface projection in

spherical geometry is difficult this part of the program used plane geometry but the actual distances

were calculated using the DisAz, subroutine written by Patrick Smit, which uses spherical ge-

ometry and an ellipticity correction. The lost of accuracy due to this approximation is thought to

be less than1 km which is adequate given the uncertainty in the location of the rupture planes of

earthquakes.

The parameters needed to specify the rupture are: latitude and longitude of its two top ends, its

width in plane of rupture,W , and the dip of the plane,δ. The program assumes that each rupture

segment is a rectangle therefore complex ruptures are difficult, but not impossible, to use in the

program. Again the uncertainty in the actual rupture plane means that modelling it as a series of

rectangular segments is unlikely to increase the uncertainty significantly.

Firstly the gradient of the line connecting the two top ends of the rupture is calculated. This

gradient is used to define the two components of the normalised direction vector,b = (xm, ym),

which defines the top line of the rupture through the equationr = a + λb. Note that for N-S or

E-W trending faultsb = (0, 1)T andb = (1, 0)T respectively.

Next the other two corners of the projection(x3, y3) and(x4, y4) are calculated using the equa-

tions:

x3 = x1 ±Wr|ym/ cos(y1)|;

y3 = y1 ∓Wrxm;

x4 = x2 ±Wr|ym/ cos(y1)|;

y4 = y2 ∓Wrxm;

where(x1, y1) and(x2, y2) are the coordinates of the two top ends of the rupture,Wr = (W/111.195) cos(δ)

(the width of the fault in degrees resolved onto the surface) and the signs depend on the direction
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Fig. B.4: Diagram showing locations of the nine zones for calculation of distance to surface pro-

jection of rupture plane, the numbering of the four corners of the surface projection, the

equations of the lines defining the edges of the projection and the equations of the lines

parallel and perpendicular to the projection through the station.

that the fault dips.

The four corners of the surface projection are then renumbered so that they are arranged as

shown in Figure B.4.

The gradient of the line connecting(x1, y1) and(x2, y2),m, is then calculated. If the length in

thex-direction of the line connecting(x1, y1) and(x2, y2) is shorter than that connecting(x1, y1)

and(x3, y3) then it is more accurate (due to limited machine precision) to calculate the gradient of

(x1, y1) to (x2, y2) as the negative reciprocal of the gradient of(x1, y1) to (x3, y3). This gradient is

then used to calculate the intercepts in the equation of the lines defining the edge of the projection,

y = mx+c. This gradient is also used to calculate the intercepts in the equations of the lines parallel

and perpendicular to the edge of the projection through the strong-motion station (Figure B.4).

The set of constants defining the edges of the surface projection,c1, . . .c4, and the constants for

the parallel and perpendicular lines through the station,cs,1 andcs,2, are used to find which zone

the station is in (see Figure B.4).
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If the station is in zone 2, 4, 6 or 8 then the corners of the projection are the closest points to

the station and the distance is calculated using the subroutine DisAz. If the station is in zone 9

then the distance to the surface projection is zero. If the station is in zone 1, 3, 5 or 7 the point

on the projection closest to the station is the intersection of the line defining the edge and the line

perpendicular to this through the station. The equations of this point,(xf , yf ), are for zone 1:

xf = (cs,1 − c3)/(m+ 1/m);

yf = mxf + c3;

xf = (cs,1 − c1)/(m+ 1/m);
for zone 5:

yf = mxf + c1;

xf = (c4 − cs,2)/(m+ 1/m);
for zone 3:

yf = −xf/m+ c4;

xf = (c2 − cs,2)/(m+ 1/m);
and for zone 7:

yf = −xf/m+ c2.

Note for N-S or E-W trending projections simpler expressions apply for the closest points on

the projection. Given(xf , yf ) the distance is found using the subroutine DisAz.

Flt Dis was rigourously tested by examining each element of the program and by plotting the

location of the projection, the station and the point on the projection which is closest to the station.

This program was used to calculate distances for many earthquakes and these were compared

with published distances for the same earthquakes and stations, for example those contained in

Joyner & Boore (1981) and Booreet al.(1993). The distances calculated using FltDis were slightly

different to the published values by1 or 2 km which could be because plane geometry rather than

spherical geometry was used although it is more likely to be due to the use of slightly different

fault parameters. Although FltDis may be less accurate than the published distances to the surface

projection of the rupture plane it is better to use a consistent surface projection for all stations which

recorded an earthquake rather than use distances from a number of different studies.

B.6 Calculation of distance to rupture plane

A FORTRAN computer program, RupDis, was also written for the calculation of the distances to

the fault rupture. This was based on FltDis but obviously because rupture distances are calculated
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in three dimensions it is more complicated.

As with Flt Dis plane geometry was used to define the rupture plane but spherical geometry

was used to calculate the distances.

The parameters needed to specify the rupture are: latitude and longitude of its two top ends,

its width in plane of rupture,W , the depth of the top of the plane vertically,D, and the dip of the

plane,δ. The rupture planes are all assumed to be rectangles, like in FltDis.

Two projections of the rupture plane are required for the calculation of rupture distance, one

vertically upwards onto the surface (which is calculated as in FltDis) and one perpendicular to the

rupture plane onto the surface. This perpendicular projection is calculated in the second stage of

Rup Dis.

As with the vertical projection the gradient of the line connecting the two top ends of the rupture

is calculated. This gradient is used to define the two components of the normalised direction vector,

b = (xm, ym), which defines the top line of the rupture through the equationr = a + λb. Note

that for N-S or E-W trending faultsb = (0, 1)T andb = (1, 0)T respectively.

Next the other two corners of the perpendicular projection ((x3, y3) and(x4, y4) are found using

the equations:

x3 = x1 ±Dr|ym/ cos(y1)|;

y3 = y1 ∓Wrxm;

x4 = x2 ±Dr|ym/ cos(y1)|;

y4 = y2 ∓Wrxm;

where(x1, y1) and(x2, y2) are the coordinates of the two top ends of the rupture,

Wr = (W/111.195)/ cos(δ) (the width of the fault in degrees resolved perpendicularly to the

rupture plane onto the surface),Dr = (D/111.195) tan(δ) (the depth of the top of the rupture in

degrees resolved perpendicularly to the rupture plane onto the surface). The signs depend on the

direction that the fault dips.

The four corners of both surface projections are renumbered as shown in Figure B.5.

Next the gradient of the line connecting(x1, y1) and(x2, y2), m, is calculated. If the length in

thex-direction of the line connecting(x1, y1) and(x2, y2) is shorter than that connecting(x1, y1)

and(x3, y3) then it is more accurate (due to limited machine precision) to calculate the gradient of

(x1, y1) to (x2, y2) as the negative reciprocal of the gradient of(x1, y1) to (x3, y3). This gradient is

then used to calculate the intercepts in the equations of the lines defining the edge of the projection,

y = mx+c. The gradient is also used to calculate the intercepts in the equations of the lines parallel

and perpendicular to the edge of the projection through the strong-motion station (Figure B.5). Also
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Fig. B.5: Diagram showing locations of the nine zones for calculation of distance to the rupture

plane, the numbering of the four corners of the perpendicular projection, the equations

of lines defining the edges of the projection and the equations of the lines parallel and

perpendicular to the projection through the station.
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calculated is the gradient of the line connecting the two top ends of the vertical projection,mv.

The gradient should equalm but due to limited machine precision it is calculated separately. The

gradient is used to calculate the intercepts in the equations of the lines defining the edges of the

vertical projection,y = mvx + cv, and the intercepts in the lines parallel and perpendicular to the

edges of the vertical projection through the strong-motion station.

The set of constants defining the edges of the perpendicular projection,c1, . . .c4 and the con-

stants for the parallel and perpendicular lines through the station,cs,1 and cs,2, are used to find

which zone the station is in (see Figure B.5).

If the station is in zone 2, 4, 6 or 8 then the corners of thevertical projection are the closest

point to the station and the horizontal distance is calculated using the subroutine DisAz. The

vertical distance is either the depth to the top of the rupture (for zones 4 and 6) or the depth to the

bottom of the rupture (for zones 2 and 8). The final rupture distance is the square root of the sum

of squares of these horizontal and vertical distances.

If the station is in zone 1 or 5 the closest point is the intersection of the line through the station

and the line defining the edge of thevertical projection. The equations of this point,(xf , yf ), are

for zone 1:

xf = (cvs,1 − cv3)/(m
v + 1/mv);

yf = mvxf + cv3;

xf = (cvs,1 − cv1)/(m
v + 1/mv);

and for zone 5:
yf = mvxf + cv1.

The horizontal distance from the station to(xf , yf ) is calculated using the subroutine DisAz.

The vertical distance is either the depth to the top of the rupture (for zone 5) or the depth to the

bottom of the rupture (for zone 1). The final rupture distance is the square root of the sum of

squares of these horizontal and vertical distances.

If the station is in zone 3 or 7 the required point is the intersection of the line through the station

and the line defining the edge of theperpendicularprojection. The equations of this point,(xf , yf ),

are for zone 3:
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xf = (c4 − cs,2)/(m+ 1/m);

yf = mxf + c4;

xf = (c2 − cs,2)/(m+ 1/m);
and for zone 7:

yf = mxf + c2.

The vertical distance,zf , is calculated using, for zone 3 and zone 7:

zf = cos(δ)[D + d tan(δ)];

whered is the distance between(xf , yf ) and(x2, y2) for stations in zone 3 and between(xf , yf )

and(x1, y1) for stations in zone 7. The horizontal distance from the station to(xf , yf ) is calculated

using the subroutine DisAz. The final rupture distance is the square root of the sum of squares of

the horizontal and vertical distance.

The above explanation assumes that the fault orientation is as shown in Figure B.5, i.e the

rupture dips NW. If however the rupture dips in one of the other three possible directions (SE, NE

or SW) then although the zones are numbered as shown in Figure B.5 the equations for calculating

the rupture distance are slightly altered but they follow the same pattern as those above. Note for

N-S or E-W trending projections simpler expressions apply for the closest points on the projection.

For stations in zone 9 the required point on the surface,(xf , yf ), is given by the intersection of

the line through the station and the line defining the top edge of the fault. The distance from the

station to this point,d, is then used to calculate the rupture distance,dr, by:

dr = cos(δ)[D + d tan(δ)].

Rup Dis was rigourously tested by examining each element of the program and by plotting the

location of the projection, the station and the point on the projection which is closest to the station.

The program was used to calculate distances for many earthquakes and these were compared

with published distances for the same earthquakes and stations, for example those contained in

Campbell (1981). The distances calculated using RupDis are slightly different to those published

values by1 or 2 km which could be due to the use of plane geometry rather than spherical geometry

for the calculation although it is more likely to be due to the use of slightly different fault parameters.

Although the accuracy of RupDis may be less than the published distances to the rupture plane it

is better to use a consistent rupture plane for all stations which recorded an earthquake rather than

use distances from a number of different studies.



C. REALISTIC STRUCTURAL PARAMETERS

In the past vertical strong ground motions have not been thought to be as important as horizontal

motions in the design and analysis of structures. Consequently few measurements or estimates of

realistic vertical structural parameters (for example natural period and damping) have been pub-

lished. Table C.1 summarises those estimates for these parameters which could be found.

C.1 Simple method of estimating vertical natural period

To get a rough estimate of the ratio of vertical to horizontal natural periods for a SDOF structure

consider a column with Young’s modulusE, moment of inertia,I, cross-sectional area,A, and

length,L. The horizontal stiffness of the column,kh, is given by:

kh =
BEI

L3
;

whereB = 3 for columns fixed at one end and free at the other, and for columns pinned at one end

and fixed at the other, andB = 12 for columns fixed at both ends. Vertical stiffness,kv, is given

by:

kv =
EA

L
.

Thus the ratio of vertical to horizontal stiffness is:

kv

kh
=
AL2

BI
.

Then since the mass on the column,m, is the same, the ratio of natural periods fromT =

2π
√
m/k is:

Tv

Th
=

1
L

√
BI

A
.

ForI = 8×10−6 m4,A = 1m2 andL = 2m the ratio ofTv/Th is 0.002 forB = 3 andTv/Th

is 0.005 for B = 12, showing the natural period vertically is much smaller than that horizontally.
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D. DATA USED IN THIS STUDY

D.1 Near-field records in construction set

The two letter country abbreviations used are: AR for Armenia, CA for Canada, GR for Greece, IR

for Iran, IT for Italy, JA for Japan, ME for Mexico, NI for Nicaragua, TA for Taiwan, TU for Turkey,

US for United States of America, UZ for Uzbekistan and YU for Yugoslavia/former Yugoslavia.
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D.2 Near-field records in validation set

The two letter country abbreviations used are the same as for the near-field records in the con-
struction set (see Section D.1). The ‘Type’ column gives where the record was recorded: S means
structural-related free-field (ground floor or basement of buildings greater than two storeys high),
D means dam-related free-field (not on dam but close enough so that possibly affected by dam) and
F means true free-field using definition of Joyner & Boore (1981).
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D.3 Records used for pure error analysis

The two letter country abbreviations used are the same as for the near-field records (see Section D.1)
with the addition of AL for Algeria, CO for Colombia, CR for Costa Rica, EL for El Salvador, FR
for France, GE for Georgia, GY for Germany, LI for Liechtenstein, NI for Nicaragua, NZ for New
Zealand, PO for Portugal and SP for Spain.
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E. COEFFICIENTS OF ATTENUATION RELATIONS

Tab. E.1: Coefficients of horizontal spectral acceleration relations.T is natural period. Soil coeffi-
cients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 0.028 0.143 −0.0238 −0.042 −0.014 0.240
0.11 0.008 0.144 −0.0221 −0.020 0.010 0.246
0.12 0.132 0.127 −0.0215 −0.016 0.016 0.245
0.13 0.114 0.131 −0.0202 −0.009 0.010 0.247
0.14 0.100 0.135 −0.0191 −0.011 0.000 0.250
0.15 0.110 0.135 −0.0189 0.001 0.001 0.251
0.16 0.008 0.149 −0.0175 0.004 0.005 0.249
0.17 −0.036 0.155 −0.0169 0.004 0.025 0.250
0.18 −0.083 0.160 −0.0157 0.004 0.035 0.250
0.19 −0.101 0.163 −0.0151 0.006 0.034 0.250
0.20 −0.182 0.175 −0.0164 0.006 0.049 0.251
0.22 −0.289 0.189 −0.0175 0.033 0.066 0.248
0.24 −0.570 0.226 −0.0176 0.081 0.114(*) 0.243
0.26 −0.652 0.241 −0.0196 0.084 0.103 0.238
0.28 −0.587 0.235 −0.0226 0.064 0.107 0.247
0.30 −0.554 0.231 −0.0251 0.057 0.117(*) 0.251
0.32 −0.584 0.235 −0.0259 0.048 0.120(*) 0.258
0.34 −0.559 0.232 −0.0271 0.039 0.108 0.252
0.36 −0.543 0.230 −0.0272 0.043 0.094 0.252
0.38 −0.610 0.236 −0.0265 0.059 0.095 0.255
0.40 −0.714 0.246 −0.0263 0.086 0.119(*) 0.256
0.42 −0.812 0.257 −0.0262 0.107 0.134(*) 0.252
0.44 −0.903 0.268 −0.0262 0.114 0.148(*) 0.252
0.46 −0.971 0.278 −0.0258 0.103 0.150(*) 0.252
0.48 −0.955 0.273 −0.0257 0.102 0.162(*) 0.251
0.50 −0.992 0.275 −0.0252 0.110 0.178(*) 0.253
0.55 −1.113 0.289 −0.0275 0.126 0.202(*) 0.255
0.60 −1.100 0.285 −0.0311 0.133 0.226(*) 0.257
0.65 −1.054 0.275 −0.0331 0.129 0.241(*) 0.263
0.70 −1.088 0.280 −0.0352 0.118 0.234(*) 0.266
0.75 −1.182 0.291 −0.0352 0.113 0.220(*) 0.264
0.80 −1.236 0.293 −0.0342 0.123 0.222(*) 0.268
0.85 −1.318 0.301 −0.0350 0.142(*) 0.221(*) 0.268
0.90 −1.406 0.310 −0.0335 0.145(*) 0.216(*) 0.267
0.95 −1.540 0.325 −0.0321 0.142(*) 0.208(*) 0.268
1.00 −1.726 0.347 −0.0307 0.153(*) 0.220(*) 0.272
1.10 −1.980 0.372 −0.0293 0.186(*) 0.268(*) 0.275
1.20 −2.265 0.412 −0.0307 0.173(*) 0.252(*) 0.271
1.30 −2.505 0.442 −0.0311 0.158(*) 0.242(*) 0.271
1.40 −2.725 0.470 −0.0297 0.139 0.229(*) 0.274

continued on next page
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Tab. E.1:continued

T b1 b2 b3 bA bS σ

1.50 −2.904 0.492 −0.0298 0.128 0.225(*) 0.276
1.60 −3.052 0.510 −0.0304 0.123 0.221(*) 0.271
1.70 −3.127 0.517 −0.0306 0.114 0.213(*) 0.265
1.80 −3.206 0.525 −0.0316 0.107 0.213(*) 0.264
1.90 −3.300 0.534 −0.0319 0.102 0.215(*) 0.264
2.00 −3.380 0.543 −0.0326 0.098 0.215(*) 0.262

Tab. E.2: Coefficients of vertical spectral acceleration relations.T is natural period. Soil coeffi-
cients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 −0.513 0.209 −0.0287 0.025 0.113 0.308
0.11 −0.479 0.202 −0.0297 0.033 0.132 0.308
0.12 −0.596 0.218 −0.0291 0.036 0.136 0.303
0.13 −0.576 0.213 −0.0270 0.032 0.109 0.296
0.14 −0.630 0.218 −0.0271 0.053 0.116 0.295
0.15 −0.706 0.226 −0.0268 0.070 0.118 0.287
0.16 −0.725 0.231 −0.0278 0.052 0.087 0.291
0.17 −0.696 0.227 −0.0297 0.047 0.082 0.290
0.18 −0.784 0.236 −0.0296 0.058 0.090 0.288
0.19 −0.819 0.240 −0.0288 0.053 0.068 0.286
0.20 −0.858 0.241 −0.0275 0.056 0.066 0.282
0.22 −0.866 0.238 −0.0269 0.051 0.041 0.275
0.24 −0.958 0.245 −0.0282 0.092 0.070 0.264
0.26 −0.946 0.239 −0.0273 0.096 0.041 0.265
0.28 −1.002 0.244 −0.0261 0.080 0.033 0.264
0.30 −1.106 0.261 −0.0265 0.050 0.012 0.256
0.32 −1.239 0.277 −0.0265 0.043 0.019 0.256
0.34 −1.388 0.298 −0.0274 0.040 0.025 0.258
0.36 −1.440 0.303 −0.0286 0.061 0.034 0.255
0.38 −1.489 0.303 −0.0291 0.105 0.053 0.255
0.40 −1.547 0.309 −0.0292 0.108(*) 0.043 0.255
0.42 −1.586 0.312 −0.0289 0.109(*) 0.047 0.253
0.44 −1.594 0.312 −0.0289 0.098 0.038 0.255
0.46 −1.563 0.305 −0.0296 0.099 0.037 0.252
0.48 −1.521 0.299 −0.0308 0.097 0.030 0.248
0.50 −1.524 0.302 −0.0325 0.081 0.015 0.243
0.55 −1.621 0.316 −0.0359 0.074 0.001 0.244
0.60 −1.700 0.324 −0.0364 0.061 0.005 0.253
0.65 −1.675 0.317 −0.0385 0.068 0.023 0.253
0.70 −1.700 0.318 −0.0380 0.065 −0.002 0.263
0.75 −1.855 0.337 −0.0364 0.057 −0.006 0.258
0.80 −1.973 0.348 −0.0358 0.064 0.012 0.252
0.85 −2.006 0.349 −0.0352 0.043 0.009 0.256
0.90 −2.040 0.352 −0.0346 0.031 0.013 0.257
0.95 −2.185 0.370 −0.0338 0.032 0.018 0.259
1.00 −2.294 0.384 −0.0335 0.028 0.021 0.259
1.10 −2.482 0.406 −0.0333 0.029 0.020 0.259
1.20 −2.544 0.411 −0.0334 0.011 −0.007 0.272

continued on next page
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Tab. E.2:continued

T b1 b2 b3 bA bS σ

1.30 −2.580 0.412 −0.0324 −0.010 −0.023 0.271
1.40 −2.758 0.435 −0.0309 −0.044 −0.036 0.280
1.50 −2.981 0.466 −0.0292 −0.072 −0.055 0.285
1.60 −3.120 0.481 −0.0285 −0.076 −0.054 0.290
1.70 −3.227 0.492 −0.0301 −0.062 −0.034 0.288
1.80 −3.368 0.509 −0.0315 −0.060 −0.019 0.287
1.90 −3.537 0.529 −0.0310 −0.057 −0.011 0.287
2.00 −3.680 0.543 −0.0304 −0.042 0.004 0.290

Tab. E.3: Coefficients of horizontal spectral acceleration (buckling model) relations.T is natural
period. Soil coefficients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 −0.078 0.155 −0.0240 −0.013 0.016 0.235
0.11 −0.118 0.158 −0.0214 0.004 0.040 0.241
0.12 0.015 0.141 −0.0212 0.006 0.043 0.242
0.13 0.004 0.146 −0.0199 0.000 0.022 0.247
0.14 0.008 0.148 −0.0190 −0.006 0.008 0.250
0.15 0.030 0.147 −0.0189 0.002 0.004 0.255
0.16 −0.058 0.161 −0.0183 −0.004 0.000 0.252
0.17 −0.084 0.166 −0.0177 −0.017 0.007 0.254
0.18 −0.149 0.173 −0.0161 −0.007 0.023 0.253
0.19 −0.179 0.175 −0.0156 0.008 0.040 0.252
0.20 −0.247 0.186 −0.0169 0.010 0.056 0.254
0.22 −0.355 0.202 −0.0186 0.030 0.067 0.253
0.24 −0.627 0.237 −0.0188 0.079 0.117(*) 0.248
0.26 −0.712 0.250 −0.0204 0.090 0.111(*) 0.242
0.28 −0.641 0.244 −0.0233 0.061 0.108 0.251
0.30 −0.632 0.243 −0.0260 0.063 0.130(*) 0.254
0.32 −0.662 0.246 −0.0264 0.058 0.137(*) 0.259
0.34 −0.645 0.245 −0.0278 0.049 0.124(*) 0.256
0.36 −0.639 0.244 −0.0282 0.054 0.111 0.259
0.38 −0.709 0.251 −0.0275 0.069 0.109 0.258
0.40 −0.815 0.261 −0.0266 0.098 0.132(*) 0.257
0.42 −0.913 0.272 −0.0272 0.120 0.154(*) 0.255
0.44 −1.013 0.284 −0.0271 0.128 0.171(*) 0.255
0.46 −1.078 0.293 −0.0265 0.118 0.173(*) 0.254
0.48 −1.053 0.286 −0.0267 0.125 0.189(*) 0.253
0.50 −1.086 0.287 −0.0261 0.142(*) 0.214(*) 0.254
0.55 −1.219 0.302 −0.0281 0.155(*) 0.234(*) 0.256
0.60 −1.189 0.297 −0.0320 0.155(*) 0.251(*) 0.260
0.65 −1.149 0.289 −0.0342 0.149(*) 0.265(*) 0.267
0.70 −1.175 0.293 −0.0363 0.138 0.256(*) 0.270
0.75 −1.237 0.299 −0.0361 0.134 0.244(*) 0.266
0.80 −1.300 0.301 −0.0349 0.143 0.244(*) 0.271
0.85 −1.349 0.305 −0.0357 0.160(*) 0.241(*) 0.272
0.90 −1.438 0.314 −0.0344 0.162(*) 0.237(*) 0.270
0.95 −1.586 0.333 −0.0330 0.151(*) 0.222(*) 0.271
1.00 −1.769 0.354 −0.0317 0.163(*) 0.232(*) 0.276

continued on next page
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Tab. E.3:continued

T b1 b2 b3 bA bS σ

1.10 −2.002 0.377 −0.0305 0.191(*) 0.271(*) 0.279
1.20 −2.277 0.416 −0.0321 0.172(*) 0.250(*) 0.275
1.30 −2.540 0.451 −0.0323 0.158(*) 0.243(*) 0.274
1.40 −2.759 0.478 −0.0310 0.135 0.224(*) 0.277
1.50 −2.933 0.499 −0.0308 0.128 0.224(*) 0.279
1.60 −3.100 0.519 −0.0312 0.125 0.221(*) 0.274
1.70 −3.185 0.527 −0.0317 0.121 0.221(*) 0.268
1.80 −3.262 0.534 −0.0327 0.115 0.223(*) 0.268
1.90 −3.349 0.544 −0.0332 0.109 0.225(*) 0.268
2.00 −3.432 0.552 −0.0338 0.108 0.228(*) 0.266

Tab. E.4: Coefficients of horizontal spectral acceleration (hinging model) relations.T is natural
period. Soil coefficients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 −0.086 0.155 −0.0234 −0.018 0.014 0.236
0.11 −0.119 0.157 −0.0216 0.008 0.044 0.239
0.12 0.032 0.138 −0.0212 0.005 0.043 0.242
0.13 0.024 0.142 −0.0199 0.009 0.032 0.246
0.14 0.026 0.144 −0.0189 0.000 0.016 0.249
0.15 0.037 0.144 −0.0187 0.013 0.016 0.250
0.16 −0.040 0.156 −0.0176 0.005 0.009 0.248
0.17 −0.083 0.163 −0.0171 0.001 0.024 0.250
0.18 −0.129 0.167 −0.0157 0.007 0.039 0.249
0.19 −0.158 0.170 −0.0151 0.012 0.043 0.250
0.20 −0.232 0.182 −0.0164 0.011 0.057 0.250
0.22 −0.336 0.196 −0.0176 0.036 0.071 0.248
0.24 −0.618 0.232 −0.0176 0.090 0.124(*) 0.243
0.26 −0.704 0.246 −0.0196 0.098 0.120(*) 0.239
0.28 −0.641 0.241 −0.0227 0.074 0.121(*) 0.247
0.30 −0.617 0.238 −0.0251 0.068 0.132(*) 0.251
0.32 −0.645 0.242 −0.0258 0.061 0.136(*) 0.257
0.34 −0.615 0.239 −0.0271 0.049 0.121(*) 0.251
0.36 −0.593 0.235 −0.0271 0.054 0.107 0.252
0.38 −0.671 0.243 −0.0265 0.070 0.108 0.254
0.40 −0.782 0.255 −0.0262 0.098 0.133(*) 0.254
0.42 −0.887 0.266 −0.0262 0.122 0.154(*) 0.250
0.44 −0.984 0.277 −0.0262 0.130 0.169(*) 0.250
0.46 −1.043 0.285 −0.0258 0.121 0.173(*) 0.250
0.48 −1.026 0.280 −0.0255 0.125 0.189(*) 0.250
0.50 −1.059 0.281 −0.0250 0.138 0.208(*) 0.252
0.55 −1.183 0.295 −0.0272 0.154(*) 0.231(*) 0.254
0.60 −1.162 0.290 −0.0309 0.159(*) 0.253(*) 0.257
0.65 −1.111 0.280 −0.0329 0.152(*) 0.265(*) 0.263
0.70 −1.136 0.284 −0.0351 0.137 0.255(*) 0.266
0.75 −1.221 0.294 −0.0352 0.133 0.240(*) 0.264
0.80 −1.270 0.295 −0.0341 0.143 0.241(*) 0.268
0.85 −1.343 0.303 −0.0349 0.162(*) 0.239(*) 0.269
0.90 −1.428 0.311 −0.0335 0.161(*) 0.231(*) 0.268

continued on next page
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Tab. E.4:continued

T b1 b2 b3 bA bS σ

0.95 −1.565 0.328 −0.0322 0.154(*) 0.220(*) 0.269
1.00 −1.752 0.349 −0.0309 0.166(*) 0.232(*) 0.273
1.10 −1.999 0.374 −0.0296 0.198(*) 0.278(*) 0.276
1.20 −2.272 0.413 −0.0313 0.175(*) 0.253(*) 0.273
1.30 −2.523 0.446 −0.0316 0.160(*) 0.243(*) 0.273
1.40 −2.745 0.474 −0.0304 0.139 0.227(*) 0.276
1.50 −2.925 0.496 −0.0304 0.131 0.227(*) 0.278
1.60 −3.093 0.517 −0.0311 0.127 0.224(*) 0.273
1.70 −3.180 0.526 −0.0315 0.121 0.222(*) 0.267
1.80 −3.261 0.534 −0.0328 0.116 0.225(*) 0.268
1.90 −3.351 0.544 −0.0334 0.109 0.226(*) 0.269
2.00 −3.441 0.554 −0.0343 0.109 0.230(*) 0.267

Tab. E.5: Coefficients of horizontal maximum absolute input energy relations.T is natural period.
Soil coefficients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 −0.874 0.613 −0.0593 0.041 0.169 0.397
0.11 −0.774 0.598 −0.0569 0.070 0.186(*) 0.392
0.12 −0.637 0.582 −0.0559 0.088 0.180(*) 0.402
0.13 −0.416 0.556 −0.0528 0.066 0.138 0.408
0.14 −0.267 0.538 −0.0512 0.069 0.132 0.405
0.15 −0.181 0.529 −0.0492 0.082 0.133 0.413
0.16 −0.153 0.531 −0.0485 0.056 0.116 0.420
0.17 −0.187 0.538 −0.0458 0.046 0.129 0.420
0.18 −0.097 0.526 −0.0442 0.048 0.149 0.416
0.19 −0.085 0.527 −0.0436 0.055 0.159 0.412
0.20 −0.156 0.539 −0.0426 0.052 0.171 0.412
0.22 −0.381 0.579 −0.0429 0.060 0.166 0.423
0.24 −0.514 0.598 −0.0430 0.122 0.233(*) 0.424
0.26 −0.583 0.614 −0.0437 0.142 0.242(*) 0.412
0.28 −0.490 0.605 −0.0459 0.143 0.268(*) 0.425
0.30 −0.381 0.600 −0.0504 0.120 0.271(*) 0.435
0.32 −0.412 0.609 −0.0511 0.106 0.272(*) 0.434
0.34 −0.369 0.608 −0.0500 0.102 0.233(*) 0.441
0.36 −0.327 0.604 −0.0500 0.128 0.216(*) 0.444
0.38 −0.317 0.604 −0.0515 0.155 0.223(*) 0.453
0.40 −0.429 0.617 −0.0512 0.195 0.257(*) 0.458
0.42 −0.477 0.622 −0.0516 0.221 0.286(*) 0.461
0.44 −0.620 0.645 −0.0502 0.208 0.286(*) 0.465
0.46 −0.662 0.652 −0.0491 0.208 0.296(*) 0.470
0.48 −0.674 0.652 −0.0476 0.213 0.320(*) 0.473
0.50 −0.743 0.662 −0.0471 0.215 0.344(*) 0.478
0.55 −0.787 0.667 −0.0497 0.265(*) 0.414(*) 0.473
0.60 −0.808 0.675 −0.0554 0.240 0.432(*) 0.480
0.65 −0.623 0.651 −0.0616 0.263(*) 0.476(*) 0.489
0.70 −0.500 0.640 −0.0645 0.241 0.451(*) 0.499
0.75 −0.519 0.639 −0.0640 0.243 0.460(*) 0.499
0.80 −0.565 0.640 −0.0625 0.274(*) 0.456(*) 0.487

continued on next page
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Tab. E.5:continued

T b1 b2 b3 bA bS σ

0.85 −0.605 0.648 −0.0629 0.276(*) 0.435(*) 0.499
0.90 −0.758 0.672 −0.0605 0.266(*) 0.413(*) 0.501
0.95 −0.977 0.699 −0.0582 0.281(*) 0.424(*) 0.507
1.00 −1.291 0.740 −0.0560 0.296(*) 0.440(*) 0.523
1.10 −1.793 0.805 −0.0550 0.337(*) 0.521(*) 0.527
1.20 −2.139 0.855 −0.0568 0.349(*) 0.545(*) 0.530
1.30 −2.449 0.900 −0.0559 0.312(*) 0.504(*) 0.517
1.40 −2.780 0.945 −0.0541 0.293(*) 0.504(*) 0.510
1.50 −3.198 1.005 −0.0509 0.262 0.487(*) 0.502
1.60 −3.554 1.055 −0.0501 0.243 0.485(*) 0.497
1.70 −3.613 1.062 −0.0530 0.239 0.479(*) 0.496
1.80 −3.589 1.059 −0.0562 0.219 0.470(*) 0.491
1.90 −3.641 1.066 −0.0575 0.209 0.460(*) 0.492
2.00 −3.700 1.074 −0.0593 0.206 0.464(*) 0.487

Tab. E.6: Coefficients of vertical maximum absolute input energy relations.T is natural period.
Soil coefficients labelled with (*) are significant at the5% level.

T b1 b2 b3 bA bS σ

0.10 −0.986 0.572 −0.0585 −0.009 0.177 0.477
0.11 −1.045 0.584 −0.0592 0.034 0.225 0.494
0.12 −1.007 0.584 −0.0578 0.038 0.219 0.501
0.13 −0.899 0.569 −0.0549 0.047 0.202 0.502
0.14 −0.905 0.571 −0.0534 0.084 0.204 0.505
0.15 −0.928 0.576 −0.0522 0.093 0.194 0.505
0.16 −0.939 0.580 −0.0528 0.112 0.191 0.512
0.17 −1.019 0.594 −0.0542 0.108 0.193 0.509
0.18 −1.046 0.599 −0.0544 0.110 0.189 0.509
0.19 −1.060 0.599 −0.0536 0.141 0.198 0.505
0.20 −1.096 0.606 −0.0508 0.112 0.154 0.499
0.22 −1.067 0.604 −0.0512 0.106 0.118 0.485
0.24 −0.987 0.590 −0.0528 0.143 0.120 0.475
0.26 −1.074 0.601 −0.0510 0.152 0.105 0.462
0.28 −1.192 0.619 −0.0506 0.127 0.102 0.461
0.30 −1.327 0.644 −0.0497 0.088 0.064 0.457
0.32 −1.505 0.668 −0.0489 0.083 0.072 0.462
0.34 −1.587 0.679 −0.0500 0.105 0.102 0.470
0.36 −1.586 0.678 −0.0512 0.148 0.123 0.473
0.38 −1.613 0.680 −0.0520 0.174 0.127 0.469
0.40 −1.673 0.689 −0.0528 0.184 0.122 0.465
0.42 −1.711 0.697 −0.0530 0.177 0.116 0.458
0.44 −1.676 0.692 −0.0533 0.184 0.114 0.460
0.46 −1.598 0.680 −0.0550 0.200(*) 0.124 0.463
0.48 −1.539 0.672 −0.0554 0.198 0.121 0.458
0.50 −1.532 0.675 −0.0571 0.177 0.098 0.457
0.55 −1.526 0.687 −0.0628 0.109 0.044 0.457
0.60 −1.615 0.705 −0.0643 0.082 0.035 0.466
0.65 −1.526 0.688 −0.0664 0.151 0.078 0.472
0.70 −1.497 0.689 −0.0676 0.151 0.055 0.474

continued on next page
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Tab. E.6:continued

T b1 b2 b3 bA bS σ

0.75 −1.589 0.699 −0.0652 0.144 0.067 0.476
0.80 −1.719 0.716 −0.0634 0.115 0.061 0.469
0.85 −1.679 0.710 −0.0619 0.076 0.045 0.460
0.90 −1.739 0.720 −0.0606 0.065 0.041 0.471
0.95 −1.935 0.747 −0.0602 0.085 0.082 0.486
1.00 −2.044 0.762 −0.0600 0.090 0.105 0.488
1.10 −2.161 0.773 −0.0586 0.098 0.131 0.491
1.20 −2.321 0.803 −0.0598 0.045 0.072 0.506
1.30 −2.553 0.838 −0.0571 −0.004 0.032 0.501
1.40 −2.847 0.881 −0.0536 −0.054 −0.001 0.506
1.50 −3.177 0.932 −0.0516 −0.079 −0.010 0.521
1.60 −3.437 0.970 −0.0543 −0.070 0.006 0.535
1.70 −3.515 0.980 −0.0573 −0.079 0.038 0.542
1.80 −3.644 0.996 −0.0583 −0.081 0.067 0.537
1.90 −3.816 1.020 −0.0593 −0.085 0.075 0.531
2.00 −3.997 1.042 −0.0582 −0.070 0.077 0.528
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