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Abstract

Open Computing Language (OpenCL) is an open standard for writing portable soft-

ware for heterogeneous architectures such as Central Processing Units (CPUs) and

Graphic Processing Units (GPUs). Programs written in OpenCL are functionally portable

across architectures. However, due to the architectural differences, OpenCL does not

warrant performance portability. As previous research shows, different architectures

are sensitive to different optimization parameters. A parameter which exhibits good

performance on an architecture might not be so for another.

In this thesis, the optimization space of multi-core architectures is explored by run-

ning OpenCL benchmarks. The benchmarks are run for all possible combinations of

optimization parameters. Exploring the optimization space is not a trivial task as there

are various factors, such as the number of threads, the vectorization factor, etc., which

impact the performance. The value range that each parameter takes is quite large. For

e.g., the number of threads can vary from from 1 to 225. Four different architectures

are evaluated in this thesis. Considering all the parameter combinations for all the

four architectures, the optimization space is prohibitively large to be explored within

the time constraints of the project. Impossible combinations are pruned to reduce the

exploration space.

Over 600,000 runs of the OpenCL benchmarks are executed to exhaustively explore

this space and successfully identify the optimal optimization parameters. In addition,

the rationality for a parameter being the best on a particular architecture is sought out.

The findings of the thesis could be used by developers for significantly improving the

performance of their OpenCL applications. They could also be incorporated into a

compiler for automatic optimization based on the target architecture.
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Chapter 1

Introduction

The need for better performance and parallelism has now led to heterogeneous com-

puting, involving GPUs and other highly parallel multi-core architectures. The high

complexity of programming for GPUs and the inherent difficulty in adapting general-

purpose code for graphics API had for a long time, deterred developers from making

use of GPUs for parallel computing. However, the interest towards GPGPU program-

ming increased tremendously with the introduction of CUDA (Compute Unified De-

vice Architecture) by NVIDIA in 2007, which allowed software developers to easily

develop GPU computing applications in a C-based language.

In 2009, the Khronos[24] consortium introduced OpenCL[50], a programming

standard which supports programs that execute across heterogeneous platforms includ-

ing CPUs and GPUs. Most CPUs and GPUs available in the market are now OpenCL

compliant. The key merit of OpenCL is that it allows programmers to write code

which is vendor-independent. It provides easy-to-use abstractions and a broad set of

programming APIs which are based on the C language.

OpenCL guarantees functional portability but not performance portability. Though

OpenCL compliant, each architecture is designed according to specifications decided

by its manufacturer. This creates the problem of the same program exhibiting poor per-

formance on hardware with similar technical capabilities. The hardware can be from

different manufacturers or even different generations of the same model. Functional

portability is necessary but ensuring performance portability is also essential from a

developer’s point of view.

If an application written in portable code is not fast enough to be usable on a plat-

form, then developers will prefer to program the application in the platform’s native

language. However, the application might have to be written more than once for the
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application to work optimally on multiple platforms. As this adds to undue overhead

for the developers, a more feasible solution will be to optimise the application indi-

vidually for each platform. This method could be applied for exploring the OpenCL

optimization space. Since programs are guaranteed to be portable, developers could

tune an OpenCL program which was meant for one architecture and make it optimized

for another without losing correctness.

This thesis explores the optimization space of various multi-core architectures, by

running OpenCL benchmarks on them with exhaustive combinations of optimization

parameters. The effects of the experiments are observed and the rationality behind

the observed results are also sought out. This aids in understanding the architecture

in more detail, and also helps in interpreting the interactions between optimization

parameters. Moreover, the exploration is done on both memory-bound and compute-

bound benchmarks to identify the optimal configurations for each scenario.

1.1 Motivation

Most of GPUs and CPUs that are now manufactured and deployed around the world

are OpenCL compliant. This creates an exciting possibility of write-once and run on

multiple hardware (rather than being variants of the same type of hardware, multiple

hardware in this case are as diverse as CPUs and GPUs) which is always appealing to

programmers. However, OpenCL only provides functional portability. This means that

the code written and optimized for one device will run correctly on another OpenCL

compliant device, although not necessarily with peak performance.

There are a multitude of architectural variations to be considered while developing

applications. Since this has to be done for each architecture separately, it becomes a

time-consuming task for the programmer to develop programs which exhibit optimal

performance.

1.1.1 General-Purpose Programming

In programming for CPUs, the programmer need not be aware about the low level

details such as the cache sizes, the memory region where the program is running and

so forth. CPUs are general-purpose made which perform well for a wide range of

applications including sequential and parallel applications. A CPU might have various

cache memory hierarchies for speeding up of execution, but all of these details are
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abstracted from the programmer.

1.1.2 GPU Programming

In programming for GPUs, the programmer needs to select many low-level details

such as the memory sizes, the number of threads to be created and also has to consider

whether the memory accesses are coalesced. Non-coalesced memory accesses itself,

could cause a reduction in performance[26]. This occurs when instructions in the same

cycle access different locations within the same bank. In programming for CPUs,

unrolling loops is not usually done by the programmer as it is taken care of by the

compiler. Compilers for GPUs are relatively new compared to the ones for CPUs and

most of the process of optimising the program is left to the programmer.

1.2 Contributions

There are two main contributions of this project:

The main contribution is identifying the optimal optimization parameters which fit

each architecture by exhaustively exploring the optimization space. This is done by

investigating the effect of applying all combinations of optimization parameters us-

ing OpenCL benchmarks. Four multi-core architectures are evaluated, namely, Intel,

Nvidia, and ATI architectures. Considering all the parameter combinations, the opti-

mization space is prohibitively large to be explored within the time constraints of the

project. Over 600,000 runs of the OpenCL benchmarks are executed for checking all

possible combinations. Impossible combinations are pruned to reduce the number of

experiments required to explore the space.

Some of the parameters explored in this thesis are, the method of memory access

implemented in the benchmarks, the total number of threads created for the execution,

etc. The optimal configuration for the parameters contributes to significant improve-

ment in performance. The total number of threads being a parameter itself exemplifies

that. On some architectures, the best performance is achieved when the total number

of threads is equal to the number of processors whereas on other architectures, the total

number of threads has to be orders of magnitude larger for optimal performance.

In addition to identifying the best combinations of parameters, the rationality for

a parameter being the best or the worst on a particular architecture is sought out. The

results of the experiments are critically analysed to provide a deeper understanding of
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the underlying architecture and to realize the interactions between optimization param-

eters. Ultimately, this provides the potential for extending the results of this thesis to

further exploration of the optimization space with some other parameters.

Along with the aforementioned contributions, further gains from this thesis are:

1. Programmers working with OpenCL will have a better understanding of how to

develop programs with optimal performance.

2. The identified parameters can be later incorporated into a compiler which will

then automatically apply the specific optimizations based on the target architec-

ture.

1.3 Thesis Outline

This thesis is organized into seven chapters including this chapter. The organization is

as follows–

• Chapter 2 gives a background perspective of the concepts and terminologies

used throughout this thesis. Parallel computing, general-purpose GPU comput-

ing and OpenCL are some of the concepts which are discussed.

• Chapter 3 presents the related work. Prior work in exploration of optimization

space, benchmarks used, etc., are discussed with respect to the work done in this

thesis.

• Chapter 4 discusses the kernel design. The different kernel versions that are

designed, the reasons behind the design decisions and the kernel code imple-

mentations are also provided.

• Chapter 5 gives an overview of the environment for the experiments. The

methodology for conducting the experiments and evaluating the results are also

discussed.

• Chapter 6 presents the experiment results. The various graphs modelled for

different kernel versions are exhibited. Outcomes of the experiments and obser-

vations are also addressed in this chapter.

• Chapter 7 finally concludes the thesis by presenting the contributions, dis-

cussing the difficulties faced during the project, and suggesting the future work.
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1.4 Summary

This chapter has introduced the thesis, giving an overview of the performance porta-

bility issue in OpenCL. The motivation for the core idea of exploring the optimization

space of multi-core architectures is described. Furthermore, the contributions of this

project are also listed. The next chapter outlines various technologies and concepts

such as parallel computing, general-purpose GPU computing, OpenCL model, etc.,

used throughout this thesis.



Chapter 2

Background

This chapter discusses the various technologies and concepts used in this thesis. The

first section introduces parallel computing, discussing the various terms and concepts.

Section 2.2 then describes the emergence of general-purpose GPU computing and

section 2.3 follows by presenting the OpenCL standard and explaining the different

OpenCL models. Finally, the mapping of OpenCL to various processor architectures

is provided, including the comparison of CPU and GPU architectures.

2.1 Parallel Computing

Parallel computing has always been a candidate for high performance computing,

strongly securing its place in computation-intensive areas such as scientific research,

weather forecasting, etc. However, as far as the consumer sector was concerned, up

until a few years ago the single-core microprocessor dominated the market. This was

possible since the processor performance could be improved upon by increasing the

processor clock frequency. It is only befitting to quote Moore’s law, which has now

stayed valid for the past 45 years, and is even used to set targets for research and

development in the semiconductor industry.

“The complexity for minimum component costs has increased at a rate of
roughly a factor of two per year... Certainly over the short term this rate
can be expected to continue, if not to increase. Over the longer term, the
rate of increase is a bit more uncertain, although there is no reason to
believe it will not remain nearly constant for at least 10 years.”

– Gordon E. Moore, Intel Co-founder[31]

6
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According to Moores Law, the number of transistors on a chip roughly doubles

every two years. This law has stayed valid over the years by cramming more and

more transistors into the same core. As frequency scaling began to reach its limits

due to physical constraints such as power consumption and heat generation, it be-

came impractical and the focus slowly shifted to parallel computing as the dominant

paradigm[2].

Parallel computing is a seemingly easy approach to exploit computing resources

and build more powerful systems as the basic idea is to scale up the system, i.e., to add

more computing power as needed. Dual-core and quad-core processors have become

the norm nowadays. Though it may be trivial to think, that now there are four pro-

cessors instead of just the one before, the main impact of this paradigm shift is in the

rise of new forms of computing such as general-purpose GPU computing and more

recently, heterogeneous computing. In heterogeneous computing, tasks are executed

in parallel on CPUs and GPUs obtaining unprecedented levels of performance. The

following section presents more about various concepts of parallel computing.

2.1.1 Flynn’s Taxonomy

According to Flynn’s taxonomy[12], architectures are classified based on the presence

of single or multiple streams of instructions and data. There are four classifications as

listed in the table 2.1. The descriptions are provided below.

SISD An architecture in which a single processor executes a single instruction to op-

erate on data stored in a single memory.

SIMD An architecture in which multiple processing elements execute the same oper-

ation on multiple data simultaneously.

MISD An architecture in which multiple processing elements perform different oper-

ations on the same data. This can be seen in a pipeline architecture where the

same data moves along a pipeline and different operations are performed on it.

MIMD An architecture in which different processing elements perform different op-

erations on different pieces of data. The data can be stored in a shared memory

or a distributed memory.
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Flynn’s Taxonomy

Single Instruction Multiple Instruction

Single Data SISD MISD

Multiple Data SIMD MIMD

Table 2.1: Flynn’s Taxonomy classifies architectures into four categories based on the presence

of single or multiple streams of instructions and data.

2.1.2 Levels of Parallelism

In this section, the three levels of parallelism are introduced, namely, instruction-level

parallelism, task-level parallelism and data-level parallelism.

Instruction-level Parallelism

In instruction-level parallelism (ILP), more than one instruction is executed during

a single clock cycle. Though the program to be executed might be following a se-

quential execution model, various micro-architectural techniques such as out-of-order

execution or pipe-lining can be applied to exploit ILP.

Task-level Parallelism

In task-level parallelism, each processor executes a different thread or process on the

same or different data. For e.g., in a dual core processor, two different cores can

execute two different threads at the same time. If the threads are part of the same

process, the data being worked upon can be the same. Task-parallelism emphasizes on

distributing the process or thread across parallel processing nodes.

Data-level Parallelism

In data-level parallelism, each processor executes the same thread or process on differ-

ent data. For e.g., adding two vectors can be done in a single clock cycle if there are

as many processors as the number of additions to be performed. This model is in sync

with the SIMD model. Data-parallelism emphasizes on distributing the data across

parallel processing nodes.
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2.1.3 Processor Architectures

In this section, various processor architectures which form the basis and are imple-

mented in many of the current CPUs and GPUs are presented along with a discussion

of their features and shortcomings.

Multi-processor architectures

A ’multi-processor’ system, as its name suggests is a single computer system which has

multiple processing nodes. Multi-processors can be classified based on their execution

model.

Vector processors In vector processors, there are multiple, pipelined functional units

which has the capability to execute single instructions on vectors or arrays of

data[10]. All the functional units execute the instructions in lock-step fashion on

the local data. According to Flynn’s taxonomy[12], vector processors follow the

SIMD model. Vector processors are very power-efficient as the units consist of

simple execution units. There is no instruction checking done at runtime and no

other complex features implemented in the processor. Taking the simplicity into

account, the space required for the units on the die is also considerably smaller,

thereby leading to higher number of units and more power efficiency.

VLIW processors The VLIW architecture takes advantage of ILP, by executing mul-

tiple instructions in parallel but the difference being that the schedule of instruc-

tions is determined when the program is compiled. It has multiple execution

units like vector processors, but it is capable of executing different instructions

at the same time. The EPIC[46] architecture which became the basis for the

Intel Itanium[47] architecture, has evolved from the VLIW architecture with ad-

ditional features such as register renaming and predicated execution. The VLIW

architecture is more power hungry than vector processors. Unlike super-scalar

processors, the schedule of instructions is statically determined by the compiler,

rather than by the processor.

Super-scalar processors In super-scalar processors, multiple functional units are avail-

able on the processor so that multiple instructions can be executed per clock

cycle. Data dependencies between instructions are dynamically checked at run-

time for doing this. Super-scalar processors are different from multi-core proces-

sors where the redundant units are entire processors and parallelism is achieved
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by executing one thread per core. Though super-scalar processors process mul-

tiple data items in a single clock, they do not process multiple data items for a

single instruction. Super-scalar processors are much more power-hungry than

VLIW and vector processors due to their dynamic behaviour. The units are more

complex due to added functionalities such as out-of-order execution, branch pre-

diction, etc.

Multi-core processors Multi-core processors contain multiple independent cores on

a single chip (also known as chip multiprocessor). Though the cores are in-

dependent, they do share some resources such as cache memories, main mem-

ory between them. Sharing cache memories aids in exhibiting task-parallelism

where the cores can work on the same data simultaneously. In addition, imple-

menting multiple functional units (such as ALUs) in a single core aids in data-

parallelism. According to Flynn’s taxonomy[12], it follows the MIMD model.

Multi-core processors can implement super-scalar or vector architectures or even

a hybrid of both for added performance benefits. Most real programs get max-

imum benefit with a continuum of both data-parallelism and task-parallelism.

Most of the processors being manufactured now, try to support a combination of

these configurations.

Many-core processors Many-core processors are similar to multi-core processors but

with a much higher number of cores. It is not required that all the cores have to be

all on a single chip, but all the cores will be in a single processor package. They

are designed for a higher degree of parallelism, supporting advanced levels of

scalability. Many-core processors follow the MIMD model. They usually consist

of simpler elements such as vector processors, whereas multi-core processors

usually consist of more complex elements such as super-scalar processors. Each

core in many-core processor is simple, small, and independent from each other.

Typically, a multi-core processor will have fewer cores (two to six) whereas

many-core processors usually have 32 or more cores.

2.2 The Era of General-Purpose GPU Computing

Over the years, GPUs have evolved from being a configurable graphics processor to

a programmable many-core multi-threaded processor with tremendous computational

power and very high memory bandwidth. This architectural evolution brought forward
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a large increase in number of applicable domains for GPUs. They have now become a

powerful platform for computationally demanding tasks in a wide variety of applica-

tions.

2.2.1 Evolution of GPUs

Rendering highly complex graphics scenes is inherently a parallel computing problem.

The multi-billion dollar gaming market is an area which keeps pushing the processing

limits of GPUs to be able to render complex scenes in real-time at interactive frame

rates.[32] To solve these problems, GPUs had to evolve to have the capability to exe-

cute tens of thousands of parallel threads using hundreds of parallel processors.

The introduction of fully programmable hardware was the vital step for enabling

general-purpose computation on GPUs. GPUs initially, did not have support for high

precision floating point operations[15] as they were not mandatory in graphics ap-

plications. The support for high precision floating point operations and capability to

handle data-parallel computational problems enabled researchers to accelerate scien-

tific and visualization applications significantly. With the exposure of computation

capability, programmers began to use the tremendous parallel processing power for

general-purpose computation.

2.2.2 General-Purpose Computation on GPUs

This section discusses the types of general-purpose computations which benefit from

GPUs. The transition from using OpenGL[54] for general-purpose programming on

GPUs to CUDA[35] is also presented.

Which types of computations?

GPUs are designed for processing graphics and as mentioned before, this involves

computing pixels from processing independent data elements. This computation is

done in parallel, which is effectively data-parallelism. Data parallelism and data in-

dependence are two key attributes of computer graphics computation[14]. The cost

of computation to communication ratio can be termed as arithmetic intensity. As the

amount of computation gets higher, the arithmetic intensity increases. The computa-

tions which benefit from GPU processing are ones with high arithmetic intensity and

high amount of data independence (for data-parallelism).
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As a result of data-parallelism, there is a lower requirement for sophisticated flow

control, and the high amount of computation hides the memory access latencies, all of

which contributes to very high throughput for such programs. With high amount of

computation, there will be a large number of compute-bound threads which increases

the computation-to-communication ratio. This results in more computation per mem-

ory access and thus hiding the memory latencies.

OpenGL to CUDA

OpenGL[54] is a powerful cross-platform API developed for writing applications that

produce high-quality 2D and 3D computer graphics. It provides a single interface

to GPUs developed by different hardware manufacturers. OpenGL provides a large

amount of programming constructs which enables a developer to easily write portable

graphics applications, which efficiently make use of the graphics pipe-line process.

When GPGPU computing was still in its initial stages, programmers had to use

OpenGL to try to express general-purpose programs which was quite difficult as general-

purpose programs have nothing to do with graphics. The required calculations had to

be expressed in the terms of an image rendering process. Another issue was that the

programmable units in the GPUs were accessible only as part of the graphics pipeline.

This meant that the program had to go through all the pipeline stages, even though no

graphics was involved in them. GPGPU computing became widely popular with the

introduction of CUDA[35] parallel computing model in 2006 by Nvidia.

CUDA is a scalable parallel computing architecture developed by Nvidia that en-

ables Nvidia GPUs to execute general-purpose programs. Programmers write GPPGU

programs in a language ’C for CUDA’. The language being very similar to standard C

was very familiar to programmers and helped them to focus on the more important is-

sues of parallelism. With its easy programming model and huge parallel computational

potential, CUDA tremendously increased the interest in the GPGPU computing sector.

GPGPU computing is now a part of operating systems such as Microsoft Windows 7,

Apple Snow Leopard and recently, also on Linux (KGPU[23]). Millions of CUDA-

enabled Nvidia GPUs have already been sold, with it being used in a wide variety of

domains such as medical imaging[52], molecular dynamics[51], ray tracing[42], and

much more.

As can be seen with almost all of the technologies nowadays, an open-standard

implementation to CUDA was inevitable. An open-standard for GPGPU computing

could aid the processor manufacturers in adapting their hardware to support a common
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model. Such an open-standard effort by Apple led to the development of OpenCL,

which is presented in detail in the next section. Both CUDA and OpenCL share similar

architectural features with CUDA being exclusive to Nvidia architectures, and OpenCL

more general.

2.3 Open Computing Language(OpenCL)

OpenCL is an open industry standard maintained by the Khronos Group[24] for writing

programs that execute across heterogeneous computing devices such as CPUs, GPUs,

and other processors. The OpenCL framework provides a runtime system, libraries,

and a programming language which is an extension to the standard C language (based

on C99). This helps programmers to develop portable general-purpose software which

can take advantage of all the different platforms that support OpenCL.

The OpenCL standard was originally developed by Apple Inc. who first proposed

the standard in 2008. It is now managed by the industry consortium - the Khronos

Group[24] which includes major CPU, GPU, and software companies (such as Ap-

ple, IBM, Nvidia, AMD, Samsung). The latest OpenCL specification (OpenCL v1.1

revision 44) was released on June 1st 2011. In this thesis, the API according to the

OpenCL 1.0 specification is used. This is since the new changes as per OpenCL v1.1

specification are not relevant and also proper drivers have not yet been made available

for platforms such as Nvidia at the time of running experiments.

The write once, run anywhere behaviour of OpenCL is the one major property

which sets it apart from other such languages for the GPU. During runtime, the OpenCL

code is compiled just-in-time for the particular architecture and hence the programmer

need not bother about which target architecture the program will be running on, as

long as it supports OpenCL. OpenCL supports both data-parallel and task-parallel pro-

gramming models, as well as the hybrid of them. Primarily driving the design is the

data-parallel model. It also provides easy-to-use low-level hardware abstractions and

a broad set of programming APIs using which developers can query and identify the

actual device capabilities and create efficient code.

2.3.1 Platform Model

The OpenCL specification defines a platform as a host connected to multiple OpenCL

devices which are composed of a number of compute units. Compute units can be
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further divided into a number of processing elements. Figure 2.1 illustrates how all of

these devices interact together. A brief description for each is provided below.

Figure 2.1: The OpenCL Platform Model specifies a host which is usually a CPU connected to

multiple OpenCL compute devices such as GPUs or DSPs. The compute devices consists of a

collection of compute units(cores) which are further composed of multiple processing elements.

Figure from [24].

Host A host usually consists of a CPU and is responsible for running the host appli-

cation. The host application runs natively on the host and submits commands

to the OpenCL device. The commands to be submitted are queued up in a data

structure called the command queue which is then scheduled onto the device.

Execution of kernels, reading and writing of memory objects are examples of

some of the commands which are submitted.

Devices A device can correspond to a multi-core CPU, a GPU, and other processors

such as DSPs, etc. A single device is composed of a number of compute units,

such as the individual cores in a multi-core CPU.

An aspect to be noted of this model is that, provided the host device also supports

OpenCL, programmers can partition a program into serial code and parallel code which

are best suited for the CPU and the GPU, respectively. Thereby, the execution can go

back and forth between the devices making the best utilization of them.

2.3.2 Execution Model

In this section, the OpenCL execution model is presented. Before talking further about

the execution, the various terms used are introduced.
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Program An OpenCL program consists of one or more kernels and auxiliary functions

which are used by the kernels. Programs are written in an OpenCL-C language.

The language has extensions which are for e.g., specifying memory spaces and

also additional keywords for specifying a function as a kernel function. The

OpenCL compiler which is a part of the runtime, compiles programs to create

binaries which can be executed or saved for later loading.

Kernel The kernel is a function in an OpenCL program that is executed on a device.

The return types of kernels are always void as all inward and outward communi-

cation is done through the memory. All the necessary operations such as copying

of memory objects, setting kernel arguments etc., required for the kernel execu-

tion are managed by the host application.

Work-Item Instances of the kernel are executed in parallel on the compute units of

the device. A work-item or thread, is one such instance of the kernel and is

the work performed by one compute unit. So at the same instant, a device with

N compute units can only execute N work-items. However in practice, more

work-items are scheduled for each compute unit to keep the pipelines full for

optimum performance. The same kernel code is executed by all the work items

concurrently, but the specific path taken can vary based on the algorithm. Work

items are identified in two ways - one is by using a global ID and the second

way is through a combination of a local ID and work-group ID, which will be

explained in detail in the next segment.

Work Group As mentioned before, a collection of work-items are assigned for ex-

ecution on a single compute unit. This collection of work-items is called as a

work-group. When a kernel is enqueued for execution, two parameters pertain-

ing to work-groups can be specified, which are the global work size and the

local work size. The global work size is the total number of kernel instances or

work-items that are to be started for computation, whereas the local work size

is the number of work-items that are assigned to one work-group. So the num-

ber of work-groups will be always equal to the global work size divided by the

local work size. If the local work size is not specified, then the OpenCL imple-

mentation will decide how to break down the global work-items into appropriate

work-groups. In case there are more work-groups than the available number of

compute units, the work-groups will be scheduled one by one on the compute
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units. A compute unit will always concurrently finish executing the work-items

in one work-group before executing work-items from another work-group.

Global, Local and Work-group IDs IDs are provided to the programmer in order to

be able to identify the work-item, access the required memory address and make

control decisions as needed. In OpenCL, an index space is defined for kernel

execution which is called as an NDRange. An NDRange is an N-dimensional

index space, where N is one, two or three. In OpenCL 1.0, the starting global and

local ID is always (0, 0, 0). Every work-item has a unique global ID which is a

point in the index space and which will be ranging from 0 to global work-group

size minus one. Similarly, work-groups are also assigned unique IDs.

A Simple Kernel Execution

In OpenCL, the execution model is based on parallel execution of the kernel, with the

process involving both the host and the compute device. The steps involved in kernel

execution are listed in the table 2.2.

1. Device Setup

Initialize platform

Get devices and create command queue

2. Device and Host Buffer Setup

Create memory buffers on the host and device

Copy input data from the host memory to device memory

3. Kernel Initialization

Load kernel source code from file

Create program object and build the program

4. Kernel Execution

Set kernel arguments

Execute the OpenCL kernel

5. Output copying and Cleanup

Copy output data from device memory to host memory

Delete all allocated objects

Table 2.2: The steps involved in an OpenCL kernel execution.
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Figure 2.2: The interactions between the host and compute device for a kernel execution. The

steps involved are listed in the table 2.2.

The figure 2.2 shows how each of the steps presented in the table 2.2 relate to the

host and the compute device. Although the host is required for the initial setup of the

execution process, the compute device executes the kernel independent of the host. and

so the host can perform other computations in the meantime. The only way for the host

and the compute device to communicate is by copying data from the host memory to

the device memory and vice versa. Debugging OpenCL programs are therefore quite

difficult as the only way to ensure computation is done correctly is to copy the data

back to the host and then verify the output.

2.3.3 Memory Model

In this section, the memory model of OpenCL is presented. One important aspect of

OpenCL is that it exposes the non-unified memory model of the device. The memory

in OpenCL devices is classified into four regions - global, constant, local and private.

The task of deciding the region to store data is solely up to the programmer. Figure 2.3

shows the memory hierarchy as defined by OpenCL. A brief description of each of the

memory regions is provided below.

Global and Constant memory The global memory region is the main means of com-

munication between the host and the device. The host can create read/write
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Figure 2.3: The OpenCL Memory Model defines four regions of memory accessible to work-

items while executing a kernel. The global memory in the compute device is accessible to the

host also. Figure from [24].

buffers on the global memory of the device using commands. It is accessible to

all the work-items and a programmer can use the global address space qualifier

in a kernel to denote that an object is to be stored in global memory. Though

it is usually the largest space available on the device, the access latency is also

much larger compared to the other regions. The constant memory is a part of

the global memory, but the difference between them is that while the host can

read and write into this region, the kernel has read-only access. The constant

address space qualifier is used to denote that an object is to be placed in constant

memory. To take an example, in AMD GPUs, the constant memory is similar to

the constant caches and global memory is similar to the off-chip memory that is

available on the GPU.

Local Memory The ’local’ memory is named as such as it is the memory that is avail-

able only to a local work group. In other words, the local memory is made

private to a compute unit. So the compute units local memory will be accessible

to all the work-items that are part of the same work-group. The space available

is much smaller, but has low latency compared to the global region. Using the

local memory, work-items in a work-group can share data among them quickly.

The local address space qualifier is used to denote that an object is to be placed

in local memory. The local memory is similar to the local data share that is

available on the current generation of AMD GPUs.
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Private Memory This memory region comes further below in the classification hier-

archy and is the region that is accessible to only a single work-item. This is the

fastest and the smallest memory that is available to a work-item. The private

address space qualifier is used to denote that an object is to be placed in constant

memory. Finally, the private memory is akin to the registers in a single CPU

core.

2.4 OpenCL Mapping to Processor Architectures

This section discusses the general architectural differences between CPUs and GPUs.

The mapping of OpenCL to these processor architectures is also presented with an

example for squaring an array of elements.

2.4.1 CPU vs GPU

As mentioned in section 2.2.2, until recently, general-purpose code was run only on

CPUs, while GPUs were used only for graphics. This was optimal as CPUs have

always been designed for running general-purpose code, which is mostly sequential

code, with maximum efficiency. On the other hand, GPUs are designed for running

data parallel and computationally intensive programs. Nowadays, GPUs have also

become programmable like CPUs, and developers are trying to extract the maximum

potential out of both of these architectures by using ’the right processor for the right

task’.

Figure 2.4: CPUs consist of a few number of cores(2 to 6), whereas GPUs consist of hundreds

of cores. Figure from [34].
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How to know which task is suitable for which processor? For better understanding

about this, the key architectural differences between CPU and GPU architectures are

examined below.

• Cache Memories – Today’s CPUs have at least two or three levels of cache,

which helps it in increasing the effective bandwidth by minimizing memory ac-

cesses. On the other hand, GPUs might not have cache memories and even if

they do, they are quite small as they exist primarily to accelerate texture filter-

ing. Another point to note is that CPUs can cache both read and write operations,

whereas the GPUs cache only read-only texture data.[41]

• Clock Frequency – CPUs usually have a higher clock frequency (ranging from

2000 MHz to 3500 MHz) than GPUs. The higher clock speed helps them to

compensate for the lower number of cores. The current generation of GPUs

have a clock frequency of around 500 to 1 GHz.

• Advanced Features – GPUs usually have vector processors which do not have

advanced features such as branch prediction, and out of order execution. This en-

ables GPUs to have much higher number of computational units (see figure 2.4)

due to the lesser complexity and the larger space available on the die. CPUs how-

ever have such advanced features since they are designed for general-purpose

computation.

• Context Switching – On GPUs, thread context switching is implemented in

hardware, which enables it to switch between thousands of threads very quickly.

CPUs depend on the operating system to take care of context switching and this

is much slower.

2.4.2 Mapping Parallelism

The difference in sequential programming and parallel programming can be shown

through an example. Consider an example in which an array of elements has to be

squared. As seen in the code listing 1, the sequential code contains a for-loop which is

not present in the OpenCL code.

With the sequential code, the same thread does the computation for all the elements.

The sequential code is an example of application usually run on general-purpose CPUs.

With the OpenCL code, “n” threads are created which can do the computation in par-

allel in a single clock cycle. The OpenCL code can be run on supported CPUs and
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1 void square(int n,

2 const float *a,

3 float *result)

4 {

5 int i;

6 for (i=0; i<n; i++)

7 result[i] = a[i] * a[i];

8 }

1 kernel square (const float *a,

2 float *result)

3 {

4 int id = get_global_id(0);

5

6 result[id] = a[id] * a[id];

7 }

8 //executes n workitems

Listing 1: Sequential C code is presented on the left and the corresponding OpenCL code on

the right. If only one processor is available, the OpenCL code will execute similarly to the C

code.

GPUs. Another point to note is that the sequential code takes an additional argument

“n” for the size of the array. The “get global id()” function call is used to identify the

thread, and assuming that there are “n” threads, each thread id will correspond to each

element of the array. So the squaring done by each thread will be for each of the ele-

ments in the array. Execution of the OpenCL code on a device with a single processing

element is similar to that of the sequential code.

2.5 Summary

This chapter has given an overview of various technologies and concepts used through-

out this thesis. It introduced parallel computing explaining about different types of par-

allelism and the prevalent processor architectures such as vector, super-scalar, multi-

core, etc. The rise of general-purpose computing on graphics processors with tech-

nologies such as CUDA was also described. The chapter also presented the OpenCL

standard with further details about the different models. The walk-through of a simple

kernel execution was also given. Finally, the mapping of OpenCL to various processor

architectures is provided. The next chapter discusses related work.
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Related Work

This chapter presents the prior work and fields of research related to this thesis. The

first section discusses about the optimization of CUDA programs. The applications, ar-

chitectures and evaluation methodologies are described. Section 3.2 then looks at prior

work in performance evaluation of CPUs and GPUs and section 3.3 follows with a dis-

cussion of various benchmarks. Finally, section 3.4 presents an overview of previous

research in performance portability of OpenCL.

3.1 Optimization of CUDA programs

In this project, the main focus is on the optimization of OpenCL programs. More re-

search has been done in the CUDA area, as it is older and more mature than OpenCL. In

papers by Ryoo et al.[45, 44], optimization principles and application performance has

been investigated using CUDA on the Nvidia GeForce 8800 GTX. Their work focuses

towards searching the optimization space and identifying features that contribute to

more performance. The optimizations they have considered included intra-thread par-

allelism, resource-balancing and redistribution of work across thread blocks. Through

optimizing and experimenting with matrix multiplication and other kernels, they have

found that global memory latency is a major performance bottleneck and use of local

storage and appropriate thread granularity gives a considerable improvement. As the

optimization was for CUDA, only one device (Nvidia GeForce 8800 GTX) was eval-

uated. In this thesis, experiments are run on four devices, namely the Nvidia Tesla

C2070, the ATI Mobility Radeon HD 5470, the Intel Core i3-350M, and the Intel Core

i7-990X.

22
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They have concluded that even though matrix multiplication is a simple applica-

tion, there are a significant number of optimization configurations to be considered

and only experimentation can determine whether the upsides of an optimization com-

pensates for potential downsides. Another area of research is in porting of CUDA

programs to OpenCL after optimization. This have been done by Du et al.[40] but

the approach that they explored was to automatically generate multiple versions of the

same kernel with the same algorithm, but with different configurations of optimiza-

tion parameters. The best performing kernel is then heuristically selected from all the

different versions.

The disadvantage of the auto-tuning method is the time cost involved in searching

for the best version, since the number of versions will be proportional to the number

of different configurations. Du et al.[40], through their experiments found that auto-

tuning heuristics is a good method to improve performance, but while designing the

algorithm, the architectural features should be taken into account. For OpenMP, which

is a common parallel programming framework, Lee et al.[28] devised an automatic

translation framework to translate OpenMP code to optimized CUDA code. Other than

optimizations such as loop unrolling, source-to-source optimization of CUDA has been

investigated by Lionetti et al.[30] on an Nvidia GTX 295 processor. The approach that

they adopted was to apply optimizations such as kernel partitioning to reduce register

load and using dual GPUs to engage separate threads for better performance, thereby

reducing running time from 52.7 sec to 7.9 sec.

An interesting point to note is that CUDA, being a more mature framework com-

pared to OpenCL has better optimizations built into its compiler. This can be attributed

to the fact that CUDA compilers are built specifically for Nvidia graphics hardware.

However, as Komatsu et al.[25] have evaluated and concluded, the optimizations that

are done automatically by the CUDA compiler could be done by hand to the OpenCL

kernels resulting in comparable performance.

Komatsu et al.[25] applied the same optimizations done by the CUDA compiler,

manually, to the PTX code generated by the OpenCL C compiler. Loop unrolling was

one of the optimizations they considered and and by applying loop unrolling, they

found that the execution time decreased by approximately 67.8%. Carrilo et al.[4]

suggested the use of loop splitting and branch splitting as another optimization which

has been proved to be very effective on GPUs as they improve occupancy by reducing

the register load, but these optimizations can be counter-productive on the CPU.
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3.2 CPU-GPU Performance Evaluation

Carr et al.[3] have investigated the differences between CPU and GPU performance

on matrix operations. This was done in precedence to devising an efficient three-

pass GPU algorithm for rendering subsurface scattering. They have found that the

CPU overtakes the GPU for small matrices, but for matrices larger than 2000 ele-

ments, the GPU performs better than the CPU. The reason for this behaviour is that the

GPU is computation-bound and requires more elements to increase the computation-

to-communication ratio.

Similarly, in evaluations by Che et al.[6] and Owens et al.[38], different applica-

tions have been implemented for the GPU and the CPU and their performances, com-

pared. Some of the evaluated applications are DES encryption, dynamic programming

and game physics. Che et al.[6] have compared the parallel performance of the archi-

tectures by implementing code for multi-core CPUs in OpenMP and code for GPUs

in CUDA C. They have found that the CUDA version achieved a 35x speed-up over

the multi-core OpenMP version. Performance evaluation of heterogeneous computing

where computations are done using the CPU and GPU in parallel, have been analysed

by Ohshima et al.[37]. By using a load balancer method for optimal partitioning of

computation, they proved that the execution time was reduced to 44.1% for the CPU

and 59.5% of that for the GPU.

In most papers, the comparison of performance in CPUs and GPUs usually resulted

in the GPU emerging as the winner. Contrasting these results, Lee et al.[29] have in-

vestigated the extent of difference in performance between these architectures. They

tuned and optimized programs for both CPU and GPU and after experimenting, con-

cluded that though there are claims that GPUs are 100X to 1000X faster than CPUs,

proper tuning makes the GPU only 2.5X faster than the CPU. This study also shows

the importance of proper tuning of parameters and the extent to which it affects the

performance.

3.3 Benchmarks

Before beginning the experiments, it has to be decided which are the appropriate

benchmarks to be used. Ryoo et al.[45] in their study for CUDA optimization have

used matrix multiplication for the initial study. Matrix multiplication is a common

benchmark, also used in studies by Larsen et al.[27], Fatahalian et al.[11] and Jiang et



Chapter 3. Related Work 25

al.[21]. In this thesis, synthetic benchmarks are created which could be adapted for ex-

ploring all the optimization parameters. The benchmarks are designed such that the be-

haviour of the benchmark could be explained considering the underlying device archi-

tecture. In the application study, Ryoo et al.[45] have used selected benchmarks from

the medical domain such as MRI-Q which are computationally intensive and bench-

marks such as PNS (Petri Net Simulation) which has high memory-to-compute ratio.

Their criteria for the selection of applications was to have a large variety of instruc-

tions, operate on large data sets and to have more control flow than micro-benchmarks.

In their study towards OpenCL performance portability, Rul et al.[43] have used

Parboil[39] benchmarks which included seven CUDA kernels out of which three (CP,

MRI-Q and MRI-FHD) were selected and hand-translated to OpenCL for the evalua-

tion. Rodinia[5] is a benchmark suite by Che et al. for evaluating multi-core CPUs and

GPU platforms. It included benchmarks such as breadth-first search, similarity-score

of websites, etc.

Danalis et al.[8] have recently designed another benchmark suite called The Scal-

able Heterogeneous Computing (SHOC) Benchmark Suite which is a selection of

benchmarks for testing the performance and stability of GPUs and CPUs. It includes

implementations in both OpenCL and CUDA. The selected benchmarks include basic

parallel algorithms such as FFT, Sort etc.

3.4 Performance Portability of OpenCL

There are few publications that have studied about the performance portability of

OpenCL. Recently, Rul et al.[43] have studied the performance portability of OpenCL.

The study has been done on four different architectures, including Intel, Tesla, ATI

and the IBM Cell (heterogeneous processor with a general-purpose core and several

co-processing elements). For the experiments, three benchmarks and two optimiza-

tion parameters were used, namely loop unrolling and vectorization. In their study,

they have also investigated interactions between the parameters finding that with the

addition of vectorization, the optimal loop unrolling factor decreases.

In addition, the paper also discusses the sensitivity of some architectures to the

optimization parameters. The ATI FirePro is more sensitive and have different opti-

mal values compared to the Nvidia Tesla. They have concluded that each architecture

requires an exclusive set of optimizations and the performance is not portable across

architectures.
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However, they have only observed the behaviour of the benchmarks and have not

looked into the causes for the behaviour. In this thesis, this has been improved upon

by explaining the rationality behind the behaviour of the benchmarks for each archi-

tecture. The design of the benchmarks and their implementation are presented in the

next chapter.

3.5 Summary

As seen in this chapter, previous research in program optimization of general-purpose

GPU computing is limited in the area of OpenCL optimization due to the fact that

OpenCL is a relatively new programming framework. Nevertheless, there has been

a considerable amount of work done towards optimization of CUDA programs. This

chapter also looks at performance evaluation of CPUs and GPUs. As seen, OpenCL is

in many ways similar to CUDA and work on optimizing CUDA programs has demon-

strated the enormous amount of effort and expertise required in this area. Furthermore,

OpenCL is supported on multiple architectures and this makes it harder to make a pro-

gram perform optimally. The various benchmarks used in both CUDA and OpenCL

optimization are discussed. Finally, an overview of previous research in performance

portability of OpenCL is also presented. The next chapter describes the design and

implementation of various OpenCL kernels used for experiments in this thesis.
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Kernel Design

This chapter discusses the design and implementation of various OpenCL kernels used

for experiments in this thesis. The first section describes the optimization space being

explored, listing the optimization parameters that are considered. The remaining sec-

tions give an overview of the design of kernels. The rationality behind various design

decisions is explained. Finally, code walk-throughs and kernel implementations are

provided.

4.1 Optimization Space

Though all the devices for the experiments are OpenCL compliant, their architectures

can vary greatly within the context of GPUs, and can be as different as a highly par-

allel GPU and a general-purpose CPU. The exploration of the optimization space has

been done by applying each parameter to the source code and implementing different

versions. Many of the optimization parameters considered here have been considered

in previous research. For running the experiments, various configurations are designed

for each parameter. Based on the previous research, the optimizations considered are:

• Configuring the global work size, i.e, the total number of threads that are created

in the device for computation;

• Adjusting the local work size or the work-group size;

• Evaluating different memory access methods;

• Vectorizing the code to exploit vector operations supported by the device archi-

tecture;

27
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The optimizations mentioned above are also explored on a compute-bound and memory-

bound kernel. For this purpose, the computation intensity of a kernel is designed to be

configurable, so as to vary the kernel being memory-bound or compute-bound. Loop

unrolling is another optimization parameter that is considered, but due to time con-

straints of the project, only the preliminary analysis has been done. The results are

included in the appendix B.4.

4.2 The “Empty” Kernel

One of the optimization parameters is the global work size, or the total number of

threads used for computation on the device. For creating a single thread, a device will

take some amount of time. Considering the tremendous speeds at which the device

functions, the time will certainly be negligible. However, for the experiments, more

than a million threads are created for a single kernel execution. The overhead of cre-

ation of such a large number of threads could have some influence on the experiment

results.

1 __kernel void empty()

2 {

3 }

Listing 2: The Empty Kernel.

As the name suggests, the idea behind implementing an ’empty’ kernel is to use a

kernel which was empty, i.e. with no computation at all, so that the execution time of

the kernel will be equivalent to the time for creating the threads. In case the overhead

is large enough to skew the results for the other experiments, the actual computation

values could be approximated by removing the overhead time.

4.2.1 Implementation

For implementing the kernel, a function is written with no arguments and no variables.

Listing 2 shows the code for the kernel and it can be seen that no computation is done

in the function. The kernel keyword designates the function as an OpenCL kernel.
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4.3 The “Vector-Add” Kernel

The main requirements that are identified for choosing an appropriate kernel for doing

the optimization process are:

• To implement a kernel which is simple to infer the execution in detail;

• To have the potential to tweak the kernel for applying all the planned optimiza-

tions.

The first requirement is necessary since we want to have an understanding of the in-

structions that are generated by the compiler. This has been very helpful in debugging

various difficulties, during the design of compute-bound kernels. The second require-

ment aids in maintaining the first requirement as we can build upon the existing kernel

for assessing more optimization parameters.

1 __kernel void vector_add(__global int *A,

2 __global int *B,

3 __global int *C)

4 {

5 int i = get_global_id(0);

6 int step = get_global_size(0);

7

8 int start = i;

9 int end = NO_OF_ELEMENTS;

10

11 for(int j = start; j < end; j = j + step)

12 C[j] = A[j] + B[j];

13 }

Listing 3: The Simple Vector-Add Kernel.

In the vector addition kernel, the task is to add two vectors together. The two

vectors are provided as input to the kernel and their sum is calculated. An important

point to note here is that calculating the sum is not the focus here, but the amount of

computation done by the device. The computed result is then copied back to the host

and verified for correctness. The length of the two input vectors are always the same

and are decided based on the device memory capacity, such that the device can hold
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the result vector also. In this section, the different versions of the vector-add kernel

that has been implemented for evaluating the optimizations are presented.

4.3.1 Implementation

The implementation for the simple vector-add kernel is given in listing 3. A brief walk-

through of the code is presented here. The input and the output vectors are passed

as arguments (A,B and C) to the kernel function. The get global id() function call

provides the thread identifier and the get global size() provides the total number of

threads that are created. The NO OF ELEMENTS is a macro which is the number of

elements in the vectors. The for-loop ends when the loop count reaches the vector size

and in every clock cycle, adjacent elements from the input vectors are summed up by

the threads. The memory access method implemented here is coalesced access which

will be explained in detail in the next section.

4.3.2 Coalesced and Non-Coalesced Memory Access

Before the kernel execution, the two input vectors are copied into the global memory

of the device. In the kernel, this data can be accessed from the memory in two different

ways, namely, coalesced access and non-coalesced access. The reason for comparing

these two methods is to evaluate which access method is most suitable for which archi-

tecture. This variation occurs due to architectural differences such as cache memories,

number of cores, etc.

Clock Memory Access
C1 T1 T2 T3

C2 T1 T2 T3

C3 T1 T2 T3

Figure 4.1: The memory access sequences for the coalesced memory access method, for a

simple example of three threads accessing an array of nine elements.

Figure 4.1 depicts how coalesced access takes place for each clock cycle. In co-

alesced access, the data elements which are adjacent to one another are accessed by

adjacent but different threads. The threads are adjacent in the sense that they are cre-

ated one after the other and their identifiers are linear. With coalesced access, as can
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be seen from the figure, a block of data from the input vectors can be cached. Since the

data required by all the threads in the same clock cycle are present in the cache, there

will be no cache-miss and the bandwidth will be optimum.

Clock Memory Access
C1 T1 T2 T3

C2 T1 T2 T3

C3 T1 T2 T3

Figure 4.2: The memory access sequences for the non-coalesced memory access method, for

a simple example of three threads accessing an array of nine elements.

In non-coalesced access, adjacent elements are accessed by the same threads as can

be seen in figure 4.2. The adjacent elements are not accessed in the same clock cycle.

This behaviour will have implications on the performance based on the device archi-

tecture. If the architecture does not support large cache memories, then non-coalesced

memory access could result in a large number of cache-misses, thereby degrading the

performance. The implementation for the coalesced vector-add kernel is provided in

the appendix A.1. For the non-coalesced vector-add kernel, please refer to the ap-

pendix A.3.

4.3.3 Vectorizing the Kernel

Another optimization parameter that is explored is vectorization. OpenCL supports

vector data types which can be used by developers for extracting more performance

from the device. This is possible only if the device supports vector instructions. float4

is commonly supported by most architectures and the ATI architectures have a natural

type for float4. This translates to higher performance as more computation can be

done in a single clock cycle. The OpenCL implementation will accept these types in

the kernel even if the compute device does not support the vector data types. It is up to

the device compiler to convert the data types to the appropriate native instructions.

In the vector-add kernel, four combinations of the int data type have been evaluated.

These are int2, int4, int8 and int16. With vectorization, a compute device can execute

vector operations in a single clock cycle. For e.g., using int4 in the kernel, the compute

device can access four elements of the vector in a single clock cycle. This speeds up
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execution more or less by a factor of the vectorization level. The implementation for

the vectorized kernel is explained in the code walk-through for the next section.

4.4 The “Compute-Adaptable” Kernel

In real world general-purpose applications, there are both memory-bound and compute-

bound applications. The matrix multiplication application which is commonly used as

a benchmark, can be adapted to be compute-bound or memory bound as have been

done by Jiao et al.[22]. The goal behind developing a compute-adaptable kernel is

to be able to control the amount of computation being done by a single thread. By

controlling the amount of computation, the optimal configuration can be found for a

particular computational intensity.

All the various versions of the kernel that have been designed so far are memory-

bound as the amount of “work” done by a single thread is minimal. In other words, the

arithmetic intensity of the threads is low. Every element from both the input vectors is

accessed from the global memory and the result is written back to the global memory.

Hence for every one computation, there are three memory accesses taking place. The

memory accesses are being done to and fro, the global memory, which has the worst

latency of all memory regions in the device.

4.4.1 Implementation

To increase the computational intensity of the kernel, a configurable parameter is

added. The implementation of this kernel took a greater amount of time than expected

due to some unforeseen issues1. In order to configure the amount of computation, a

for-loop was added around the already existing addition, with the loop-count as the

configurable parameter. To get around the memory latency issue, the private memory

is used for the input vectors. So instead of directly accessing the global memory three

times for each computation, the data is copied to private memory once. Then only the

private memory is accessed for the entire duration of the computation. To gain further

understanding, the code for the compute-bound kernel is provided in listing 4.

There are two additional arguments to the kernel function, which are the loop-count

variable for determining the amount of computation and the loop-increment variable

1The difficulties faced were primarily due to code optimizations issues by the ATI and Nvidia com-
pilers. A bug was also discovered in the ATI compiler while designing this kernel. For more details,
please refer to section 7.2.
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1 __kernel void vector_add(__global VECTOR_TYPE *A,

2 __global VECTOR_TYPE *B,

3 __global VECTOR_TYPE *C,

4 __global int iter,

5 __global int inc)

6 {

7 int i = get_global_id(0);

8 int step = get_global_size(0);

9 int start = i;

10 int end = NO_OF_ELEMENTS / VECTORIZATION;

11 VECTOR_TYPE a,b,val;

12 int c = inc;

13 for(int j = start; j < end; j = j + step)

14 {

15 a = A[j];

16 b = B[j];

17 val = a + b;

18 int k = 0;

19 for(; k < iter;)

20 {

21 val = val + k; k = k + c;

22 }

23 C[j] = val;

24 }

25 }

Listing 4: The Compute-Adaptable Vector-Add Kernel

which always has a value of 1. The reason for passing this as a dynamic parameter

to the function is to prevent compiler optimization issues (See section 7.2 for more

details). The compute-bound kernel is also vectorized using the VECTOR TYPE macro

for the data type and the VECTORIZATION macro for controlling the vectorization

factor. Line 21 which shows the computation part has been slightly modified from

the simple vector-add kernel to make the result dependant on the loop-count. The rest

of the code is similar to the simple vector-add kernel. In the listing 4, the coalesced
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memory access method is used for accessing the global memory. For the non-coalesced

version, please refer to the appendix A.3.

4.5 Summary

This chapter explained in detail about the design and implementation of various OpenCL

kernels used for experiments in this thesis. The optimization space explored was

described in the first section. The designs of various kernels were discussed in the

subsequent sections. These are the empty kernel, the vector-add kernel, the compute-

adaptable kernel, and their variations. The empty kernel was designed for investigating

thread creation overhead on the architectures.

Different memory access methods, such as coalesced and non-coalesced memory

accesses are explained with code-walkthroughs provided for their respective kernel

implementations. Vectorizing the kernels which is another optimization is also de-

scribed. Finally, implementation for the compute-adaptable kernel is provided. The

main feature of the compute-adaptable kernel is that the computation intensity of the

kernel can be configured through a parameter. This design helped in easily identifying

through experiments, the best optimization parameter configuration for a certain level

of computation intensity. The next chapter describes the experiment environment and

the methodology for performing the experiments.
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Experimental Setup and Methodology

This chapter presents an overview of the experiment environment and the methodol-

ogy for the experiments. The first section presents the experimental setup with a brief

introduction of the architectures of the evaluated devices. The environment and the

specification of the test machines are also provided. Section 5.2 describes the method-

ology, explaining about the steps involved in executing kernels, the collecting of data

from the experiments and modelling of graphs for the result analysis.

5.1 Experimental Setup

In this section, the architectures of the four compute devices are presented, along with

a comparison of their features. The test machine specifications are also described.

5.1.1 Compute Device Architectures

In this section, the architectural details of the platforms that are used for the experi-

ments are described. There are two GPUs, the Nvidia Tesla C20701 which is a high-

end GPU and the ATI Mobility Radeon HD 5470 which is a mobile GPU designed for

laptops. Similarly, there is a high-end CPU which is the Intel Core i7-990x and a CPU

designed for laptops which is the Intel Core i3-350M. Further specification information

about each architecture is available in the table 5.1.
1Initially, an Nvidia GeForce GTX 580 was selected as the high-end GPU for the experiments.

However during the rigorous exercising of the device by the experiments, it was discovered that the
device had a faulty memory. It was then replaced with the Nvidia Tesla C2070. For details, please
refer 7.2.

35
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Compute Devices

ATI 5470[48] Nvidia C2070[49] Intel i3[17] Intel i7[18]

Processing Elements 32 448 2 6

Core Frequency 750MHz 1.15GHz 2.27GHz 3.47GHz

Compute Units 2 56 4 12

Work-group Size 128 1024 1024 1024

Memory 256MB 6GB 4GB 12GB

Bandwidth(GB/s) 25.6 144 17.1 25.6

Performance(GFLOPS) 120 1030 18.08 107.55

Table 5.1: The specifications of the four compute devices.

Intel Core i3-350M and i7-990X

The Intel Core i7-990X is a recent high-end multi-threaded multi-core processor, of-

fering six cores running at a frequency of 3.47GHz. The Intel i3-350M offers only

two cores and runs at a much lower frequency of 2.26GHz. Through Intel Hyper-

Threading[20] technology, both processors can support two threads per core, and thus

12 threads can be run on the i7 and four threads on the i3, at the same time. Both

processors have three levels of cache memories, with each core having an L1 cache of

32KB and a 256KB L2 cache. The difference is that there is only 3MB of L3 cache

available in the i3 for the two cores, whereas in the i7, the six cores altogether share

12MB of L3 cache. The i7-990X also has the latest SSE4.2 instruction set extensions

enabling it to support a new range of SIMD instructions.

ATI Mobility Radeon HD 5470

The ATI Mobility Radeon HD 5470 has two compute units, each which contains 16

stream cores. Each stream core within a compute unit executes an instance of a kernel

in lockstep. Each of the stream core is a five ALU Very Long Instruction Word (VLIW)

processor. With the VLIW architecture, each ALU in a stream core is capable of in-

dependently executing different instructions. Each compute unit has 32KB of shared

memory. Threads are grouped into sets of 64 called wavefronts, and the shared mem-

ory usage dictates the number of concurrent wavefronts that can run on one compute

unit.
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System Specification

Machine-One Machine-Two

CPU Intel Core i3-350@2.27GHz Intel Core i7-990X@3.47GHz

CPU Processors 4 6

Memory 4 GB DDR2 12 GB DDR2

GPU ATI Mobility Radeon HD 5470 Nvidia Tesla C2070

GPU Cores 32 cores @ 750MHz 448 cores @ 1.15GHz

GPU Memory 256 MB GDDR5 @ 900MHz 6 GB GDDR5 @ 1.5GHz

Platform AMD Stream SDK v2.4 AMD Stream SDK v2.4

Nvidia Computing SDK 4.0.8

OS Linux Mint 10-2.6.35-22 Ubuntu 11.04-2.6.38-8

Table 5.2: The specifications of the test machines.

Nvidia Tesla C2070

The Nvidia Tesla C2070 is composed of 56 compute units, also called as streaming

multiprocessors(SM). Each compute unit has 8 scalar processing units running in lock-

step. Thus the number of processing elements or cores is 448. Multi-threading allows

hundreds of threads to be run simultaneously and it aids in hiding memory latency.

It also has various on-chip memories such as read-only constant caches and shared

memory which also help in alleviating memory bandwidth. The shared memory (also

called as local data storage) is 64KB which is available to each SM, and this can be

partitioned as 16KB of L1 cache and 48KB of shared memory or vice-versa. It also

has 768KB of L2 cache shared among all the SMs.

5.1.2 Test Environment

The performance of our kernels have been measured on two test machines,“Machine-

One” with the Intel Core i3 as the CPU and ATI Mobility Radeon HD 5470 as the GPU,

and “Machine-Two” with the Intel Core i7 as the CPU and Nvidia Tesla C2070 as the

GPU. Machine-Two has been provided by the ICSA[19] facility at the University of

Edinburgh. The full system specification for the two test machines are provided in the

table 5.2.



Chapter 5. Experimental Setup and Methodology 38

5.2 Methodology

The same programs are tested on the four architectures to relatively identify the bottle-

necks for each architecture. The performance variations depend on the specific chipset

and the core frequencies. To ensure that the captured results are not skewed based on

overheads such as thread creation time, experiments to are run first to identify the sig-

nificance of these overheads . The data transfer time is not included in the results since

the interest is in investigating whether any architectural specific features are responsi-

ble for the performance difference. The data transfer times are logged, to ensure that

the experiments are functioning correctly.

As seen in previous research, this process of tweaking the programs and repeat-

edly running experiments required a lot of effort and was a time-consuming task as the

optimization space has to be searched for the best combination of tuning parameters.

Considerable amount of time is required to gather sufficient data from the experiments

for relevant performance comparisons. An iterative approach is used to ensure that re-

sults are obtained throughout the process. Each optimization parameter is applied suc-

cessively, the corresponding kernel executed, data gathered, pre-processed, and graphs

modelled. This step-by-step methodology ensured that even if all the optimizations

cannot be applied or tested, the project has results. The major phases involved in the

experiment process are now presented.

5.2.1 Kernel Execution

Different kernels have been designed for exploring different optimization parameters.

For more details about their implementation, please refer to chapter 4. The kernels that

have been implemented are listed in the table 5.3.

For executing the kernels, test execution programs have been written in C, which

loaded the kernels, built and executed them. For each type mentioned in table 5.3,

i.e. empty, memory-bound and compute-bound, a program is written for executing the

kernel. The test execution programs took various command line arguments as input

through which various optimization parameters such as the global work size, local

work size, etc., could be configured. Along with the optimization parameters, the total

vector size and the type of device (whether the CPU or the GPU) could also be selected.

Before executing the kernel, the device memory where the output will be stored is

reset. In some cases, when the kernel is given for execution to the device, the computa-

tion might not be done due to some program error, but the execution will be successful.
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Kernels

None Memory-Bound compute-bound

empty vector add computation coalesced vd

coalesced vd computation noncoalesced vd

noncoalesced vd

vectorized coalesced vd

vectorized noncoalesced vd

Table 5.3: The list of kernels used as benchmarks.

In such a case, the output data that is copied from the device memory will be the data

from a previous execution. Resetting the memory before each execution prevents this

error. The program processes the optimization parameters provided as command-line

arguments and then follows the steps for executing a kernel. These steps are men-

tioned in detail in section 2.3.2. The kernel is executed after setting the parameters as

required.

The execution time and transfer times are recorded using profiling information

available from the device. The loaded kernels are each executed ten times and all

the execution times are recorded. Executing each kernel ten times reduces the chance

of outliers or randomness in the collected data. The output data from the executed ker-

nel is copied back to the host memory from the device memory. Tests are implemented

in the test execution programs to check whether the computations are performed accu-

rately.

5.2.2 Collecting Execution Times

In total, over 600,000 runs have been performed on the four devices to gather all the

data, taking over a total of around 30 hours for the execution. There are eight different

kernels having four to five configurable parameters each. The parameters take a large

range of values. For e.g., the number of threads vary from 1 to 225 and the vectorization

factor varies from 1 to 16. Robust test automation has been designed for exploring such

a large optimization space, collecting the data, verifying computation results and error

case handling.

For automating the experiments, automation scripts have been written in Python.

Python has been selected for the purpose as it has been found to be quite proficient
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for string parsing and pre-processing purposes. These scripts run the test execution

programs with all possible configurations for the optimization parameters. To reduce

the exploration space and subsequently the runtime of the scripts, the parameter com-

binations which are incorrect or irrelevant are pruned. The test execution programs

produce a string as output containing information such as the parameter list, execution

times for the ten kernel executions, data transfer times, etc.

The scripts process the output from the test execution programs. The output is

tested for incorrect executions or runtime errors. The final processed data is stored into

CSV files which are then processed by the graph pre-processing scripts for modelling

graphs.

5.2.3 Modelling Graphs

The CSV files generated by the automation scripts contain raw data from the exper-

iments. The data is then processed by graph pre-processing scripts which are also

written in Python. Considerable amount of analysis is required to identify the relevant

data to model the graphs. For e.g., for the compute-bound kernel, the best configura-

tion is identified by analysing the data. The scripts also determine the median of the

ten execution times for the graphs.

The graph pre-processing scripts create data files for each different type of graphs.

The processing of these data files is done by using R scripts. Using R gave the ca-

pability to automate the modelling of complex graphs and also the ability to further

tweak them as needed. For each type of graph modelled, individual R scripts have

been written to manually enhance them.

5.3 Summary

This chapter presented the experiment environment and the methodology for conduct-

ing the experiments. Brief descriptions of the architectures of the four compute de-

vices under evaluation are also provided. Two test machines are used for running the

experiments. The specification for the test machines is described. In the methodology

section, all the various kernels are listed. The steps taken for the execution of ker-

nels and the verification of the computation results are discussed. The collecting and

pre-processing of data from the large number of experiments was a time-consuming

task. This chapter also describes the various python scripts used in performing the test
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automation and the R scripts used for modelling the graphs. The next chapter presents

the experiment results and their critical analysis.



Chapter 6

Results and Critical Analysis

This chapter presents the results of the experiments and provides critical analysis of the

results. The first section reports the impact of running the empty kernel, to understand

the overheads of thread creation. The subsequent sections present the results for all the

kernel variants presented in chapter 4. The results of the experiments are reported in

terms of graphs. The analysis of the effect of applying each optimization parameter is

also given. Finally, the performance of various device architectures are compared and

summarized for each of the experiments.

6.1 Overheads of Thread Creation

The overhead in creating a thread for execution is investigated for each architecture.

Since millions of threads can be created for a single kernel execution, this overhead can

affect the results for the experiments. The execution times for the empty kernel have

been collected for all the architectures. As the kernel did not involve any computation,

the execution time will be equivalent to the time for creating threads.

Figure 6.1 shows the overhead incurred as the number of threads is increased. For

the smaller number of threads, all the architectures perform equally with minimal over-

head. For the Intel i7, a slight increase in execution time occurs once the number of

threads is more than 1024. Both the ATI and the Intel i3 show similar behaviour ini-

tially, taking the same execution time. However, as the number of threads goes beyond

one million, the ATI executes faster. The Nvidia behaves similarly with exponential

increase in execution time after the number of threads goes past one million. The over-

head for the GPUs is less than that for CPU’s for large number of threads(>1 million),

42
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Figure 6.1: The overhead for the creation of threads on the four devices.

. This can be attributed to the higher number of compute units in the GPUs which

makes them better at handling the heavier load.

For all the architectures, the graph shows that the execution time is quite negligible

for very large number of threads. Even for more than one million threads, the execution

time is less than 2 ms. This means that if the computation time is sufficiently large

enough, the time for creation of threads can be ignored as the probability of affecting

the results is minimal.

6.2 Configuring Global and Local Work Sizes

As seen in section 2.3.2, the global and local work sizes are specified when kernel is

enqueued in the command queue for execution. The global work size is the total num-

ber of threads or work-items that are executed and the local work size is the number

of threads that are in a single work-group. Configuring these two parameters properly

for each architecture plays a significant role in improving performance. Please observe

that the terms “global work size” and “number of threads”, and the terms “local work

size” and “work-group size” are used interchangeably in the following sections. In the
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Figure 6.2: ATI
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Chapter 6. Results and Critical Analysis 45

next set of graphs, the results of configuring these parameters for the vector-add kernel

are explained.

6.2.1 On the GPU

The graphs have been plotted as heat-maps in order to easily identify the combinations

of global and local work sizes that are relevant. This perspective helps in giving an

overall picture of the optimization space for these two parameters. Figure 6.2 shows

the graph for the ATI. The vector-add kernel takes two vectors as input and the size of

the vectors are kept constant for a device. The input vector size is determined from the

memory capacity of the device. The CL DEVICE GLOBAL MEM SIZE parameter

is defined for all OpenCL devices and the total global memory in the device can be

retrieved using this parameter.

For e.g., the global memory capacity for the ATI is 256 MB. There are a total of

three vectors, i.e two input vectors and one output vector. The elements in the vector

are of integer type and so each elements requires four bytes in memory. So, 3 x 4 x

the total number of elements in a vector should be less than 256 MB. Evaluating this

equation will give the maximum number of elements in a vector to be 223 for the ATI.

In the graph, the x-axis denotes the global work size and the y-axis, the local work

size. The ranges for the axes have been determined as follows

• Maximum Global Work Size - Each thread processes some part of the vectors

and so, the maximum global work size have been determined such that each

thread processes at least one element from each vector. So for a vector size of

223, the number of threads will also be 223.

• Maximum Local Work Size - For determining the maximum local work size,

the parameter CL DEVICE MAX WORK GROUP SIZE is checked, which spec-

ifies the maximum number of work-items that can be assigned to a work-group

for an OpenCL device.

As can been seen from figure 6.2, the maximum local work size supported on

the ATI is 128. For the Nvidia and the Intel devices, the maximum local work size

supported is 1024 as shown in figures 6.3, 6.4, and 6.5 respectively.

The graphs have been created by plotting the execution time for every possible

combination of local and global work sizes on each device. It can be seen how similar

the graphs for the Nvidia and the ATI are, even though they have different architectures.
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For both the GPUs, the best performance is seen after the number of threads is more

than 4096. The performance is also linearly proportional to the work-group size as

execution time keeps decreasing as the work-group sizes are increasing. As per the

graphs, the best performance can be obtained from both the GPUs, by having a local

work size of 128 and a global work size which is greater than 4096.

On the Nvidia, the performance improves further as the global work sizes are in-

creased more, but the improvement is minimal, with only around 1.2 ms. The best

performance at large global work sizes can be attributed to the fact that GPUs have a

very large number of computational units and a large number of threads are required

to keep them occupied. For the vector-add kernel, the work-grpup size also has to be

at least 128 for optimal performance, because with any number lower than that, there

are not enough threads to take advantage of the hardware parallelism.
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Figure 6.4: Intel i3

6.2.2 On the CPU

On both the CPUs, as seen from figures 6.4 and 6.5, the best performance is seen

almost throughout the global work size range. The best execution time is when the

number of threads is at least equal to the number of cores in the CPU. So for the i7,
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Figure 6.5: Intel i7

the best execution time starts when the number of threads is equal to six. The optimal

local work size increases linearly with the global work size. With a higher number

of threads, a larger work-group size is required to keep the best execution time. With

more threads scheduled for execution on a core, the data could be stored in the L2

cache for the core. Furthermore, since there are as many threads as the number of

elements, almost all the data that is being accessed by the threads could be cached.

6.3 Examining Memory Access Methods

The next optimization explored is the type of memory access method. Memory ac-

cesses can be coalesced or non-coalesced. Two different versions of the vector-add

kernel as explained in section 4.3.2. Figure 6.6 shows the graphs for the coalesced and

non-coalesced access methods. The graphs which have been presented in the previous

section are again presented here along with four new graphs to easily compare both

memory access methods. They are plotted as heat-maps for identifying the optimal

execution times with ease, as the darker regions show the best execution times.
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(a) ATI Coalesced
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(b) ATI Non-Coalesced
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(d) Nvidia Non-Coalesced
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(f) Intel i3 Non-Coalesced
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(g) Intel i7 Coalesced
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(h) Intel i7 Non-Coalesced

Figure 6.6: The darker regions of the heat-maps show the best execution times. The coalesced

versions perform optimally on the GPUs with best performance for large number of threads and

work-group sizes. On the other hand, the non-coalesced versions perform best on the CPUs.
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6.3.1 On the GPU

In the previous graphs, all ranges of work-group sizes are shown for the whole global

work size range. In the next sections, only the optimal local work sizes for the graphs

are considered. Figures 6.7(a) and 6.7(b) show that the ATI and Nvidia devices consis-

tently show better performance when the memory accesses are coalesced. With lower

number of threads, the choice of memory access method doesn’t matter for the GPUs

as the performance is equally poor for both methods. As the number of threads rises

above 512, it can be seen that there is a significant difference in performance.
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Figure 6.7: Coalesced and non-coalesced access methods on the four devices. The GPUs

show optimal performance with coalesced access and the CPUs with non-coalesced access.

Regardless of the choice of memory access, equally good performance is seen for all the de-

vices with the highest number of threads.

Coalesced memory access is better for GPUs because of their smaller cache sizes.

Since the accesses from the threads in a work-group are for adjacent elements, the data

could be cached. Nevertheless, in the case of non-coalesced access, the data accessed is
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distributed across the vectors and so even if the GPU caches some data, the next thread

access will result in a cache-miss. This means that the bandwidth is being wasted as

the processor keeps loading data which is going to be unused into the cache.

Another interesting observation is that, at the highest number of threads, i.e., when

each thread is processing only one element, the choice of memory access method does

not matter. The execution times converge to become similar for both coalesced and

non-coalesced accesses. This behaviour can be seen for both the Nvidia and the ATI.

Since each thread is accessing only a single element, even for non-coalesced accesses,

the data being requested is from adjacent elements.

6.3.2 On the CPU

On the other hand, both the CPUs behave differently. Figures 6.7(c) and 6.7(d) show

the results for the i3 and the i7 respectively. The CPUs show very good performance

with non-coalesced memory access almost regardless of the global work size. Only

with very large number of global work sizes, there is a dip in performance. With

coalesced access, CPUs show good performance only at extreme ends of the global

work size. For 1-2 threads, the performance is somewhat similar to non-coalesced

access.

Similar to as with the GPUs, the execution times for both methods converge at the

higher end of the global work sizes, independent of the type of memory access. With

the larger caches in CPUs, they can keep enough data for the threads in the cache, even

if the data is distributed across the input vectors. Thereby the non-coalesced access

method is suitable for optimum performance on CPUs.

6.4 Vectorizing the Kernels

In this section, vectorization is explored along with the other parameters mentioned

before. Both variants of the vector-add kernel have been modified to support vector-

ization as mentioned in section 4.3.3. Implementing vectorization enables the OpenCL

device to do computation on more than one element (vectors) in a single clock cycle, if

vectorization is supported by the device. Experiments are run with four different vec-

torization factors, 2, 4, 8 and 16. These factors respectively correspond to int2, int4,

int8 and int16 as data types for the vector elements in the vector-add kernel.

Firstly, the performance impact of vectorizing the kernel and its implications on the
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Figure 6.8: Effects of vectorization on the four devices. The Nvidia does not show an improve-

ment in performance whereas the ATI, Intel i3 and Intel i7 show decreasing execution time for

increasing vectorization factors.

previous optimizations is explored. For all the four platforms, the worst performing

configurations has been chosen, which are the non-coalesced memory access on the

GPUs and the coalesced memory access on the CPUs.

6.4.1 On the GPU

Figure 6.8(a) shows the ATI device using a non-coalesced memory access method. As

seen before, GPUs had performed poorly with the non-coalesced memory access with

no vectorization. However, after vectorizing the code, there is a significant improve-

ment in the performance. The execution time decreases from around 900 ms for no

vectorization to around 200 ms for the maximum vectorization factor (16). This can

be clearly seen on the ATI, but on the Nvidia (see figure 6.8(b)), there is almost no

improvement in performance. This is regardless of the vectorization factor. The ATI
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has a vector architecture whereas the Nvidia has a scalar architecture. So the vector

data types can be directly mapped to vector instructions which are supported by the

ATI, thereby enabling it to process more data per clock cycle. The other graphs for

vectorization on the GPUs are included in the appendix B.1.

6.4.2 On the CPU

Just like the ATI, both the CPUs also show a significant improvement in performance

with vectorization. Figures 6.8(c) and 6.8(d) show the effect of vectorization on the

Intel i3 and the i7, respectively. The graphs shown here are the ones for the coalesced

access. The performance improvement is clearly visible for all vectorization factors.

The best performance is with the highest vectorization factor for both the CPUs. On the

i3, the execution time stays around 30 ms with vectorization. With no vectorization,

at the worst case, the execution time increases to as high as 570 ms. This gives a

performance improvement of over 91%.

Similarly, on the i7, the execution time has reduced from as high as 1300 ms with

no vectorization to a consistent low value of 150 ms, which is again an improvement of

over 88%. On both the Intel CPUs, the high performance is due to the SSE instructions

generated by the compiler. With SSE instructions, scalar instructions can be packed

together to be executed more quickly. To see the other graphs with vectorization for

the CPUs, please refer to the appendix B.1.

6.4.3 Global and Local Work Sizes with Vectorization

After vectorizing the kernel, there are some expected and some unexpected observa-

tions which are seen from the results. The heat-maps for the devices with a vectoriza-

tion factor of 16 are shown in figure 6.9. The rest of the graphs are provided in the

appendix B.2.

6.4.3.1 On the GPU

On the Nvidia, shown in figure 6.9(a), there is a small region available on the contour

map which shows the least execution time. Bear in mind that the kernel with coalesced

access is shown here, which have had good performance before vectorization.

Before vectorizing the kernel, with global work size greater than 1024 and local

work size above 128, the Nvidia could get good performance. Though unexpectedly,
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Figure 6.9: Effects of vectorization on choosing global and local work sizes. The Nvidia shows

a decrease in performance with vectorization, whereas the ATI shows a decrease in execution

time. Previously on the CPUs, the optimal regions were closely confined to the extreme ends

and with vectorization, this has improved remarkably with drastic reduction in execution times.

the best execution time have actually increased from 4.6 ms to 6.2 ms, and the relatively

large area of best performance has been reduced to the area where the local work size is

between 32 and 128 and the global work size is between 256 and 2048. This shows that

for the Nvidia architecture, vectorizing the kernel can be detrimental to performance.

With the ATI, as can be seen in figure 6.9(c), there is no difference in performance

with the best execution times being the same as before for coalesced access. The non-

coalesced access also shows a similar graph confirming the previous evaluation that

vectorization is a good optimization for the ATI architecture.

6.4.3.2 On the CPU

Figure 6.9(b) shows the effect of vectorization for the i7. The version shown here is the

coalesced one. The graphs for the non-coalesced version and the ones for the i3 exhibit
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the same behaviour. They are included in the appendix B.2 for reference. Previously,

the good performance is seen at the extreme ends for both the CPUs and that was with

the coalesced access. However, after vectorizing the kernel, good performance can be

seen throughout the range of global work size. The best performance is still seen at the

extreme ends, but even if those values are not chosen, a relatively good performance is

seen on the CPUs.

6.4.4 Memory Access Methods with Vectorization

The effect of vectorization on the memory access choice is now analysed. The graphs

are plotted considering the minimum execution time across different vectorization fac-

tors, considering only the optimal local work sizes.

6.4.4.1 On the GPU

Figure 6.10(a) shows impact of vectorization for the coalesced and non-coalesced

memory accesses with the ATI. It can be seen that the execution time for non-coalesced

access has drastically reduced and is almost the same as that for the coalesced access.

With vectorization, more elements are accessed and computed in fewer clock cy-

cles. So the number of cache-misses will be much lesser than before. For e.g., with a

vectorization factor of int16, 16 elements are processed at the same time. So even if the

data is cached by the GPU, the probability of the next access being a cache-hit is high,

and hence the high performance on the ATI. Figure 6.10(b) shows the results for the

Nvidia and the difference which is seen here is also as expected. Vectorization does

provide an improvement on Nvidia but not as much as the ATI. The non-coalesced

access is still slower than the coalesced access for almost throughout the global work

size range.

6.4.4.2 On the CPU

On the CPUs also, like the ATI, there is a significant improvement in performance.

Figures 6.10(c) and 6.10(d) show the results for the i3 and the i7 respectively. The

primary focus here is the variance in execution time. On the Nvidia the improvement

in performance was not that significant. However, both the i3 and the i7 show a drastic

reduction in execution time with vectorization. In the middle ranges for the global work

size, the non-coalesced access is still faster. This can be due to the thread switching

and caching overhead not being overcome by the benefit with vector instructions. An
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Figure 6.10: Effects of vectorization on the choice of memory access method. With vectoriza-

tion, both the memory access methods become almost equally good for the ATI and the CPUs.

There is a huge improvement in performance on these devices relative to the performance with-

out vectorization. The Nvidia has no impact on performance.

overall observation is that vectorization will certainly improve performance on the

CPUs.

6.5 Evaluating the “Compute-Adaptable” Kernel

In evaluating the compute-adaptable kernel, the goal was to find the best configuration

for a certain level of computation. The figure 6.11 show the results for ATI, Nvidia, i3

and i7 respectively.

The x-axis denotes the number of iterations for the extra loop that was added in

the kernel. The y-axis as before denotes the best execution time, but is plotted in log

scale. The graphs are plotted considering the best execution time for each number of

iterations. For each point plotted, the configuration of the system for that particular
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execution time has been noted. Three numbers are noted for each point which is from

top to bottom, the global work size, the local work size and the vectorization factor

respectively.
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Figure 6.11: The optimal configurations for each iteration factor on the compute-adaptable

kernel. Both the GPUs show consistent behaviour with larger number of threads and lower

vectorization when the kernel is memory-bound and vice-versa when compute-bound. How-

ever, both CPUs show random optimal configurations with no observable pattern. The best

vectorization factor seems to be 16 for the CPUs as it appears most frequently.

6.5.1 On the GPU

For figure 6.11(a), which is the ATI, the kernel begins to be compute-bound after the

number of iterations are larger than 16. An interesting observation is that the number

of threads needed for better performance is double the number needed after the kernel

begins to be compute-bound. This can be due to the fact that at lower number of

iterations, the work done by a single thread is lower and so more threads are needed
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to keep the processing elements occupied. The local work size is also halved when the

number of iterations crosses 16, whereas the vectorization factor doubles. However,

these can be explained as they are dependant on the global work size.

The local work size has to be doubled at the smaller number of iterations, because

with the larger global work size, the execution time will be higher if lesser number of

threads are allocated to a work-group. The reason for the vectorization factor being

higher when the kernel becomes compute-bound could be that there are lower number

of threads than before and more computation also and so a higher vectorization factor

will be appropriate for lower execution time.

Then the question arises as to why the vectorization factor is not higher. The rea-

son could be that, with an even higher vectorization factor, the benefit gained might

be overruled by the higher memory latency. Figure 6.11(b) shows the graph for the

Nvidia. The only difference here is that the kernel becomes compute-bound when the

number of iterations become larger than 64. The doubling of the vectorization factor

and the halving of both the global and local work sizes are similar to the behaviour for

the ATI.

6.5.2 On the CPU

Figures 6.11(c) and 6.11(d) shows the behaviour for the CPUs. Though the graphs for

the GPUs have been very consistent with expectations, the graphs for CPUs appear

to exhibit more random behaviour. For the i3, there are some abrupt jumps and the

configurations are also quite random. For the i7 also, the configurations seem to be

arbitrary. Even though the kernel starts to be compute-bound for the i7 when the

number of iterations crosses 16, there is no observable pattern of configurations.

Nevertheless, there are some interesting observations, one of which is that, the

number of threads is much lower than that for the GPUs. The highest value for the i3

is 2048 and that for the i7 is 512. Another interesting point to note is that at almost

all iteration levels, the best vectorization factor seems to be 16. The graphs for the

coalesced and non-coalesced versions exhibit similar behaviour and hence the results

for the coalesced versions are shown here. For the non-coalesced results, please refer

to the appendix B.3.
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6.6 Summary

This chapter presented the experiment results and the critical analysis of the results.

The results for all the various kernels presented in Chapter 4 are analysed for the four

devices. For each optimization parameter the optimal configuration was presented. The

effects of one parameter on others are also discussed. When designing applications for

the GPU, using coalesced access wherever possible will be optimal. For implementing

this, the source code for the kernel will have to be modified. However, as the results

show, in case the memory access choice cannot be made, the application could be con-

figured to use a large number of threads resulting in better performance. In case of the

CPU, the non-coalesced access method is always optimal. Nevertheless, vectorizing

the kernel will be a good method to get optimal performance on the CPU even if the

kernels are implemented with coalesced memory access. Another area of discussion

was the effects of exploring the same optimization parameters on memory-bound and

compute-bound kernels.

The chapter also compared and summarized the performance of various device

architectures for each of the experiments. The next chapter presents the difficulties

encountered, the future work and finally, the conclusion to the thesis.



Chapter 7

Conclusion

This thesis has explored the optimization space of multi-core architectures such as ATI,

Nvidia and Intel using various OpenCL benchmarks. The benchmarks are custom

developed to be configurable for applying exhaustive combinations of optimization

parameters, for the exploration process. The design and implementation for the kernels

have been provided in chapter 4, with discussions about the optimization space and the

kernel variants designed for evaluating each optimization. Finally in chapter 6, the

results of the experiments have been provided, including the optimal configurations

for each architecture for each optimization parameter.

This chapter first summarizes the contributions of the thesis. In the subsequent

section, the difficulties encountered during the thesis are presented, followed by a dis-

cussion of the future work. Finally, section 7.4 provides a summary of this work,

thereby concluding the thesis.

7.1 Contributions

The aim of this project has been to explore the optimization space using OpenCL

benchmarks and identify the optimal parameters for multi-core architectures. The ex-

periment results and analysis for the architectures are summarised below.

Choosing the number of threads The parameters for the number of threads are con-

figured when the kernel is enqueued for execution. Two parameters are config-

ured, which are the total number of threads (global work size) and the number of

threads in a work-group (work-group size). On the GPUs, the best performance

is always visible when the total number of threads are much higher (< 4096)
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than the number of processors, regardless of other optimizations. Another point

to note is that the performance increase is linearly proportional to both the total

number of threads and the number of threads within a work-group. So increas-

ing the work-group size as high as possible also results in good performance on

the GPUs. This behaviour can be attributed to the fact that GPUs have a large

number of computational units, thereby requiring a large number of threads to

take advantage of hardware parallelism.

On the CPUs, choosing the number of threads depends on the memory access

method implemented. With the non-coalesced access, choosing the number of

threads for the best performance is quite easy as the only condition is that the

number of threads has to be at least equal to the number of cores. So for the

Intel i7, optimal performance is with 6 or more threads. However, with coalesced

access, the number of threads has to be either equal to the number of cores and or

as high as possible to derive the best performance. Obtaining good performance

with a very large number of threads is an interesting behaviour on the CPUs.

This burst in performance could be due to the less amount of context switching

as the amount of computation done by one thread is minimal. There are as many

threads as the number of elements and so, almost all the data being accessed by

a thread could be stored in the large caches of the CPU.

Choice of memory access method Coalesced memory access is the best choice for

GPUs whereas non-coalesced access is the optimal one for CPUs. However,

there are certain cases where the non-coalesced access can be optimal for GPUs

and coalesced access good for CPUs. Coalesced access is better for GPUs due

to their small cache sizes. With non-coalesced access, the bandwidth is wasted

resulting in bad performance, as the processor keeps loading data which is going

to be unused into the cache.

If the number of threads is as large as the data such that the computation being

done by one thread is minimal, then the choice of memory access does not mat-

ter. This is because in this case there is less unused data in the cache. Similarly,

the other access method could be opted on architectures where vectorization has

a profound effect, namely the ATI and the Intel. After vectorization, the perfor-

mance for both the access methods is optimal for these architectures.

Vectorizing the code Vectorization is an important optimization in the sense that on

architectures that support it natively there are huge improvements. Vectorization
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as an optimization parameter have been investigated by Rul et al.[43] also. The

improvements gained in some cases are large enough to overcome the negative

impact of other parameters. Nvidia does not show much improvement with vec-

torization and as the experiment results show, in some cases it is even detrimen-

tal to performance. On the other hand, both the ATI and the Intel architectures

benefit heavily from vectorization as seen from the results. ATI supports vector

instructions natively, thereby enabling it to process more data per clock cycle.

On the ATI, the non-coalesced memory access which initially had low perfor-

mance exhibits similar performance to coalesced memory access after applying

vectorization. With vectorization, more elements are accessed per clock cycle.

So the number of cache-misses drastically reduces. Similar is the case for the

CPUs as they both react positively to vectorization.

Optimal configuration for memory-bound and compute-bound kernels The exper-

iments have been run with memory-bound and compute-bound kernels for achiev-

ing two goals.

• To investigate the effects of increasing computation on the aforementioned

optimization parameters.

• To identify the optimal configuration for a kernel having a certain level of

computational intensity.

On the ATI, as the kernel becomes compute-bound, the total number of threads

for the best performance gets halved. The work-group size also gets halved

whereas the vectorization factor doubles. The reason for the number of thread

being halved can be due to the fact that at a lower computational intensity, more

threads are needed to keep the processing elements occupied. When the ker-

nel becomes compute-bound, the vectorization factor doubles as there are lower

threads than before and more computation, thereby requiring higher vectoriza-

tion factors for lower execution times. Both the GPUs show very similar be-

haviour whether they are memory-bound or compute-bound. The CPUs on the

other hand, exhibit random behaviour. There is no identifiable pattern other

than that for most cases, the best vectorization factor is 16. So for the CPUs, it

is difficult to predict the optimal configuration of parameters.
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7.2 Difficulties Encountered

In this section, some of the major difficulties encountered during the project are dis-

cussed. During the initial stages of the project, we faced an issue in which the test

verification for the computation done by the kernel passes successfully, but the com-

putation takes less time than expected. With further investigation, it was found that the

GPU memory is retaining the data from the previous execution and even though no

computation took place, the old data was being copied back and verified. To prevent

this problem, the GPU memory was reset each time by copying zeroed data into it

before running a kernel.

Another issue was the faulty memory of the Nvidia Geforce GTX 580 which was

the high-end GPU initially considered. With the exhaustive number of experiments,

all the devices have been thoroughly stressed to their limits. The experiments used

the whole of the global memory in the devices. During the test verification, the test

execution program reported that some of the computations done by the GTX 580 were

incorrect. With further investigation, the memory was found to be faulty and the card

was replaced by the Nvidia Tesla C2070.
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The largest setback occurred while implementing the “compute-adaptable” kernel.

The initial design of the kernel just contained the additional loop with the loop-count

and loop-increment variables passed as macros into the kernel. It did not contain the

additional arguments, as explained in section 4.4. Experiments were run on all archi-

tectures with the original version of the compute-adaptable kernel. However, on the

ATI, there was a problem of an abrupt jump in the obtained results. This problem can

be clearly seen in the figure 7.1. Figure 7.2 shows the graph after the workaround was

applied. On the other architectures, there was no such issue.
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The instruction set architecture (ISA) code generated for the ATI and the PTX code

generated for the Nvidia, were compared to understand this behaviour. The ISA[1] is

the assembly code for the AMD, and similarly the PTX[36] is the assembly code for

the Nvidia. The ATI compiler identifies the loop invariant code in the kernel and op-

timizes it away, resulting in the low execution time. However, the problem was that

this is done only for a certain number of iterations, after which the compiler stops

optimizing, causing the abrupt jump in execution time. For a vector size of 256, the

optimization stops after the number of iterations become greater than 2048. The opti-

mization is certainly a good job done by the compiler, but the results will be biased for

the experiments as the computation is not actually being done.

For further investigation, the compiler optimizations were disabled using the –

cl opt disable flag. The Nvidia compiler worked as expected and obeyed the flag.

Although on the ATI, the result was interesting as the ATI compiler did not respond to

this flag as it still did the optimization. This was confirmed by checking the ISA code.

So this is hence confirmed to be a bug with the ATI compiler1.

To fix the issue, the kernel had to be redesigned in some manner such that the

compiler will not be able to identify loop invariant code. Each time after the kernel

was tweaked, the ISA code had to be analysed and compared to and so this process

was time-consuming. Initially, the loop-count was passed across to the kernel through

a macro, and this was changed to a dynamic parameter to prevent the optimization.

Once this was done, the loop invariant optimization was prevented, but the compiler

began to apply loop unrolling instead. Finally, the kernel was redesigned such that

both the loop-count and the loop-increment variables are passed as arguments to the

kernel function. This version worked as expected and successful results were obtained

as shown in figure 7.2.

7.3 Future Work

Within the limited time-frame for the project, various optimization parameters are ex-

plored by adapting the vector-add application to create different versions for each.

From evaluating the results of all the various kernel versions, the optimization parame-

ters could be mapped as either positive or negative for the evaluated architectures. The

results also confirm that an optimization which works well for a particular architec-

ture, can impact negatively on another architecture. However, there is still room for

1This bug is fixed in the latest version of the ATI compiler released on August 8th.[53]
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improvement in many areas.

One possibility is to automate the process of exploring the optimization space,

such that the optimal program can be found automatically. A lot of manual work

is required to quantify the performance of each parameter and tweaking the kernel

subsequently. Prior work is done in the auto-tuning area for CUDA[33, 9, 7], which

could be adapted to create an auto-tuning framework for OpenCL also. One trivial

method of implementing auto-tuning is to run all possible configurations and then pick

the best one. This could be even improved upon by applying heuristics to make the

process faster.

In this project, the one-dimensional vector-addition and its variants have been used

for the experiments. More applications could be added for experimentation, thereby

further improving the results. With more time, two-dimensional applications like ma-

trix multiplication or even three-dimensional applications such as 3D FFTs[33] could

be evaluated. Another improvement is to evaluate more architectures for further ex-

ploration of the optimization space. The Cell[16] is one such architecture that could

be included in future evaluations.

Another area of improvement could be in applying the obtained results. It could be

used by developers for manually tuning the programs for a particular architecture. A

better option is to incorporate the optimization results into a machine learning model

to be used in a compiler. By just specifying the target architecture at compilation,

the compiler will then be able to apply the right optimizations for the OpenCL pro-

gram, yielding maximum performance. This will make the application of optimization

to the program, a transparent and a programmer-independent process, similar to the

optimization currently done by standard compilers such as GCC[13].

7.4 Summary

In this thesis, the optimization space have been exhaustively explored by running

OpenCL benchmarks (over 600,000 runs) for all the possible combination of optimiza-

tion parameters on the multi-core architectures. The optimal parameters have been

successfully identified and in addition, the rationality for the parameters being the best

is also sought out. The results could be used by programmers developing applications

for these architectures to improve the performance significantly. Furthermore, the pa-

rameters can be also used for porting existing applications for these architectures with

optimum performance gains. As mentioned in the previous section, the identified pa-
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rameters could also be incorporated into a compiler for automatic optimization based

on the target architecture.

The experiments also show that each architecture responds differently to various

optimizations and hence a thorough exploration of the optimization space is required

for maximum efficiency. A limitation of the approach is that the optimization space

have been manually explored, which is a very time-consuming process. Another ap-

proach that could be adopted is automatic exploration, but the sensitivity of the archi-

tectures to the optimization parameters could be a problem.

In this chapter, the contributions of this thesis were presented in the first section.

The various optimization parameters along with the right configurations for them for

different architectures were presented. The chapter also discussed the difficulties en-

countered during the thesis. Finally, the thesis is concluded with a discussion of the

various areas of future work for this thesis.
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Kernel Implementation

A.1 Coalesced Vector-Add

1 __kernel void vector_add(__global VECTOR_TYPE *A,

2 __global VECTOR_TYPE *B,

3 __global VECTOR_TYPE *C)

4 {

5 int i = get_global_id(0);

6 int step = get_global_size(0);

7

8 int start = i;

9 int end = NO_OF_ELEMENTS / VECTORIZATION;

10

11

12 for(int j = start; j < end; j = j + step)

13 C[j] = A[j] + B[j];

14 }

Listing 5: Coalesced Vector-Add
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A.2 Non-Coalesced Vector-Add

1 __kernel void vector_add(__global VECTOR_TYPE *A,

2 __global VECTOR_TYPE *B,

3 __global VECTOR_TYPE *C)

4 {

5 int i = get_global_id(0);

6 int no_of_threads = get_global_size(0);

7

8 int elements_per_thread = NO_OF_ELEMENTS / no_of_threads;

9 int n = elements_per_thread / VECTORIZATION;

10

11 int start = i * n;

12 int end = (i+1) * n;

13

14 for(int j = start; j < end; j = j + 1)

15 C[j] = A[j] + B[j];

16 }

Listing 6: Non-Coalesced Vector-Add
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A.3 Non-Coalesced Compute-Adaptable Vector-Add

1 __kernel void vector_add(__global VECTOR_TYPE *A,

2 __global VECTOR_TYPE *B,

3 __global VECTOR_TYPE *C,

4 __global int iter,

5 __global int inc)

6 {

7 int i = get_global_id(0);

8 int no_of_threads = get_global_size(0);

9 int elements_per_thread = NO_OF_ELEMENTS / no_of_threads;

10 int n = elements_per_thread / VECTORIZATION;

11 int start = i * n;

12 int end = (i+1) * n;

13

14 VECTOR_TYPE a,b,val;

15 int c = inc;

16

17 for(int j = start; j < end; j = j + 1)

18 {

19 a = A[j];

20 b = B[j];

21 val = a + b;

22 int k=0;

23 for(; k< iter;)

24 {

25 val = val + k; k = k + c;

26 }

27 C[j] = val;

28 }

29

30 }

Listing 7: Non-Coalesced Compute-Adaptable Vector-Add
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Experiment Results

B.1 Vectorization - Memory Access Methods

Total Number of Threads

B
es

t E
xe

cu
tio

n 
T

im
e(

m
s)

2000

4000

6000

8000

10000

12000

●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

25 210 215 220

Vectorization
none

● enabled

Figure B.1: ATI Coalesced

Total Number of Threads

B
es

t E
xe

cu
tio

n 
T

im
e(

m
s)

1000

2000

3000

4000

●

●

●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

25 210 215 220

Vectorization
none

● enabled

Figure B.2: ATI Non-Coalesced
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Figure B.3: Nvidia Coalesced
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Figure B.5: Intel i3 Coalesced
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Figure B.7: Intel i7 Coalesced
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B.2 Vectorization - Global and Local Work Sizes
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B.3 Compute-Adaptable Kernel
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B.4 Unrolling Loops

In this section, the preliminary analysis of the effect of unrolling loops on the multi-

core architectures is presented. For all the architectures, unrolling loops shows im-

provement in performance. However, if the unrolling factor is high enough, the op-

timization could be detrimental to performance. This behaviour is seen on both the

GPUs. When the unrolling factor is 128, the execution time on the ATI becomes higher

than the execution time with no unrolling.
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Similarly, for the Nvidia also, an unrolling factor of 128 leads to a decreased in

performance. On the CPUs, there is no decrease in performance and the execution

time keeps on decreasing as the unrolling factor increases. The experiments have been
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performed keeping the other optimization parameters fixed. With more time, further

analysis could be done to investigate the impact of loop-unrolling on all the other

parameters.
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