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1. Introduction

Each probability measure μ supported on an infinite subset of the unit circle T =
{z : |z| = 1} of the complex plane, C, gives rise to an infinite family {Φn}n�0 of 
monic polynomials orthogonal with respect to μ. For integer n � 0, the polynomial Φn

has degree n, unit coefficient in front of zn, and (Φn, Φk)L2(μ) = 0 for all k �= n. The 
polynomials {Φn}n�0 satisfy the recurrence relation

Φn+1(z) = zΦn(z) − ᾱnΦ∗
n(z), Φ0 = 1, (1.1)

where {Φ∗
n} are the “reversed” polynomials defined by Φ∗

n(z) = znΦn(1/z̄). Recurrence 
coefficients {αn} are completely determined by μ and we have |αn| < 1 for every n � 0. 
Given any sequence of complex numbers {αn} with |αn| < 1, one can find the unique 
probability measure μ on T such that {αn} is the sequence of the recurrence coefficients 
of μ, see [32], [34].

Szegő Theorem. Let μ = w dm + μs be a probability measure on T with density w and a 
singular part μs with respect to the Lebesgue measure m on T . The following assertions 
are equivalent:

(a) the set span{zn, n � 0} of analytic polynomials is not dense in L2(μ);
(b) the entropy of μ is finite: 

∫
T logw dm > −∞;

(c) the recurrence coefficients {αn} of μ satisfy 
∑

n�0 |αn|2 < ∞.

We refer the reader to [32], [33] for the historical account and an extended version 
of this result. Independent contributions to different aspects of its proof were done by 
Szegő, Verblunsky, and Kolmogorov. A partial counterpart of Szegő theorem for measures 
supported on the real line, R, is due to Krein [24] and Wiener [36] (see also Section 4.2 
in [13] or Theorem A.6 in [11] for modern expositions). Denote by Π(R) the class of all 
Radon measures on R such that 

∫
R

dμ(t)
1+t2 < ∞.

Krein–Wiener Theorem. Let μ = w dx +μs be a measure in Π(R) where w is the density 
with respect to the Lebesgue measure dx on R and μs is the singular part. The following 
assertions are equivalent:

(a) the set of functions whose Fourier transform is smooth and compactly supported on 
[0, +∞) is not dense in L2(μ);

(b) the entropy of μ is finite: 
∫
R

log w(t)
1+t2 dt > −∞.

The Szegő and Krein–Wiener theorems have a probabilistic interpretation. Roughly, 
it says that a stationary Gaussian sequence/process with the spectral measure μ is non-
deterministic if and only if the entropy of μ is finite, see, e.g., Section II.2 in [18] or 
survey [6] for more details.
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The aim of this paper is to complement assertions (a), (b) in the Krein–Wiener the-
orem with a necessary and sufficient condition similar to condition (c) in the Szegő 
theorem. Instead of the recurrence relation Φn+1(z) = zΦn(z) − ᾱnΦ∗

n(z), we will con-
sider the canonical Hamiltonian system JM ′ = zHM which naturally appears from μ
via Krein–de Branges spectral theory.

Consider the Cauchy problem for a canonical Hamiltonian system on the half-axis 
R+ = [0, +∞),

JM ′(t, z) = zH(t)M(t, z), M(0, z) =
( 1 0

0 1

)
, t � 0, z ∈ C. (1.2)

Here J =
( 0 −1

1 0

)
, the derivative of M is taken with respect to t, the Hamiltonian H is 

the mapping taking numbers t ∈ R+ into positive semi-definite matrices, the entries of 
H are real measurable functions on R+ absolutely integrable on compact subsets of R+. 
In addition, we assume that the trace of H does not vanish identically on any set of 
positive Lebesgue measure. A Hamiltonian H on R+ is called singular if

+∞∫
0

traceH(t) dt = +∞.

Two Hamiltonians H1, H2 on R+ are called equivalent if there exists an increasing 
absolutely continuous function η defined on R+ such that η(0) = 0, limt→+∞ η(t) = +∞, 
and H2(t) = η′(t)H1(η(t)) for Lebesgue almost every t ∈ R+. Clearly, η(t) rescales the 
variable t. We say that Hamiltonian H is trivial if there is a non-negative matrix A with 
rankA = 1, such that H is equivalent to A, i.e., H(t) = η′(t)A for a.e. t ∈ R+, where 
η is an increasing absolutely continuous function on R+, which satisfies η(0) = 0 and 
limt→+∞ η(t) = +∞. If Hamiltonian is not trivial, it is called nontrivial.

Let H be a singular nontrivial Hamiltonian on R+, and let M be the solution of (1.2). 
Fix a parameter ω ∈ R ∪ {∞} and define the Weyl-Titchmarsh function m of (1.2) on 
C \R by

m(z) = lim
t→+∞

ωΦ+(t, z) + Φ−(t, z)
ωΘ+(t, z) + Θ−(t, z) , M(t, z) =

(
Θ+(t,z) Φ+(t,z)
Θ−(t,z) Φ−(t,z)

)
. (1.3)

The fraction ∞c1+c2
∞c3+c4

for non-zero numbers c1, c3 is interpreted as c1
c3

. For the Weyl-
Titchmarsh theory of canonical Hamiltonian systems see [17] or Section 8 in [31]. 
Theorem 2.1 in [17] implies that the denominator of the fraction in (1.3) is nonzero 
for large t � 0, the function m does not depend on the choice of the parameter ω, and 
Imm(z) > 0 for z in C+ = {z ∈ C : Im z > 0}. Hence, there exists a measure μ ∈ Π(R), 
and numbers a ∈ R, b � 0, such that

m(z) = 1
π

∫ ( 1
x− z

− x

1 + x2

)
dμ(x) + bz + a, z ∈ C \R. (1.4)
R
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The measure μ in (1.4) is called the spectral measure of the system (1.2). It is easy to 
check that equivalent Hamiltonians have equal Weyl-Titchmarsh functions, see [38]. The 
following theorem is central to Krein – de Branges inverse spectral theory [19], [9].

De Branges Theorem. For every analytic function m in C+ with positive imaginary 
part, there exists a singular nontrivial Hamiltonian H on R+ such that m is the Weyl-
Titchmarsh function (1.3) for H. Moreover, any two singular nontrivial Hamiltonians 
H1, H2 on R+ generated by m are equivalent.

See [31], [37] for proofs to this theorem. A measure μ on R is called even if μ(I) =
μ(−I) for every interval I ⊂ R+. It is well-known that a Hamiltonian H has the diagonal 
form H = diag(h1, h2) almost everywhere on R+ if and only if its spectral measure μ

is even and a = 0 in (1.4), see Lemma 2.2 below. Here diag(c1, c2) =
(

c1 0
0 c2

)
for c1, 

c2 ∈ R+.
Szegő class Sz(R) on the real line R consists of measures μ ∈ Π(R) that satisfy 

equivalent assertions (a), (b) in Krein–Wiener theorem. Given a measure μ = w dx + μs

in Sz(R), define its normalized entropy by

K(μ) = log 1
π

∫
R

dμ(x)
1 + x2 − 1

π

∫
R

logw(x)
1 + x2 dx.

By Jensen’s inequality, we have K(μ) � 0, and, moreover, K(μ) = 0 if and only if μ is a 
non-zero scalar multiple of the Lebesgue measure on R.

We say that a measure μ ∈ Π(R) generates a Hamiltonian H if the Weyl-Titchmarsh 
function (1.3) of H has the form m : z �→ 1

π

∫
R

( 1
x−z − x

1+x2

)
dμ(x). To every H with √

detH /∈ L1(R+) we associate the sequence of points {ηn} by

ηn = min

⎧⎨⎩t � 0 :
t∫

0

√
detH(s) ds = n

⎫⎬⎭ , n � 0. (1.5)

Our main result is the following theorem.

Theorem 1. An even measure μ ∈ Π(R) belongs to the Szegő class Sz(R) if and only 
if some (and then every) Hamiltonian H = diag(h1, h2) generated by μ is such that √

detH /∈ L1(R+) and

K̃(H) =
+∞∑
n=0

⎛⎝ ηn+2∫
ηn

h1(s) ds ·
ηn+2∫
ηn

h2(s) ds− 4

⎞⎠ < ∞, (1.6)

where {ηn} are given by (1.5). Moreover, we have K̃(H) � cK(μ)ecK(μ) and K(μ) �
cK̃(H)ecK̃(H) for an absolute constant c.
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By definition, the terms in (1.6) are nonnegative:

ηn+2∫
ηn

h1(s) ds ·
ηn+2∫
ηn

h2(s) ds− 4 �

⎛⎝ ηn+2∫
ηn

√
detH(s) ds

⎞⎠2

− 4 = 0,

and the sum in (1.6) equals zero if and only if H is a constant Hamiltonian. Note that 
the spectral measure μ of a constant diagonal Hamiltonian H with detH �= 0 is a scalar 
multiple of the Lebesgue measure on R, in particular, we have K(μ) = 0 in this case.

Diagonal canonical Hamiltonian systems are closely related to the differential equation 
of a vibrating string:

− d

dM(t)
d

dt

(
y(t, z)

)
= zy(t, z), t ∈ [0, L), z ∈ C. (1.7)

Here 0 < L � +∞ is the length of the string, M : (−∞, L) → R+ is an arbitrary 
non-decreasing and right-continuous function (mass distribution) that satisfies M(t) = 0
for t < 0. If M is smooth and strictly increasing on R+, then equation (1.7) takes the 
form −y′′ = zM ′y.

In this paper, we consider L and M that satisfy the following conditions:

L + lim
t→L

M(t) = ∞ and lim
t→L

M(t) > 0 , (1.8)

where the last bound means that M is not identically equal to zero. If (1.8) holds, we 
say that M and L form [M, L] pair. To every [M, L] pair one can associate a string and 
Weyl-Titchmarsh function q with spectral measure σ supported on the positive half-axis 
R+. We discuss these objects in more detail in Section 6. Theorem 1 can be reformulated 
for Krein strings as follows.

Theorem 2. Let [M, L] satisfy (1.8) and σ = v dx + σs be the spectral measure of the 
corresponding string. Then, we have 

∫∞
0

log v(x)
(1+x)

√
x
dx > −∞ if and only if 

√
M ′ /∈ L1(R+)

and

K̃[M,L] =
+∞∑
n=0

(
(tn+2 − tn)(M(tn+2) −M(tn)) − 4

)
< ∞, (1.9)

where tn = min
{
t � 0 : n =

∫ t
0

√
M ′(s) ds

}
.

Condition (1.8) guarantees that the string [M, L] has a unique spectral measure. It 
does not restrict the generality of Theorem 2: if (1.8) is violated, then either M = 0
and 
∫∞
0

log v(x)
(1+x)

√
x
dx = −∞ because v = 0, or L + limt→L M(t) < ∞ in which case the 

Weyl-Titchmarsh function is meromorphic and real-valued on R, so v(x) = 0 again and 
the logarithmic integral diverges. More details on Theorem 2 can be found in Section 6.
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Strategy of the proof of Theorem 1. Our approach is based on the analysis of an entropy 
function KH of the Hamiltonian H on R+ which we define as follows:

KH(r) = K(μr), r � 0,

where μr is the spectral measure of the “shifted” Hamiltonian Hr : x �→ H(x + r). To 
estimate K̃(H) in terms of K(μ) = KH(0) for an arbitrary Hamiltonian H, we first 
study the function r �→ KH(r) for “nice” H, derive two-sided estimates for it, and then 
use an approximation argument to prove that these bounds hold for all H. It turns out 
that the function KH has a number of remarkable properties. For example, KH is a 
non-negative absolutely continuous function on R+ that satisfies KH(0) = K

Ĥr
(0) +

KH(r) where Ĥr is a suitable analog of Bernstein-Szegő approximation of H. Moreover, 
KH is non-increasing on R+ and its derivative, K′

H, appears in a differential equation 
that involves coefficients h1, h2 of the Hamiltonian H = diag(h1, h2), see Lemma 2.7. 
Hence, the problem of estimating K(μ) is reduced to describing all functions h1, h2 for 
which the solution to this equation, KH, is bounded on the half-axis R+. Analyzing this 
equation in the case when H = diag(h, 1/h), we obtain two inequalities

∑
n�0

⎛⎝ 1
tn

4n+tn∫
4n

h(s) ds · 1
tn

4n+tn∫
4n

ds

h(s) − 1

⎞⎠ � e10K(μ) − 1, {tn} ⊂ [3, 4],

and

K(μ) �
∞∫
0

⎛⎝ 1
h(r)

∞∫
r

h(s)er−s ds + h(r)
∞∫
r

1
h(s)e

r−s ds− 2

⎞⎠ dr,

see Propositions 3.1 and 3.2. The first one is reminiscent of (1.6) and it is used to derive 
an estimate K̃(H) � cK(μ)ecK(μ). Showing that the second bound implies K(μ) �
cK̃(H)ecK̃(H) is more involved. In fact, to do that we need to introduce and study a new 
functional class A2(R+, �1) which resembles the Muckenhoupt class of weights A2(R+). 
This is done in Section 5.

Historical remarks. Except for Krein–Wiener theorem, all previously known results on 
Szegő theorem in the continuous setting were proved for the so-called Krein systems, i.e., 
differential systems that appear as a result of “orthogonalization process with continuous 
parameter” invented by Krein in [26]. Krein systems with locally summable coefficients 
can be reduced to the canonical Hamiltonian systems with absolutely continuous Hamil-
tonians H (see, e.g., [2] for this reduction in the diagonal case). The class of Hamiltonians 
considered in Theorem 1 is considerably wider. Krein himself formulated a restricted ver-
sion of Szegő theorem for Krein systems in [26]. In [10], the second author of this paper 
characterized Krein systems with coefficients from a Stummel class whose spectral mea-
sures belong to Sz(R). In [35], Teplyaev fixed an error in the original formulation of 
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Szegő theorem in [26]. The reader interested in Szegő theory for Krein systems can find 
further information in monograph [11]. In [21] and [22], Killip and Simon proved analogs 
of Szegő theorem for Jacobi matrices and Schrödinger operators. See also the work [29]
by Nazarov, Peherstorfer, Volberg, and Yuditskii for a closely related subject of sum 
rules for Jacobi matrices. Deep relations of various completeness problems to the theory 
of de Branges spaces and canonical Hamiltonian systems were utilized in [1], [7], [27], 
[28], [30]. The results of the present paper were used in [5], [3], [4], [14], [23].

The structure of the paper. We start by studying the basic properties of entropy function 
for diagonal canonical systems in Section 2. Section 3 contains the proof of upper and 
lower bounds for the entropy. Theorem 1 is proved in the fourth section. The new func-
tional class which appears in the proof of Theorem 1 is studied in Section 5. We consider 
Krein strings and prove Theorem 2 in Section 6. The paper ends with an appendix which 
contains some auxiliary results.

Notation. In the text, we use the following standard notation. Given set E ⊂ R with 
positive Lebesgue measure |E| > 0 and nonnegative f ∈ L1(E), we denote 〈f〉E =
1

|E|
∫
E
fdx. Suppose a ∈ R, l > 0, then Ia,l = [a, a + l). The symbols C, c denote absolute 

constants which can change the value from formula to formula. For two non-negative 
functions f1, f2, we write f1 � f2 if there is an absolute constant C such that f1 � Cf2
for all values of the arguments of f1, f2. We define � similarly and say that f1 ∼ f2 if 
f1 � f2 and f2 � f1 simultaneously. Given a set E ⊂ R, χE stands for the characteristic 
function of E. The norm of the space Lp(R+) is denoted by ‖ · ‖p. The space L1

loc(R+)
consists of functions that are absolutely integrable on compact subsets of R+. Symbol 
[x] stands for the integer part of a real number x.

2. Entropy function of a canonical Hamiltonian system

In this section, we introduce the entropy function of a diagonal canonical Hamiltonian 
system and show that it has a number of remarkable properties.

Let H = diag(h1, h2) be a singular nontrivial diagonal Hamiltonian on R+, and let 
m, μ be its Weyl-Titchmarsh function and the spectral measure, so that

Imm(z) = 1
π

∫
R

Im z

|x− z|2 dμ(x) + b Im z, z ∈ C+. (2.1)

For every r � 0 define Hr to be the Hamiltonian on R+ taking x into H(x +r). Let mr, 
μr, br denote the Weyl-Titchmarsh function, the spectral measure, and the coefficient 
in (1.4) of system (1.2) for H = Hr. Each time we work with these objects later in the 
text we assume that Hr is nontrivial. Define

IH(r) = 1
π

∫
dμr(x)
1 + x2 + br = −imr(i), YH(r) = 1

π

∫ logwr(x)
1 + x2 dx, (2.2)
R R
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where wr is the density of the absolutely continuous part of μr = wr dx +μr,s. The second 
identity above follows from the fact that μ is even, hence m takes imaginary values on 
imaginary axis. If μr /∈ Sz(R), we put YH(r) = −∞. Define the entropy function of H
by

KH(r) = log IH(r) − YH(r), r � 0.

Note again that Jensen’s inequality and an estimate br � 0 give

KH(r) � 0 . (2.3)

For the “dual” Hamiltonian Hd = J∗HJ = diag(h2, h1) we denote the corresponding 
objects by Hd

r , md
r , μd

r , bdr , wd
r , IHd

r
, YHd

r
, and KHd . Note that a Hamiltonian H is 

singular and nontrivial if and only if Hd is singular and nontrivial. We also will need the 
Hamiltonian

Ĥr(t) =
{
H(t), t ∈ [0, r),
diag(I−1

H (r), IH(r)), t ∈ [r,+∞),
(2.4)

which plays the role of “Bernstein-Szegő approximation” to H. From formula (2.2) we 
see that the Hamiltonian Ĥr is correctly defined and nontrivial if and only if mr(i) �= 0, 
that is, Hr is nontrivial. Indeed, if mr(i) �= 0, then 0 < IH(r) < ∞ and Ĥr is nontrivial 
by definition. The converse statement also holds.

Later we will use notation μ̂r for the spectral measure generated by Ĥr.
An analytic function f in the upper half-plane C+ = {z ∈ C : Im z > 0} is said to 

have bounded type if f = f1
f2

for some bounded analytic functions f1, f2 in C+, where 
f2 is not identically zero. Denote by N(C+) the class of all functions of bounded type in 
C+. For every function f ∈ N(C+) we have

∫
R

∣∣log |f(x)|
∣∣

1 + x2 dx < ∞, (2.5)

see, e.g., Theorem 9 in [9]. The mean type of a function f ∈ N(C+) is defined by

type+(f) = lim sup
y→+∞

log |f(iy)|
y

.

The upper limit above is finite for every nonzero function f ∈ N(C+) by Theorem 10 in 
[9]. A remarkable fact of the spectral theory of canonical Hamiltonian systems is that for 
every t � 0 the entries of solution M(t, z) to Cauchy problem (1.2) are entire functions 
in z of bounded type in C+ and their mean type in C+ equals
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ξH(t) =
t∫

0

√
detH(s) ds. (2.6)

This formula has been found by Krein [25] in the setting of the string equation and then 
proved in full generality by de Branges, see Theorem X in [8]. A short proof of (2.6) is 
in Section 6 of [31]. As a consequence, we have the following result.

Proposition 2.1. Let H be a Hamiltonian on R+ and let entire function f(z) be one of 
the entries {Θ±(t, z), Φ±(t, z)} of the matrix M in (1.3). Then, if f is not equal to zero 
identically in C+, we have

1
π

∫
R

log |f(x)| Im z

|x− z|2 dx = log |f(z)| − ξH(t) Im z (2.7)

for every z ∈ C+.

Proof. Let M =
(

Θ+ Φ+

Θ− Φ−

)
be the matrix solution of (1.2), and let Θ =

(
Θ+

Θ−

)
denote 

its first column. Then

JΘ′(t, z) = zH(t)Θ(t, z), Θ(0, z) =
( 1

0

)
, t � 0, z ∈ C.

Integration by parts gives

t∫
0

〈JΘ′(s, z),Θ(s, z)〉C2 ds = 〈JΘ(t, z),Θ(t, z)〉C2 +
t∫

0

〈Θ(s, z), JΘ′(s, z)〉C2 ds,

where the inner product in C2 is given by 〈
( c1
c2

)
, 
( c3
c4

)
〉C2 = c1c3 + c2c4. It follows that

Im(Θ+(t, z)Θ−(t, z)) = Im z ·
t∫

0

〈H(s)Θ(s, z),Θ(s, z)〉C2 ds, z ∈ C. (2.8)

Take f as one of {Θ±}. If f(z0) = 0 for some z0 ∈ C+, then (2.8) implies that 
H(s)Θ(s, z0) = 0 for almost all s ∈ [0, t] due to the fact that H � 0 on R+. Hence, 
JΘ′(s, z0) = 0 for almost all s ∈ [0, t]. This implies that Θ(s, z0) =

( 1
0

)
for all s ∈ [0, t]. 

This may happen only in the case when H has the form 
(

0 0
0 h22

)
on [0, t]. But then 

Θ(s, z) =
( 1

0

)
for every s ∈ [0, t], z ∈ C, in particular, f(z) = f(z0) = 0 in C+. Thus, we 

see that either f is identically zero in C+ or f(z) �= 0 for z ∈ C+. Function f belongs to 
N(C+), it is smooth on R, and has no zeros in C+. So, there exists an outer function F
on C+ such that f(z) = e−iξH(t)zF (z), z ∈ C+, see Theorem 9 in [9]. Now (2.7) follows 
from the mean value theorem for the harmonic function log |F |. The proof for Φ± is 
similar. �
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Proposition 2.2. Let f be an analytic function in C+ such that Im f(z) > 0 for all 
z ∈ C+. Then for almost all x ∈ R there exists finite non-tangential limit f(x) =

lim
|z−x|<2 Im z

z→x

f(z) and

1
π

∫
R

log |f(x)| Im z

|x− z|2 dx = log |f(z)|

for every z ∈ C+, where integral in the left hand side converges absolutely.

Proof. Combine Corollary 4.8 in Section 4 with Exercise 13 in Section 7 of Chapter II 
in [16]. �

For every ϕ ∈ [0, π), set eϕ =
( cos ϕ

sin ϕ

)
. An open interval I ⊂ R+ is called indivisible 

for H of type ϕ if there is a function h on I such that H(x) = h(x)eϕe�ϕ for almost all 
x ∈ I, and I is the maximal open interval having this property. Note that a Hamiltonian 
H on R+ is nontrivial if (0, +∞) is not an indivisible interval of some type ϕ for H.

The following four lemmas are known. We give their proofs in Appendix for the 
reader’s convenience.

Lemma 2.1. Let H be a Hamiltonian on R+ such that (0, �) is indivisible interval of 
type ϕ ∈ [0, π) for H. Then the solution M of (1.2) has the form M(t, z) =

( 1 0
0 1

)
−

zJ
∫ t
0 H(τ)dτ for every t ∈ [0, �]. In particular, for H = diag(h1, h2) and t ∈ [0, �] we 

have

M(t, z) =

⎧⎨⎩
(

1 0
−z
∫ t
0 h1(s) ds 1

)
if ϕ = 0,(

1 z
∫ t
0 h2(s) ds

0 1

)
if ϕ = π/2

.

Lemma 2.2. Let H be a singular nontrivial Hamiltonian on R+, and let m be its Weyl-
Titchmarsh function (1.3). Then, H is diagonal if and only if the measure μ is even and 
a = 0 in the Herglotz representation (1.4) of m.

Lemma 2.3. Let H be a singular nontrivial Hamiltonian on R+ and let m be its Weyl-
Titchmarsh function. Then, we have b > 0 in the Herglotz representation (1.4) of m if 
and only if (0, ε) is indivisible interval for H of type π/2 for some ε > 0. Moreover, we 
have b =

∫ ε
0 〈H(t) 

( 0
1

)
, 
( 0

1

)
〉 dt in the latter case.

Lemma 2.4. Let H = diag(a1, a2) be the constant Hamiltonian on R+ generated by pos-
itive numbers a1, a2. Then for all r � 0 we have wr =

√
a2/a1 on R and

log IH(r) = YH(r) = log
√

a2/a1 . (2.9)

The following lemma is crucial for our paper.
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Lemma 2.5. Let H = diag(h1, h2) be a singular nontrivial Hamiltonian on R+ and let μ
be the spectral measure of system (1.2) generated by H. Assume that μ ∈ Sz(R). Then 
for every r � 0 we have

(a) μr ∈ Sz(R) and μd
r ∈ Sz(R),

(b) YH(r) = YH(0) − 2ξH(r) + 2 log |Θ+(r, i) + iIH(r)Θ−(r, i)|,
(c) IH(r) = 1/IHd(r),
(d) KH(r) = KHd(r),
(e) μ̂r ∈ Sz(R) and KH(0) = K

Ĥr
(0) + KH(r),

where ξH is defined in (2.6).

Proof. Take r � 0 and consider solutions

M(t, z) =
(

Θ+(t,z) Φ+(t,z)
Θ−(t,z) Φ−(t,z)

)
, Mr(t, z) =

(
Θ+

r (t,z) Φ+
r (t,z)

Θ−
r (t,z) Φ−

r (t,z)

)
, (2.10)

of Cauchy problem (1.2) for the Hamiltonians H and Hr : x �→ H(r + x), respectively. 
We have

M0(t, z) = Mr(t− r, z)M0(r, z), t � r, z ∈ C. (2.11)

Indeed, the right hand side of the above equality satisfies equation JM ′ = zHM on 
[r, ∞) and coincides with M0(t, z) at t = r. Multiplying matrices in (2.11) and using 
(1.3) with ω = 0, we obtain

m0(z) = lim
t→+∞

Θ−
r (t− r, z)Φ+(r, z) + Φ−

r (t− r, z)Φ−(r, z)
Θ−

r (t− r, z)Θ+(r, z) + Φ−
r (t− r, z)Θ−(r, z)

. (2.12)

Suppose there is c > 0 such that (c, +∞) is the indivisible interval of type π/2 for H. 
Then from Lemma 2.1 and formula (2.12) we see that m0(z) = Φ−(c,z)

Θ−(c,z) for all z ∈ C+. 
Since functions Φ−, Θ− are real on the real axis, this implies that μ is a discrete measure 
concentrated at zeros of entire function z �→ Θ−(c, z). In particular, we cannot have 
μ ∈ Sz(R). A similar argument applies in the case where (c, +∞) is the indivisible 
interval of type 0 for some c > 0. It follows that the Hamiltonian Hr is nontrivial for 
every r � 0, in particular, its Weyl-Titchmarsh function mr is correctly defined and 
nonzero. Using (2.12) and (1.3) with ω = 0 for mr, we get the relation

m0(z) = Φ+(r, z) + mr(z)Φ−(r, z)
Θ+(r, z) + mr(z)Θ−(r, z) , z ∈ C+, r � 0. (2.13)

Hence,

Imm0(z) =
Im
(
Φ+(r, z)Θ+(r, z) + |mr(z)|2Φ−(r, z)Θ−(r, z)

)
+ − 2
|Θ (r, z) + mr(z)Θ (r, z)|
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+
Im
(
mr(z)

(
Θ+(r, z)Φ−(r, z) − Θ−(r, z)Φ+(r, z)

))
|Θ+(r, z) + mr(z)Θ−(r, z)|2 .

Since the analytic function mr has positive imaginary part in C+ for every r � 0, 
we can take non-tangential limit as z → x in this formula for almost all x ∈ R, see 
Proposition 2.2. The analytic functions Θ±, Φ± are real on the real line. The Wronskian 
is constant in r, thus

Θ+(r, z)Φ−(r, z) − Θ−(r, z)Φ+(r, z)

= detM0(r, z) = detM(r, z) = detM(0, z) = 1,

for all r � 0, z ∈ C, hence we obtain

w0(x) = Imm0(x) = Immr(x)
|Fr(x)|2 = wr(x)

|Fr(x)|2 , (2.14)

for almost all x ∈ R, where Fr : z �→ Θ+(r, z) + mr(z)Θ−(r, z) is the analytic function 
in C+ and Fr(x), x ∈ R, are the non-tangential boundary values of Fr. Denote the first 
column of the matrix-function M in (2.10) by Θ =

(
Θ+

Θ−

)
. Assume for a moment that 

(0, r) is not an indivisible interval of type π/2 for H. Then formula (2.8) implies that 
Θ−(r, z) �= 0 for every z /∈ R, and, moreover, Im Θ+(r,z)

Θ−(r,z) > 0 for z ∈ C+. Thus, the 
function log |Fr| can be represented in the form

log |Fr(z)| = log |Θ−(r, z)| + log
∣∣∣∣mr(z) + Θ+(r, z)

Θ−(r, z)

∣∣∣∣ , z ∈ C+.

Since the functions mr, Θ+(r,·)
Θ−(r,·) have positive imaginary parts in C+ and Θ− ∈ N(C+), 

we have | log |Fr(x)|| dx ∈ Π(R), and, moreover,

1
π

∫
R

log |Fr(x)|
1 + x2 dx = log |Fr(i)| − ξH(r),

by Proposition 2.1 and Proposition 2.2. In particular, the measure μr belongs to the 
Szegő class Sz(R). Taking logarithms in (2.14) and integrating with 1

1+x2 , we obtain 
assertion (b):

YH(r) = YH(0) − 2ξH(r) + 2 log |Fr(i)|. (2.15)

Let us now prove (b) in the case where H has an indivisible interval (0, ε) of type π/2 for 
some ε > 0 and r � ε. In that situation, we can use Lemma 2.1 to show that Fr(z) = 1
for all z, hence w0 = wr on R by (2.14), yielding YH(r) = YH(0) for r ∈ [0, ε]. Since 
ξH = 0 on [0, ε] by definition, this gives us relation (b) in full generality.
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Next, the solution Md(r, z) of the canonical Hamiltonian system generated by the 
dual Hamiltonian Hd = J∗HJ has the form

Md(r, z) = J∗M(r, z)J =
(

Φ−(r, z) −Θ−(r, z)
−Φ+(r, z) Θ+(r, z)

)
. (2.16)

Note that Hd, Hd
r are singular nontrivial Hamiltonians because H, Hr are singular and 

nontrivial. Using formula (1.3) with ω = ∞, we see that md
r(z) = − limt→+∞

Θ+
r (t,z)

Φ+
r (t,z) =

− 1
mr(z) for all r � 0 and all z ∈ C+. Taking the non-tangential values of imaginary parts 

gives wd
r (x) = Im mr(x)

|mr(x)|2 = wr(x)
|mr(x)|2 . This formula and Proposition 2.2 imply μd

r ∈ Sz(R)
thus completing the proof of (a). Since the measures μr, μd

r are even, we have

IHd(r) = Immd
r(i) = 1

Immr(i)
= 1

IH(r) , (2.17)

as claimed in (c). Next, using the formula wd
r (x) = wr(x)

|mr(x)|2 , x ∈ R, the mean value 
formula in Proposition 2.2, formula (2.17), and identity mr(i) = iIH(r), we obtain 
assertion (d):

KHd(r) = log IHd(r) − YH(r) + log |mr(i)|2

= − log IH(r) − YH(r) + 2 log IH(r) = KH(r).

Finally, consider the Hamiltonian Ĥr introduced in (2.4). Since Hr is nontrivial, we 
have IH(r) �= 0 and hence Ĥr is defined correctly. By definition and Lemma 2.4, we 
have I

Ĥr
(r) = IH(r), Y

Ĥr
(r) = log IH(r), and F̂r(i) = Fr(i) for the corresponding 

function F̂r. The proof of Lemma 2.4 shows that m̂t is a constant function for each 
t � r. Using this and the fact that Φ±, Θ± ∈ N(C+), from (2.13) we obtain μ̂r ∈ Sz(R). 
Comparing the right hand sides of formula (2.13) for m0 and m̂0 at z = i, we get 
I
Ĥr

(0) = IH(0). Hence, relation (2.15) for Ĥr can be written in the form

Y
Ĥr

(r) = Y
Ĥr

(0) − 2ξH(r) + 2 log |Fr(i)| = Y
Ĥr

(0) − YH(0) + YH(r).

On the other hand, we have log IH(r) = Y
Ĥr

(r) and I
Ĥr

(0) = IH(0). This yields asser-
tion (e):

KH(r) = log IH(r) − YH(r) = Y
Ĥr

(r) − YH(r) = Y
Ĥr

(0) − YH(0)

= Y
Ĥr

(0) − log IH(0) + log IH(0) − YH(0)

= Y
Ĥr

(0) − log I
Ĥr

(0) + log IH(0) − YH(0)

= −K
Ĥr

(0) + KH(0).

The lemma is proved. �
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Lemma 2.6. Let l > 0 and H be a singular Hamiltonian on R+ satisfying H(t) =
diag(a1, a2) for all t ∈ [�, +∞) where a1, a2 are positive parameters. Then its spectral 
measure μ belongs to the Szegő class Sz(R).

Proof. Formula (2.14) for r = � says that the absolutely continuous part of μ coincides 
with |w�(x)|2

|F�(x)|2 . Since H� = diag(a1, a2) on R+, we have w�(x) =
√
a2/a1 for all x ∈ R by 

Lemma 2.4. It remains to use Proposition 2.1 for the function F� �= 0 of class N(C+). �
Lemma 2.7. Let H = diag(h1, h2) be a singular nontrivial Hamiltonian on R+ whose 
spectral measure belongs to the Szegő class Sz(R). Then the functions YH(r), KH(r) are 
absolutely continuous and

Y′
H(r) = 2IH(r)h1(r) − 2ξ′H(r), (2.18)

K′
H(r) = −IH(r)h1(r) −

h2(r)
IH(r) + 2ξ′H(r), (2.19)

for almost all r � 0.

Proof. At first, assume additionally that h1, h2 belong to C1(R+), the space of continu-
ously differentiable functions on (0, +∞) whose derivatives have a finite limit at 0. Then 
the entries of the solution M(·, i) of (1.2) at z = i belong to the space C1(R+) as well. 
From formula (2.13) and identity mr(i) = iIH(r), r � 0, we also have IH ∈ C1(R+). 
Assertion (b) of Lemma 2.5 says that

YH(r) = YH(0) − 2ξH(r) + 2 log |Θ+(r, i) + iIH(r)Θ−(r, i)|, r � 0. (2.20)

Differentiating the above formula with respect to r at r = 0 and using the equation(
Θ+(r,i)′ Φ+(r,i)′

Θ−(r,i)′ Φ−(r,i)′

)∣∣∣
r=0

= M ′(0, i) = iJ∗H(0)M(0, i) =
(

0 ih2(0)
−ih1(0) 0

)
,

we obtain

Y′
H(0) = −2ξ′H(0) + 2 Re

(
Θ+(r, i)′ + iI′H(r)Θ−(r, i) + iIH(r)Θ−(r, i)′

Θ+(r, i) + iIH(r)Θ−(r, i)

)∣∣∣∣
r=0

= −2ξ′H(0) + 2IH(0)h1(0).

For r > 0 we have

Y′
H(r) = Y′

Hr
(0) = −2ξ′Hr

(0) + 2IHr
(0)h1(r) = −2ξ′H(r) + 2IH(r)h1(r).

Thus, relation (2.18) holds in the case when h1, h2 ∈ C1(R+). Now let H = diag(h1, h2)
be an arbitrary singular nontrivial Hamiltonian on R+ with spectral measure in Sz(R). 
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By Lemma 2.5, the functions IH(r), YH(r) are correctly defined on R+. Find a sequence 
of positive smooth functions {h1,n}, {h2,n} such that

lim
n→∞

T∫
0

|hj(s) − hj,n(s)| ds = 0

for every T > 0 and j = 1, 2. Solutions of the equations JM ′
(n) = iH(n)M(n), 

M(n)(0, i) =
( 1 0

0 1

)
, generated by the Hamiltonians H(n) = diag(h1,n, h2,n) will then 

converge uniformly on compact subsets of R+ to the solution M(·, i) of the equation 
JM ′ = iHM , M(0, i) =

( 1 0
0 1

)
. From formulas (2.13) and (2.20) we see that continu-

ous functions IH(n)(r), YH(n)(r) converge uniformly on compact subsets of R+ to the 
functions IH(r), YH(r), respectively. Thus, we have

YH(r) − YH(0) = lim
n→∞

(YH(n)(r) − YH(n)(0))

= −2ξH(r) + lim
n→∞

r∫
0

IH(n)(s)h1(s) ds

= −2ξH(r) +
r∫

0

IH(s)h1(s) ds,

for every r > 0. This formula shows that YH is absolutely continuous and satisfies relation 
(2.18). Relation (2.19) follows by adding (2.18) written for H and Hd = diag(h2, h1) and 
using identity

KH = −(YH + YHd
)/2 (2.21)

which is immediate from Lemma 2.5.(c), (d). �
Lemma 2.8. Let � > 0, H = diag(h1, h2) be a singular Hamiltonian on R+ such that 
H(t) = H(�) for t ∈ [�, +∞), and detH(�) �= 0. Then, for every r � 0 we have

e−
1
2YH(r)−ξH(r) =

∞∫
r

h1(s)e−
1
2YHd (s)−ξH(s) ds, (2.22)

e−
1
2YHd (r)−ξH(r) =

∞∫
r

h2(s)e−
1
2YH(s)−ξH(s) ds. (2.23)

Proof. The right hand side of (2.22) at r0 � � is equal to

h1(�)e−ξH(r0)−1
2Y

Hd (r0)
∞∫
e(r0−s)

√
h1(�)h2(�) ds =

√
h1(�)
h2(�)

· e−ξH(r0)− 1
2Y

Hd (r0).
r0
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Substituting YH(r0) = log
√

h2(�)
h1(�) , YHd(r0) = log

√
h1(�)
h2(�) into the formula above, we see 

that (2.22) holds for all r � �. Next, differentiating the left hand side of (2.22) and using 
Lemma 2.5 and Lemma 2.7, we obtain

−
(
Y′
H(r)
2 + ξ′H(r)

)
e−

1
2YH(r)−ξH(r) = −h1(r)IH(r)e− 1

2YH(r)−ξH(r)

= −h1(r)e
1
2 log IH(r)+ 1

2KH(r)−ξH(r)

= −h1(r)e
1
2 log IH(r)+ 1

2 (log I
Hd (r)−Y

Hd (r))−ξH(r)

= −h1(r)e−
1
2YHd (r)−ξH(r).

This agrees with the derivative of the right hand side of (2.22) for almost all r � 0. It 
follows that (2.22) holds for all r � 0. Formula (2.23) can be proved in a similar way. �
3. Some estimates of the entropy function

In this section we consider Hamiltonians H such that detH = 1 almost everywhere 
on R+. In the notations of Section 2, we have K(μ) = KH(0) for such Hamiltonians. 
Indeed, the coefficient b0 in (2.2) is non-zero if and only if there exists ε > 0 such that 
(0, ε) is the indivisible interval of type π/2 for H0 = H, see Lemma 2.3. The latter never 
happens for Hamiltonians H with detH = 1 almost everywhere on R+.

3.1. A lower bound for the entropy

We first obtain a local estimate for the entropy K(μ) = KH(0) in terms of H and 
then use assertion (e) of Lemma 2.5 to improve it.

Lemma 3.1. Let h � 0 be a function on R+ such that h, 1/h ∈ L1
loc(R+) and assume that 

h equals to some positive constant on [�, +∞) for some � � 0. Then, for the Hamiltonian 
H = diag(h, 1/h), we have

e
1
2KH(0) �

∞∫
0

√
ζh(t) · te−tdt,

where ζh(t) = 1
t

∫ t
0 h(s) ds · 1

t

∫ t
0

1
h(s) ds for t > 0.

Proof. Using Lemma 2.8 twice, we get

e−
1
2YH(0) =

∞∫
h(s)e− 1

2YHd (s)−s ds
0
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=
∞∫
0

h(s)

⎛⎝ ∞∫
s

1
h(τ)e

− 1
2YH(τ)es−τ dτ

⎞⎠ e−s ds

=
∞∫
0

1
h(τ)e

− 1
2YH(τ)

⎛⎝ τ∫
0

h(s) ds

⎞⎠ e−τ dτ. (3.1)

Analogous formula holds for YHd :

e−
1
2YHd (0) =

∞∫
0

h(τ)e− 1
2YHd (τ)

⎛⎝ τ∫
0

1
h(s) ds

⎞⎠ e−τ dτ. (3.2)

We have 2KH(r) = −YH(r) − YHd(r) for all r � 0 (see (2.21)). We also have KH � 0
on R+ (check, e.g., (2.3)). Multiplying formulas (3.1), (3.2) and using Cauchy-Schwarz 
inequality, we obtain

e
1
2KH(0) �

∞∫
0

e
1
2KH(τ)e−τ

√√√√√ τ∫
0

h(s) ds
τ∫

0

1
h(s) ds dτ �

∞∫
0

√
ζh(t) · te−tdt,

as required. �
Remark. We can write ζh(t) = 〈h〉[0,t]〈1/h〉[0,t] and ζh(t) � 1, as follows from Cauchy-
Schwarz inequality.

This lemma and additivity of the entropy KH imply the following estimate.

Proposition 3.1. Let h � 0 be a function on R+ such that h, 1/h ∈ L1
loc(R+) and H =

diag(h, 1/h). Then, there exists a sequence of numbers {tn} such that tn ∈ [3, 4] and

∑
n�0

⎛⎝ 1
tn

4n+tn∫
4n

h(s) ds · 1
tn

4n+tn∫
4n

ds

h(s) − 1

⎞⎠ � e10KH(0) − 1.

Proof. Iteratively applying assertion (e) of Lemma 2.5, we can find a sequence of 
Hamiltonians H(n) = diag(hn, 1/hn) such that H(n)(x) = H(4n + x) for x ∈ [0, 4], 
H(n)(x) = diag(an, 1/an) for almost all x > 4 and some constant an > 0, and

KH(0) �
∑
n�0

KH(n)(0). (3.3)

Take n � 0 and apply Lemma 3.1 for the Hamiltonian H(n). Making note of
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∞∫
0

te−tdt = 1

and applying Jensen’s inequality, we get

KH(n)(0) �
∞∫
0

log(ζh,n(t)) · te−t dt,

where ζh,n(t) = 1
t

∫ 4n+t

4n h(s) ds · 1
t

∫ 4n+t

4n
1

h(s) ds for t ∈ [0, 4], ζh,n(t) � 1 for all t > 0. 
Since 

∫
I
te−tdt � 1/10 for I = [3, 4], we have 10KH(n)(0) � mint∈I log ζh,n(t). Define tn

to be a point in I such that ζh,n(tn) = mint∈I ζh,n(t). Since ex+y − 1 � ex − 1 + ey − 1
for all x, y � 0, we notice that (3.3) implies

e10KH(0) − 1 �
∑
n�0

(
e
10KH(n) (0) − 1

)
�
∑
n�0

(
ζh,n(tn) − 1

)

=
∑
n�0

⎛⎝ 1
tn

4n+tn∫
4n

h(s) ds · 1
tn

4n+tn∫
4n

1
h(s) ds− 1

⎞⎠ ,

which is the desired estimate. �
3.2. An upper bound for the entropy

Proposition 3.2. Let h be a function as in Lemma 3.1, and let H = diag(h, 1/h) be the 
corresponding Hamiltonian. Then,

KH(0) �
∞∫
0

(κ(s) + κd(s) − 2) ds,

where κ(r) = 1
h(r)
∫∞
r

h(s)er−s ds and κd(r) = h(r) 
∫∞
r

1
h(s)e

r−s ds for r � 0.

Proof. Consider the functions

u(r) =
∞∫
r

1
h(s)e

−YH(s)−s ds, ud(r) =
∞∫
r

h(s)e−Y
Hd (s)−s ds,

defined on R+. By Lemma 2.8, we have

e−YH(r) =

⎛⎝ ∞∫
h(s)e−

Y
Hd (s)

2 er−s ds

⎞⎠2
r
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�

⎛⎝ ∞∫
r

h(s)er−s ds

⎞⎠⎛⎝ ∞∫
r

h(s)e−Y
Hd (s)er−s ds

⎞⎠
= h(r)erκ(r)ud(r).

Dividing by her, we obtain −u′(r) � κ(r)ud(r) for almost all r � 0. Analogously, we 
have −u′

d(r) � κd(r)u(r), r � 0 for the function ud. It follows that

0 � −(u2 + u2
d)′(r) � 2(κ(r) + κd(r))u(r)ud(r) � (κ(r) + κd(r))(u2 + u2

d)(r),

for almost all r � 0. Thus, we have

− ∂

∂r
log
(
u2(r) + u2

d(r)
)
� κ(r) + κd(r).

Taking into account that u(r) = ud(r) = e−r for r � � by (2.9), we get

u2(0) + u2
d(0) � (u2(�) + u2

d(�))e
∫ �
0 (κ(s)+κd(s)) ds = 2e

∫+∞
0 (κ(s)+κd(s)−2) ds . (3.4)

On the other hand, we have

u(0) =
∞∫
0

1
IH(s)h(s)e

KH(s)−s ds, ud(0) =
∞∫
0

IH(s)h(s)eKH(s)−s ds,

by assertions (c), (d) of Lemma 2.5. From (2.19) for h1 = h = 1/h2 we now get

u(0) + ud(0) = −
∞∫
0

K′
H(s)eKH(s)−s ds + 2

∞∫
0

eKH(s)−s ds

= eKH(0) +
∞∫
0

eKH(s)−s ds

� eKH(0) + 1 � 2eKH(0)/2,

using integration by parts and the fact that KH(s) � 0 for all s. Last estimate and (3.4)
imply

eKH(0) �
(
u(0) + ud(0)

2

)2

� u2(0) + u2
d(0)

2 � e
∫+∞
0 (κ(s)+κd(s)−2) ds.

Taking the logarithms, we arrive to the statement of the proposition. �
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4. Proof of Theorem 1

The classical Muckenhoupt class A2(R) is defined as the set of measurable functions 
h � 0 on R with finite characteristic

[h]2 ≡ sup
I⊂R

〈h〉I〈h−1〉I ,

where the supremum is taken over all intervals I ⊂ R. Recall that Ix,y denotes [x, x + y)
for x, y ∈ R+. For a function h � 0 on R+ and a sequence α = {αn} of positive numbers, 
put

[h, α] =
∞∑

n=0

(
〈h〉In,αn

〈h−1〉In,αn
− 1
)
. (4.1)

Each term in the sum above is nonnegative, hence [h, α] ∈ R+ ∪ {+∞} is correctly 
defined. Denote by 2 the constant sequence 2, 2, . . . indexed by non-negative integers.

Definition. Let A2(R+, �1) be the set of functions h � 0 on R+ such that the character-
istic [h]2, �1 = [h, 2] is finite.

Note that [h]2, �1 = 0 if and only if the function h is constant. Next, for a function 
h � 0 on R+ define

[h]int =
∞∫
0

(κ(s) + κd(s) − 2) ds, (4.2)

where κ(r) = 1
h(r)
∫∞
r

h(s)er−s ds and κd(r) = h(r) 
∫∞
r

1
h(s)e

r−s ds for r � 0. Since h � 0
on R+, we have h(s)

h(r) + h(r)
h(s) � 2, hence the quantity [h]int ∈ R+ ∪ {+∞} is correctly 

defined.

Proposition 4.1. Let h � 0 be a measurable function on R+. Assume that [h, α] is finite 
for a sequence α = {αn} where αn ∈ [3, 4], ∀n ∈ Z+. Then h ∈ A2(R+, �1) and, moreover, 
we have [h]2, �1 � c[h, α] with absolute constant c.

Proposition 4.2. There exists an absolute constant c such that [h]int � c[h]2,�1ec[h]2,�1 for 
every function h ∈ A2(R+, �1).

Propositions 4.1, 4.2 will be proved in the next section. Later, in the proof of the 
theorem, we will need the following lemma.

Lemma 4.1. Let H, H(k) be singular diagonal Hamiltonians on R+ such that H(k)(x) =
H(x) for every k � 0 and all x ∈ [0, k]. Suppose that the spectral measure of H(k) belongs 
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to Sz(R) for every k � 0 and supk�0 KH(k)(0) < ∞. Then, the spectral measure of H
belongs to Sz(R) and KH(0) � lim supk→∞ KH(k)(0).

Proof. Let H be a singular Hamiltonian on R+ and let m be its Weyl-Titchmarsh func-
tion. As usual, denote by Θ±, Φ± the corresponding entries of the solution M of Cauchy 
problem (1.2). Then, by the nesting circles analysis (see page 42 in Section 8 of [31] or 
page 475 in Section 7 of [17]), we have∣∣∣∣m(z) − Φ−(k, z)

Θ−(k, z)

∣∣∣∣ � 1
Im
(
Θ+(k, z)Θ−(k, z)

) , z ∈ C+, k � 0, (4.3)

where the right hand side tends to zero as k → +∞ uniformly on compacts in C+. Let 
m(k) be the Weyl-Titchmarsh function of the Hamiltonian H(k). Since H(k) coincides 
with H on [0, k], we have estimate (4.3) with m replaced by m(k) and the same right 
hand side. The triangle inequality now implies that m −m(k) tends to zero uniformly on 
compact subsets of C+.

Let us consider the measures μ̃, μ̃(k) supported on the unit circle T = {z ∈ C : |z| =
1} whose Poisson extensions to the open unit disk D = {z ∈ C : |z| < 1} coincide with 
positive harmonic functions Imm(ω), Imm(r)(ω) in D, respectively, where ω : w �→ i1−w

1+w

is the conformal mapping from D onto C+. Since the difference m −m(k) tends to zero 
uniformly on compacts in C+, the measures μ̃(k) converge weakly to the measure μ̃. 
Recall that the relative entropy of two positive finite measures ν1, ν2 on T is defined by

S(ν1|ν2) =

⎧⎨⎩−∞ if ν1 is not ν2 a.c.,
−
∫
T log

(
dν1
dν2

)
dν1 if ν1 is ν2 a.c..

It is known (see Section 2.2.3 in [32]) that the relative entropy is weakly upper-
semicontinuous, which means lim supk→+∞ S(ν1|ν2,k) � S(ν1|ν2) for every sequence of 
finite measures ν2,k on T converging weakly to a measure ν2. This implies that μ̃ belongs 
to the Szegő class on T and

−∞ < lim sup
k→∞

∫
T

log w̃(k)(ξ) dm(ξ) �
∫
T

log w̃(ξ) dm(ξ), (4.4)

where m is the Lebesgue measure on T normalized by m(T ) = 1, and w̃, w̃(k) are the 
densities on μ̃, μ̃(k) with respect to m. Changing variables in (4.4), we see that the 
spectral measure of H lies in the class Sz(R), and, moreover,

lim sup
k→+∞

YH(k)(0) � YH(0).

From the relation limk→∞ m(k)(i) = m(i) we get IH(0) = limk→+∞ IH(k)(0). The lemma 
now follows. �
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The next result establishes the key two-sided estimates for a special class of Hamilto-
nians. Recall that the quantity K̃(H) is defined in (1.6).

Lemma 4.2. Let h be a function as in Lemma 3.1, and let H = diag(h, 1/h). Then, we 
have KH(0) � cK̃(H)ecK̃(H) and K̃(H) � cKH(0)ecKH(0) for an absolute constant c.

Proof. By Lemma 2.6, the spectral measure of H belongs to Sz(R). From Proposi-
tion 3.2 we know that KH(0) � [h]int. Proposition 4.2 implies [h]int � c[h]2,�1ec[h]2,�1

with [h]2,�1 = 1
4K̃(H). Combining these estimates, we obtain inequality KH(0) �

cK̃(H)ecK̃(H). To prove the second inequality, observe that Proposition 3.1, when applied 
to H, provides a sequence {tn} ⊂ [3, 4] such that

∑
n�0

⎛⎝ 1
tn

4n+tn∫
4n

h(s) ds · 1
tn

4n+tn∫
4n

ds

h(s) − 1

⎞⎠ � e10KH(0) − 1.

The same proposition applied to three “translated” Hamiltonians Hk : x �→ H(x +k), k =
1, 2, 3, gives

∑
n�0

⎛⎜⎝ 1
t
(k)
n

4n+t(k)
n∫

4n

h(s + k) ds · 1
t
(k)
n

4n+t(k)
n∫

4n

ds

h(s + k) − 1

⎞⎟⎠ � e10KHk
(0) − 1,

for three new sequences {t(k)
n } ⊂ [3, 4] where k = 1, 2, 3. Summing up the above four 

formulas, we obtain [h, α] � e10KH(0)−1 +
∑3

k=1(e
10KHk

(0)−1) for the sequence α = {αn}
defined by α4n = tn, α4n+k = t

(k)
n , n � 0, k = 1, 2, 3. By Lemma 2.5.(e), we have 

KHk
(0) � KH(0), hence [h, α] � 4(e10KH(0) − 1) � cKH(0)e10KH(0). Proposition 4.1

says that [h]2,�1 � c[h, α] for an absolute constant c. By definition, we have K̃(H) =
4[h]2,�1 , hence K̃(H) � cKH(0)e10KH(0). �

In the next lemma, we will show that the condition that the determinant equals to 
one can be dropped.

Lemma 4.3. Let H = diag(h1, h2) be a singular Hamiltonian on R+ such that h1, h2
are equal to positive constants on [�, +∞) for some � � 0. Then, we have K̃(H) �
cKH(0)ecKH(0) and KH(0) � cK̃(H)ecK̃(H) with an absolute constant c.

Proof. For every ε > 0 define H(ε) : t �→ H(t) + εχ[0,�](t)I2, t ∈ R+, where I2 =
( 1 0

0 1

)
is the 2 × 2 identity matrix and χ[0,�] denotes the characteristic function of [0, �]. Set 
ξε = ξH(ε) , and let ηε denote the inverse function to ξε, so that ηε(ξε(t)) = t for all 
t � 0. Since ξH(ε) maps R+ onto R+, the function ηε is defined correctly. Moreover, 
we have detH(ε) > 0 almost everywhere on R+, hence ηε is absolutely continuous on 

R+ and we can define the Hamiltonian H̃(ε) : t �→ η′ε(t)H(ε)(ηε(t)). By construction, 
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η′ε(t) = 1/
√

detH(ε)(ηε(t)) almost everywhere on R+, so the Hamiltonian H̃(ε) has 
determinant equal to one almost everywhere on R+. By Lemma 2.6, the spectral measures 
μ, μ(ε), μ̃(ε) of H, H(ε), H̃(ε), respectively, belong to Sz(R). By Lemma 4.2,

K̃(H̃(ε)) � cK
H̃(ε)

(0)e
cK

H̃(ε)
(0)

, K
H̃(ε)

(0) � cK̃(H̃(ε))ecK̃(H̃(ε)), (4.5)

for an absolute constant c. Let h1,ε, h2,ε, hε be defined by H(ε) = diag(h1,ε, h2,ε), H̃(ε) =
diag(hε, 1/hε). Then, for every t � 0, we have

ηε(t+2)∫
ηε(t)

h1,ε(s) ds ·
ηε(t+2)∫
ηε(t)

h2,ε(s) ds =
t+2∫
t

hε(s) ds ·
t+2∫
t

1
hε(s)

ds,

by a change of variables. This shows that K̃(H̃(ε)) = K̃(H(ε)). It is also not difficult to 

see that the spectral measures μ(ε), μ̃(ε) of H(ε), H̃(ε) coincide. Indeed, solutions M(ε), 
M̃(ε) of Cauchy problem (1.2) for H(ε), H̃(ε) satisfy M̃(ε)(x) = M(ε)(ηε(x)), x ∈ R+. 
Hence the limit in the right hand side of (2.1) defines the same harmonic function for 
H(ε) and H̃(ε). Thus, from (4.5) we get

K̃(H(ε)) � cKH(ε)(0)ecKH(ε) (0), KH(ε)(0) � cK̃(H(ε))ecK̃(H(ε)), (4.6)

for every ε > 0. Next, by construction, we have ξH(ε)(t) > ξH(t) for all t > 0 and ε > 0. 
Moreover, the difference ξH(ε) − ξH tends to zero uniformly on R+ as ε tends to zero. 
Hence ηε(t) < η(t) for all t > 0, ε > 0 and η(t) − ηε(t) tends to zero for each t ∈ R+ as 
ε tends to zero. Since H, H(ε) are constant on [�, +∞), we have

0 =
ηn+2∫
ηn

h1(s) ds ·
ηn+2∫
ηn

h2(s) ds− 4,

0 =
ηε(n+2)∫
ηε(n)

h1,ε(s) ds ·
ηε(n+2)∫
ηε(n)

h2,ε(s) ds− 4,

for all n � n0 and all sufficiently small ε > 0, where n0 can be chosen independently 
of ε. Hence, the sums in (1.6) which define K̃(H), K̃(H(ε)) contain at most n0 nonzero 

terms for small ε > 0. It follows that limε→0 K̃(H(ε)) = K̃(H). It remains to show that 
limε→0 KH(ε)(0) = KH(0). To do that, one can use formula (2.13) with r = � for H and 
H(ε). Since the matrix norm of H−H(ε) tends to zero uniformly on [0, �] and H = H(ε)
on [�, +∞), we have

YH(�) = YH(ε)(�), lim ξH(ε)(�) = ξH(�), lim |F�,ε(i)| = |F�(i)|. (4.7)

ε→0 ε→0
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To show that the last equality holds, we notice that the Hamiltonians H� and H(ε)(· + �)
coincide on R+ and thus have the same Weyl-Titchmarsh functions which we denote 
by m�. Hence, the corresponding functions F�,ε : z �→ Θ+

(ε)(l, z) + m�(z)Θ−
(ε)(l, z) tend 

to F� uniformly on compact subsets of C+ as ε → 0. From (4.7) and Lemma 2.5.(b) for 
r = �, we get limε→0 YH(ε)(0) = YH(0). Using again formula (2.13) with r = �, we obtain 
limε→0 IH(ε)(0) = IH(0). This completes the proof of the lemma. �

Now we are ready to prove Theorem 1.

Proof of Theorem 1. Let H be a nontrivial singular diagonal Hamiltonian on R+ such 
that its spectral measure μ lies in the class Sz(R) and b = 0 in the Herglotz representation 
(1.4) of its Weyl-Tichmarsh function m. Note that we have K(μ) = KH(0) and no posi-
tive ε exists such that (0, ε) is the indivisible interval for H of type π/2, see Lemma 2.3. 
Consider the family of Bernstein-Szegő Hamiltonians Ĥr = diag(ĥ1r, ̂h2r), r � 0, gen-
erated by H (see (2.4) for their definition). By Lemma 2.6, the spectral measure μ̂r of 
Ĥr belongs to Sz(R) for every r � 0. Since the Hamiltonians Ĥr have no indivisible 
intervals (0, ε) of type π/2, we have K(μ̂r) = K

Ĥr
(0). From Lemma 2.5.(e) we now get 

K(μ̂r) � K(μ). Let us first show that 
√

detH /∈ L1(R+). Since 2
√

detH � traceH, the 
function 

√
detH is integrable on compact subsets of R+. Suppose that 

√
detH ∈ L1(R+). 

Then the function ξH in (2.6) is bounded, hence there exists n0 � 0 and r0 � ηn0 � 0, 
such that for every r � r0 the last nonzero term in the sum defining K̃(Ĥr) equals

cr,n0 =
η̂n0+2(r)∫
ηn0

ĥ1r(s) ds ·
η̂n0+2(r)∫
ηn0

ĥ2r(s) ds− 4,

where ηn0 = min{t � 0 : ξH(t) = n0}, and η̂n0+2(r) = min{t � 0 : ξ
Ĥr

(t) = n0 + 2}
increases infinitely with r. By Lemma 4.3 and Lemma 2.5.(e), we have cr,n0 � K̃(Ĥr) �
cK(μ̂r)ecK(μ̂r) � cK(μ)ecK(μ) for every r. From traceH /∈ L1(R+) (recall that the Hamil-
tonian H is singular) and the uniform boundedness of cr,n0 , r � r0, we get

∞∫
ηn0

h1(s)ds
∞∫

ηn0

h2(s)ds � lim sup
r→∞

cr,n0 + 4 < ∞,

∞∫
0

(h1(s) + h2(s))ds = ∞,

which implies that either 
∫∞
ηn0

h1(s)ds = 0 or 
∫∞
ηn0

h2(s)ds = 0. We see that ether h1 = 0
or h2 = 0 almost everywhere on [r0, +∞) and the Hamiltonian Hr0 is trivial. The first 
part of the proof of Lemma 2.5 shows that this is not the case, hence 

∫∞
0

√
detH(s) ds =

+∞1 and the function ηx in the statement of Theorem 1 is correctly defined on R+. For 

1 There is a different way to prove this fact. One needs to check that the supremum of the function ξH in 
(2.6) determines the exponential type of the measure μ and then apply Krein-Wiener completeness theorem. 
See Section 6 in [31].
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every r � η2 the first [ξH(r)] − 2 terms defining K̃(H) and K̃(Ĥr) in (1.6) are identical. 
Hence,

K̃(H) � lim sup
r→∞

K̃(Ĥr) � lim sup
r→∞

cK(μ̂r)ecK(μ̂r) � cK(μ)ecK(μ),

where the second and the third inequalities follow from Lemma 4.3 and Lemma 2.5.(e), 
respectively.

Conversely, suppose that H = diag(h1, h2) is a singular Hamiltonian on R+, 
√

detH /∈
L1(R+), and the sum defining K̃(H) in (1.6) converges. For every integer k � 0, fix some 
positive constants a1k, a2k to be specified later, and consider

H̃(k)(t) = diag(h1k, h2k) =
{
H(t) if t ∈ [0, ηk+2],
diag(a1k, a2k) if t ∈ (ηk+2,+∞).

For every t > 0, set η̃t = min{s � 0 : ξH(k)(s) = t}, where ξH(k)(s) =
∫ s
0
√

detH(k)(τ) dτ . 
Then we have η̃t = ηt for every t ∈ [0, ηk+2]. By construction,

K̃(H̃(k)) =
k∑

n=0

⎛⎝ ηn+2∫
ηn

h1(s) ds ·
ηn+2∫
ηn

h2(s) ds− 4

⎞⎠ (4.8)

+
η̃k+3∫

η̃k+1

h1k(s) ds ·
η̃k+3∫

η̃k+1

h2k(s) ds− 4 .

Indeed, H̃(k) is constant on [ηk+2, +∞) = [η̃k+2, +∞) and H = H̃(k) on [0, ηn+2], hence 

the terms with indexes n � k + 2 in formula (1.6) for H̃(k) vanish, while the terms with 
indexes n � k coincide with the corresponding terms in (1.6) for the Hamiltonian H. 
Since H̃(k) = diag(a1k, a2k) on [ηk+2, +∞), we have

η̃k+3∫
η̃k+1

h1k ds ·
η̃k+3∫

η̃k+1

h2k ds =
2∏

j=1

⎛⎜⎝ ηk+2∫
ηk+1

hj ds + ajk(η̃k+3 − η̃k+2)

⎞⎟⎠ .

A short calculation gives η̃k+3 − η̃k+2 = 1/√a1ka2k. Thus, we have

η̃k+3∫
η̃k+1

h1k ds ·
η̃k+3∫

η̃k+1

h2k ds =
(
x1 +

√
a1k
a2k

)(
x2 +

√
a2k
a1k

)
,

where xj =
∫ ηk+2 hj ds for j = 1, 2. Denoting yj =

∫ ηk+3 hj ds, j = 1, 2, we get

ηk+1 ηk+2



26 R. Bessonov, S. Denisov / Advances in Mathematics 359 (2020) 106851
(
x1 +

√
a1k
a2k

)(
x2 +

√
a2k
a1k

)
� (x1 + y1)(x2 + y2) =

ηk+3∫
ηk+1

h1 ds ·
ηk+3∫

ηk+1

h2 ds, (4.9)

for the following special choice of parameters a1k and a2k: a1k = y2
1 , a2k = 1, where the 

inequality in (4.9) follows from y1y2 �
(∫ ηk+3

ηk+2

√
h1h2ds

)2 = (ξH(ηk+3) −ξH(ηk+2))2 = 1. 
Combining (4.8) and (4.9), we see that K̃(H̃(k)) � K̃(H) for every k and

lim
k→∞

K̃(H̃(k)) = K̃(H). (4.10)

By Lemma 2.6, the spectral measure of the Hamiltonian H̃(k) belongs to Sz(R) for 
every k. From Lemma 4.1, Lemma 4.3, and (4.10) we obtain μ ∈ Sz(R) and

K(μ) � lim sup
k→∞

K
H̃(k)

(0) � c lim sup
r→∞

K̃(H̃(k))ecK̃(H̃(k)) � cK̃(H)ecK̃(H),

with an absolute constant c. The theorem is proved. �
5. Functions with summable fixed-scale Muckenhoupt characteristic

In this section, we study functions from the class A2(R+, �1) defined in Section 4 and 
prove Propositions 4.1, 4.2.

Lemma 5.1. Let I = I− ∪ I+ be a splitting of an interval I ⊂ R into the union of two 
disjoint subintervals I±. Let h � 0 be a function on I such that h, 1/h ∈ L1(I), and let 
γ = 〈h〉I〈1/h〉I − 1. Assume that |I−|/|I| � 1

5 , then

∣∣∣∣ 〈h〉I〈h〉I−
− 1
∣∣∣∣ �√γ(1 + γ),

∣∣∣∣ 〈h〉I−

〈h〉I
− 1
∣∣∣∣ � min(1,√γ), (5.1)

and, moreover,

〈h〉I−〈1/h〉I− − 1 � γ. (5.2)

Proof. The number γ and all bounds are invariant with respect to multiplying h with a 
positive constant, thus we can assume that 〈h〉I = 1. Next, put υ = |I−|/|I|, a± = 〈h〉I± , 
b± = 〈h−1〉I± . We have

υa− + (1 − υ)a+ = 1, υb− + (1 − υ)b+ = 〈h−1〉I = 1 + γ, a±b± � 1. (5.3)

Adding the first two estimates and using the bounds 1/a± � b±, one gets υ (a− + 1/a−)+
(1 − υ) (a+ + 1/a+) � 2 + γ. Since x + 1/x � 2 for all x > 0, this yields υ(a− + 1/a−) �
2υ + γ. Dividing by 2v, we get the inequality
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1
2

(
a− + 1

a−

)
� 1 + γ

2υ
. (5.4)

It can be rewritten in the form (1/a−−1)2 � γ/(υa−). Since υ ∈ [ 15 , 1] and 1/a− � (1 +γ)
by (5.4), this gives the first bound in (5.1). To get the second bound in (5.1), rewrite 
(5.4) in the form (a− − 1)2 � a−γ/υ and use the fact that υa− � 1. Thus,

|a− − 1| �
√
γ

υ
, |a− − 1| � 1 + υ−1 ,

which implies the second inequality in (5.1). Next, let us prove (5.2). Since a±+b± � 2, we 
get v(a− + b−) � 2υ+γ by summing up the first two identities in (5.3). Hence 

√
a−b− �

1 +γ/(2υ) and a−b− � 1 +γ/υ+γ2/(4υ2). This gives the inequality 〈h〉I−〈1/h〉I−−1 � γ

in the case where γ � υ. For γ � υ we can use (5.3) to get a− � 1/υ � 5 and 
b− � 5(1 + γ). This gives 〈h〉I−〈1/h〉I− − 1 � 25(1 + γ) − 1 � γ since γ � 1/5. �
Proof of Proposition 4.1. Apply Lemma 5.1 to the function h and the intervals I =
In,αn

, I− = [n, n +2], n � 0. Since {αn} ⊂ [3, 4], this will give the estimate [h]2,�1 � c[h, α]
with an absolute constant c. �
Lemma 5.2. For h ∈ A2(R+, �1), define γn = 〈h〉In,2〈h−1〉In,2 −1 and θn = 〈h〉In,1 . Then,

(1 + γn)−1 � θn+1

θn
� 1 + γn, (5.5)∣∣∣∣θn+1

θn
− 1
∣∣∣∣ � c

√
γn, if γn � 1 . (5.6)

Moreover, we have ‖h̃ + h̃−1 − 2‖1 � [h]2,�1 =
∑∞

n=0 γn for the function h̃ defined by

h̃(x) = h(x)/〈h〉In,1 , x ∈ In,1, n � 0. (5.7)

Proof. Represent θn+1/θn in the form

θn+1

θn
=

〈h〉In+1,1

〈h〉In,2

〈h〉In,2

〈h〉In,1

. (5.8)

We write

1
2 �

〈h〉In,2

〈h〉In,1

� 1 + c
√

γn(γn + 1) � 1 + γn, (5.9)

where the first inequality is immediate and the second one follows from the first estimate 
in (5.1). Similarly, we get

1 �
〈h〉In,2 � 1 + c

√
γn(γn + 1) � 1 + γn
2 〈h〉In+1,1
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and

(1 + γn)−1 �
〈h〉In+1,1

〈h〉In,2

� 2 . (5.10)

It is now sufficient to multiply (5.10) with (5.9) and substitute into (5.8) to get (5.5). 
Take n � 0 such that γn � 1. By Lemma 5.1, we have∣∣∣∣ 〈h〉In,2

〈h〉In,1

− 1
∣∣∣∣ � √

γn,

∣∣∣∣ 〈h〉In+1,1

〈h〉In,2

− 1
∣∣∣∣ � √

γn . (5.11)

Substituting these bounds into (5.8) gives (5.6). Finally, observe that for every n � 0 we 
have 〈h〉In,1〈h−1〉In,1 − 1 � γn by (5.2). Using the identity

∞∑
n=0

‖h̃ + h̃−1 − 2‖L1(In,1) = 2
∞∑

n=0

(
〈h〉In,1〈h−1〉In,1 − 1

)
,

we complete the proof of the lemma. �
Remark. Notice that (5.5) and (5.6) imply

| log(θn+1/θn)| �
{√

γ
n
, γn < 2 ,

log γn, γn > 2.
(5.12)

Proof of Proposition 4.2. Define h̃ as in (5.7) and consider the function f1 = (h̃ −
1)χ 1

2<h̃< 3
2
. Notice that [h]2,�1 =

∑∞
n=0 γn where γn is defined in the previous lemma. 

Since the function h̃ + h̃−1 − 2 ∈ L1(R+), we have f1 ∈ L2(R+) and ‖f1‖2
2 � [h]2,�1 . In-

deed, this follows from the fact that x +x−1−2 ∼ (x −1)2 for x ∈ [ 12 , 
3
2 ] and the estimate 

‖h̃+ h̃−1 − 2‖1 � [h]2,�1 in Lemma 5.2. Similarly, the function f2 = (h̃− 1)χ|h̃−1|� 1
2

be-
longs to L1(R+) and ‖f2‖1 � [h]2,�1 . Thus, we see that h̃ can be represented in the form 
h̃ = f0 + f1 + f2, where f0 = 1, f1 ∈ L2(R+), f2 ∈ L1(R+), and ‖f1‖2

2 + ‖f2‖1 � [h]2,�1 . 
Function h̃−1 admits similar representation h̃−1 = f̂0 + f̂1 + f̂2, where f̂0 = 1, f̂1 = −f1

and f̂2 ∈ L1(R+) is such that ‖f̂2‖1 � [h]2,�1 . Notice that we have got f̂1 = −f1 from

χ|h̃−1|<1/2

h̃
=

χ|h̃−1|<1/2

1 + f1
= χ|h̃−1|<1/2(1 − f1 + O(f2

1 ))

and f̂2 ∈ L1(R+) because f̂2 = χ|h̃−1|<1/2O(f2
1 ) + χ|h̃−1|>1/2(h̃

−1 − 1) ∈ L1(R+).
Let g0 be the function on R+ such that g0 = log θn on each In,1, then h = eg0 h̃ on 

R+. Define also the function g : x �→ g0(x) − g0(0) on R+. Then, for κ and κd from 
Proposition 3.2, we have
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κ =
∑

0�k,j�2

pkj , pkj : x �→
∞∫
x

f̂k(x)fj(ξ)eg(ξ)−g(x)+x−ξ dξ,

κd =
∑

0�k,j�2

pd,kj , pd,kj : x �→
∞∫
x

fk(x)f̂j(ξ)eg(x)−g(ξ)+x−ξ dξ.

We will need some estimates for the function g. Let again γj , θj be defined as in 
Lemma 5.2 and let vn = log

(
θn/θn−1

)
, n ∈ N, v0 = 0. Observe that g(x) =

∑[x]
n=0 vn on 

R+ by construction. Here, as usual, [x] stands for the integer part of a number x ∈ R+. 
We can estimate

‖{vn}‖2
2 =

∑
n: γn−1<2

v2
n +

∑
n: γn−1�2

v2
n �

∑
n: γn−1<2

γn +
∑

n: γn−1�2
log2 γn � [h]2,�1 , (5.13)

where we used (5.12) and the trivial bound: log2 γ � γ which holds for all γ � 2. Bound 
(5.12) also yields

‖{vn}‖∞ � log(2 + [h]2,�1) . (5.14)

For x < y, we can apply (5.12) to write

|g(x) − g(y)| �

∣∣∣∣∣∣
[y]∑

j=[x]

vj

∣∣∣∣∣∣ �
[y]∑

j=[x], γj−1<2

|vj | +
[y]∑

j=[x], γj−1�2

|vj | (5.15)

�
[y]∑

j=[x], γj−1<2

√
|γj−1| +

[y]∑
j=[x], γj−1�2

log γj−1

�
(
(|x− y| + 1)

∑
j�0

γj

)1/2
+
∑
j�0

γj

�
√

(|x− y| + 1)[h]2,�1 + [h]2,�1 .

It follows that there is an absolute constant C such that for all x, y ∈ R+ we have

|g(x) − g(y)| � 1
2 |x− y| + C(1 + [h]2,�1). (5.16)

Now, for indexes k, j such that k + j � 2, we can use (5.16) and the Young inequality 
for convolutions to estimate

‖pd,kj‖1 � eC[h]2,�1

∞∫
0

∞∫
0

|fk(x)|χR+(ξ − x)e−(ξ−x)/2|f̂j(ξ)| dξ dx

� eC[h]2,�1‖fk‖qk · ‖χR+e
−x‖rk,j

· ‖f̂j‖qj � [h]2,�1eC[h]2,�1 ,
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where q0 = +∞, q1 = 2, q2 = 1, and the parameter rk,j is chosen so that 1
qk

+ 1
rk,j

+ 1
qj

= 2. 
The estimate on pkj for k + j � 2 is similar. To prove that κ + κd − 2 ∈ L1(R+), it 
remains to estimate the L1(R+)–norms of functions

p00 + pd,00 − 2 = 2
∞∫
x

ex−ξ (coshG(x, ξ) − 1) dξ,

p01 + pd,01 = 2
∞∫
x

f̂1(ξ)ex−ξ sinhG(x, ξ) dξ,

p10 + pd,10 = 2
∞∫
x

f1(x)ex−ξ sinhG(x, ξ) dξ,

where G(x, ξ) = g(x) − g(ξ). Let us define the function g̃ on [−1, ∞) to be continuous, 
linear on Ij,1 for each j � −1, and so that g̃(−1) = 0, g̃(j) =

∑j
n=0 |vn| for j � 0. 

Clearly, g̃ is non-decreasing on [−1, ∞). Put G̃(x, ξ) = g̃(ξ + 1) − g̃(x − 1) for every 
0 < x < ξ. Then |G(x, ξ)| � G̃(x, ξ) and so coshG(x, ξ) � cosh G̃(x, ξ). By construction 
and (5.13), we have

‖g̃′‖2
2 �
∑
n�0

|vn|2 � [h]2,�1 . (5.17)

The bound (5.13) also implies

‖G̃(x, x)‖2
2 � ‖{vn}‖2

2 � [h]2,�1 . (5.18)

The estimate (5.14) gives

‖G̃(x, x)‖∞ � sup
n�0

|vn| � log(2 + [h]2,�1) (5.19)

and argument given in (5.15) yields

G̃(x, ξ) �
√

(|x− ξ| + 1)[h]2,�1 +[h]2,�1 , G̃(x, ξ) � 1
2 |x− ξ|+C(1+[h]2,�1) (5.20)

for all x < ξ. Integrate by parts to get

‖p00 + pd,00 − 2‖1 � 2
∞∫
0

∞∫
x

ex−ξ(cosh G̃(x, ξ) − 1) dξ dx

� 2
∞∫
0

∞∫
x

g̃′(ξ + 1)ex−ξ sinh G̃(x, ξ) dξ dx + 2R1,
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where R1 =
∫∞
0 (cosh G̃(x, x) − 1) dx. Using the inequality cosh t − 1 � t2e|t|, we obtain 

R1 � ‖G̃(x, x)‖2
2 exp(‖G̃(x, x)‖∞) � [h]2,�1eC[h]2,�1 by (5.18) and (5.19). To estimate the 

double integral, let us change the order of integration and integrate by parts once again:

∞∫
0

g̃′(ξ + 1)
ξ∫

0

ex−ξ sinh G̃(x, ξ) dxdξ

=
∞∫
0

g̃′(ξ + 1)
ξ∫

0

g̃′(x− 1)ex−ξ cosh G̃(x, ξ) dx dξ + R2, (5.21)

where R2 =
∫∞
0 g̃′(ξ + 1)(sinh G̃(ξ, ξ) − e−ξ sinh G̃(0, ξ)) dξ �

∫∞
0 g̃′(ξ + 1) sinh G̃(ξ, ξ)dξ

because g̃′ � 0. Let us estimate the integral first using the second bound in (5.20)

∞∫
0

g̃′(ξ + 1)
ξ∫

0

g̃′(x− 1)ex−ξ cosh G̃(x, ξ) dx dξ

� eC[h]2,�1

∞∫
0

g̃′(ξ + 1)
ξ∫

0

g̃′(x− 1)e(x−ξ)/2 dx dξ

� eC[h]2,�1‖g̃′‖2
2 � [h]2,�1eC[h]2,�1 ,

as follows from Young’s inequality for convolution and (5.17). We are left with estimating 
R2. Using inequality | sinh t| � |t|e|t| we obtain

∞∫
0

g̃′(ξ + 1) sinh G̃(ξ, ξ)dξ

� ‖g̃′(ξ + 1)‖2 · ‖G̃(ξ, ξ)‖2 exp(‖G̃(ξ, ξ)‖∞) � [h]2,�1eC[h]2,�1 .

Collecting the bounds, we get ‖p00 + pd,00 − 2‖1 � [h]2,�1eC[h]2,�1 . It remains to bound 
the L1(R+)–norms of p01 + pd,01 and p10 + pd,10. First, we write

‖p01 + pd,01‖1 � 2
∞∫
0

|f̂1(ξ)|
ξ∫

0

ex−ξ sinh G̃(x, ξ) dx dξ � [h]2,�1eC[h]2,�1

since the integral has the form similar to the left hand side in (5.21) and the estimates 
for (5.21) can be repeated. Finally,

‖p10 + pd,10‖1 �2
∞∫ ∞∫

|f1(x)|ex−ξ sinh G̃(x, ξ) dξ dx

0 x
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�2
∞∫
0

|f1(x)| sinh G̃(x, x) dx

+ 2
∞∫
0

∞∫
x

|f1(x)|g̃′(ξ + 1)ex−ξ cosh G̃(x, ξ) dξ dx,

where the first term can be estimated similarly to R2, while the second one is dominated 
by CeC[h]2,�1‖f1‖2 · ‖g̃′(t − 1)‖2 � [h]2,�1eC[h]2,�1 . Thus, we see that κ + κd − 2 belongs 
to L1(R+) and [h]int � [h]2,�1ec[h]2,�1 with an absolute constant c. �
6. Krein strings and proof of Theorem 2

In this section, we introduce the spectral measure for Krein string and show how 
Theorem 1 and some results obtained in [20] imply Theorem 2. Let 0 < L � ∞. Re-
call that M and L form [M, L] pair if (1.8) holds, i.e., L + limt→L M(t) = ∞ and 
limt→L M(t) > 0. Define the Lebesgue–Stieltjes measure m by m[0, t] = M(t). Next, 
define the increasing function N : t �→ t + M(t) on [0, L) and let n denote the corre-
sponding measure, n[0, t] = N(t) for t � 0. Define also the function N (−1) on R+ by 
N (−1) : y �→ inf{t � 0 : N(t) � y}. The set under the last infimum is non-empty for 
every y � 0 because of the assumptions we made on M and L. Using the fact that 
N is strictly increasing, one can show that N (−1) is continuous on R+, and we have 
N (−1)(N(t)) = t for every t ∈ [0, L). Let M ′ be the density of the absolutely continuous 
part of m, so that m = M ′(t) dt +ms. Denote by Es the support of the singular part ms

of the measure m. Define two functions on R+,

h1(x) =
{

0, if N (−1)(x) ∈ Es,
1

1+M ′(N(−1)(x)) , otherwise,
(6.1)

and

h2(x) =

⎧⎨⎩1, if N (−1)(x) ∈ Es,
M ′(N(−1)(x))

1+M ′(N(−1)(x)) , otherwise.
(6.2)

The proof of Lemma 6.1 below shows that functions h1, h2 defined by different repre-
sentatives of the function M ′ differ on a set of zero Lebesgue measure. Notice that h1, 
h2 are non-negative Lebesgue measurable functions and we have h1(x) + h2(x) = 1 for 
all x ∈ R+. We are going to prove the following result from [20], pp. 1527–1528.

Lemma 6.1. Formulas (6.1), (6.2) establish the bijection [M, L] �→ diag(h1, h2) between 
[M, L] pairs and nontrivial diagonal Hamiltonians H = diag(h1, h2) with unit trace al-
most everywhere on R+.
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Proof. Fix any pair [M, L] and consider the corresponding function N (−1) and the mea-
sure n. For every function f ∈ L1

loc(R+, n) we have f(N (−1)(x)) ∈ L1
loc(R+), and, 

moreover, ∫
[0,L)

f(t) dn(t) =
∫
R+

f(N (−1)(x)) dx, (6.3)

if f is compactly supported in [0, L). This result is known as the change of variables in 
the Lebesgue–Stieltjes integral (see, e.g., Exercise 5 in Section III.13 of [12]) but we give 
its proof for completeness. Without loss of generality we can assume that f � 0. Then 
(see, e.g., [20], Proposition 6.24), we have∫

[0,L)

f(t) dn(t) =
∫
R+

Λ1(λ) dλ,
∫

[0,L)

f(N (−1)(x)) dx =
∫
R+

Λ2(λ) dλ,

where Λ1(λ) = n{t : f(t) > λ} and Λ2(λ) =
∣∣{x : f(N (−1)(x)) > λ}

∣∣. For all 0 � a < b

we have

n((a, b)) = N(b−) −N(a) = |(N(a), N(b−))| , (6.4)

where N(b−) denotes the left limit of N at the point b. In fact, (N(a), N(b−)) is preimage 
of (a, b) under the continuous map N (−1). Thus, the preimage under N (−1) of any open 
cover ∪(aj , bj) for n-measurable set E will be an open cover for the set {x : N (−1)(x) ∈
E}. Conversely, every open cover ∪j(cj , dj) for {x : N (−1)(x) ∈ E} is the preimage of 
some open cover for E. Indeed, for each j we get (cj , dj) = (N(aj), N(bj)), where aj and 
bj are points of continuity for N (to see this, note that the preimage of n’s atom under 
N (−1) is a closed segment). For every regular measure ν we have

ν(E) = inf
{∑

j

ν(Ij), E ⊂ ∪jIj , {Ij} are disjoint open intervals
}
, (6.5)

see, e.g., Lemma 1.17 in [15]. From (6.4) and (6.5) we now get Λ1(λ) = Λ2(λ) and, 
consequently, relation (6.3) follows. Next, take a number y � 0. Since h1(x) = 0 for all 
x such that N (−1)(x) ∈ Es, we have

χ[0,y](x)h1(x) = fy(N (−1)(x)), x ∈ [0, L),

where fy : t �→
χ[0,N(−1)(y)]\Es

(t)
1+M ′(t) is the compactly supported function from L1([0, L), n). 

Applying formula (6.3) to the function fy, we get

y∫
0

h1(x)dx =
∫

χ[0,N(−1)(y)]\Es
(t)

1 + M ′(t) dn(t) =
∫

(−1)

dt = N (−1)(y), (6.6)

[0,L) [0,N (y)]\Es
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where we used the fact that the singular part of n is supported on Es and the absolutely 
continuous part of n has density M ′+1 with respect to the Lebesgue measure on [0, L). If 
y is a point of growth for the function N (−1) (that is, there is no open interval I containing 
y such that N (−1) is constant on I), we have χ[0,y](x) = χ[0,N(−1)(y)](N (−1)(x)) for all 
x � 0, hence we can apply (6.3) to get

y∫
0

h2(x)dx =
∫

[0,N(−1)(y)]\Es

M ′(t)(1 + M ′(t))
1 + M ′(t) dt +

∫
[0,N(−1)(y)]∩Es

dms

= m[0, N (−1)(y)]. (6.7)

From here we see that h1, h2 define M , L uniquely, in particular, these functions, as 
elements of L1

loc(R+), do not depend on the choice of the representative of M ′. Moreover, 
we cannot have h1 = 0 or h2 = 0 almost everywhere on R+ for any M , L satisfying 
(1.8). Hence, [M, L] �→ diag(h1, h2) is the injective mapping from a set of pairs [M, L]
to nontrivial diagonal Hamiltonians with unit trace. Now take a nontrivial Hamiltonian 
diag(h1, h2) with unit trace almost everywhere on R+, and consider the function

Ψ : y �→
y∫

0

h1(x) dx.

Put L = supy�0 Ψ(y). Note that |Ψ(y1) − Ψ(y2)| � |y1 − y2| for all y1, y2 in R+, hence 
there exists a measure m on [0, L) such that Ψ(y) = inf{x � 0 : x +M(x) � y} for every 
y � 0, where M(x) = m[0, x]. Using (6.6) and (6.7), it is easy to check that formulas (6.1), 
(6.2) for [M, L] generate the singular Hamiltonian H = diag(h1, h2) and it is nontrivial. 
The lemma is proved. �

For any pair [M, L], one can define the Krein string as the differential operator [19,13]. 
In [20], the authors considered two functions ϕ(x, z) and ψ(x, z) that satisfy

ϕ(x, z) = 1 − z

∫
[0,x]

(x− s)ϕ(s, z) dm(s), x ∈ [0, L) ,

ψ(x, z) = x− z

∫
[0,x]

(x− s)ψ(s, z) dm(s), x ∈ [0, L) .

These functions are uniquely determined by the string [M, L] and they define the prin-
cipal Weyl-Titchmarsh function q of [M, L] by

q(z) = lim ψ(x, z)
, z ∈ C\[0,∞),
x→L ϕ(x, z)
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see formula (2.21) in [20]. This function q has the unique integral representation

q(z) = b +
∫
R+

dσ(x)
x− z

,

where b � 0 and σ, the spectral measure of the string [M, L], is a measure on R+ =
[0, +∞) satisfying condition ∫

R+

dσ(x)
1 + x

< ∞ .

The authors of [20] established, among other things, connection between q and the Weyl-
Titchmarsh function of a canonical system. It is worth to mention that the definition of 
the Weyl-Titchmarsh function m we used in (1.3) was taken from [31]. The authors of 
[17], [20] deal with the canonical system written differently, i.e., they write the Cauchy 
problem

W ′(t, z)J = zW (t, z)H(t), W (0, z) =
( 1 0

0 1

)
, t ∈ R+, z ∈ C,

and define the Weyl-Titchmarsh function Q+ for z ∈ C \R by

Q+(z) = lim
t→+∞

w11(t, z)ω̃ + w12(t, z)
w21(t, z)ω̃ + w22(t, z)

,

W (t, z) =
(
w11(t, z) w12(t, z)
w21(t, z) w22(t, z)

)
. (6.8)

It is not difficult to see that W (t, z) = M(t, −z)� for the solution M of (1.2). If we 
let σ1 =

( 0 1
1 0

)
and denote by Mσ1 the solution of Cauchy problem JM ′

σ1
= zHσ1Mσ1 , 

Mσ1(0, z) =
( 1 0

0 1

)
for the dual Hamiltonian Hd = Hσ1 = σ1Hσ1, then the function 

mσ1 from formula (1.3) for Hσ1 will coincide with the function Q+ in (6.8) for H and 
ω̃ = 1/ω. Indeed, we have

Mσ1(t, z) = σ1M(t,−z)σ1 = σ1W (t, z)�σ1 =
(
w22(t, z) w12(t, z)
w21(t, z) w11(t, z)

)
. (6.9)

We will need the following lemma from [20].

Lemma 6.2. Suppose [M, L] �→ diag(h1, h2) is the bijection given by (6.1) and (6.2), 
q is the Weyl-Titchmarsh function for the string given by [M, L], and m, mσ1 are the 
Weyl-Titchmarsh functions for diag(h1, h2) and diag(h2, h1), respectively. Then, we have

zq(z2) = mσ1(z) = −m−1(z), z ∈ C+ . (6.10)
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Proof. In [20], formula (4.20), it is proved that

Q+(z) = zq(z2), z ∈ C+ , (6.11)

where Q+ is defined in (6.8) and H is obtained from [M, L] by bijection discussed in 
Lemma 6.1. On the other hand, Q+(z) = mσ1(z) = m−1(−z) = −m−1(z), where the first 
equality follows from discussion right before formula (6.9), the second one follows from 
(6.9) and (1.3), and the last one is the corollary of the spectral measure of diag(h1, h2)
being even. �
Proof of Theorem 2. Let [M, L] be a string with Weyl-Titchmarsh function q and the 
spectral measure σ. Using Lemma 6.1, define the Hamiltonians H and Hd = Hσ1 =
σ1Hσ1 on R+. Let mσ1 , μσ1 = wσ1 dx + μσ1,s be the Weyl-Titchmarsh function and the 
spectral measure of Hd. Recall that σ = v dx + σs for spectral measure of the string. In 
(6.10), taking the nontangential limits of Im(mσ1(z)) and Im(zq(z2)) as z → x, we get 
wσ1(x) and xv(x2) for almost all x ∈ R+, respectively. Thus, wσ1(x) = xv(x2) for almost 
every x � 0, and, since μσ1 is even by Lemma 2.2, we get

∫
R

logwσ1(x)
1 + x2 dx = 2

∞∫
0

log x
1 + x2 dx + 2

∞∫
0

log v(x2)
x2 + 1 dx =

∞∫
0

log v(x)√
x(x + 1)

dx,

where we used the fact that 
∫∞
0

log x
1+x2 dx =

∫ +∞
−∞

y
ey+e−y dy = 0. This implies that ∫∞

0
log v(x)√
x(x+1) dx is finite if and only if μσ1 ∈ Sz(R). On the other hand, formula (6.3)

and the definition of h1, h2 imply

y∫
0

√
h1(x)h2(x) dx =

∫
[0,N(−1)(y)]\Es

√
M ′(t)

1 + M ′(t) dn(t) =
N(−1)(y)∫

0

√
M ′(t) dt

if y is a point of growth of the function N (−1). For every n � 1 the points {ηn} defined 
in (1.5) are the points of growth for N (−1). Indeed, this is clear from the formula (6.6)
that was proved for all y � 0. Hence we have tn = N (−1)(ηn) for all n � 0. It follows 
that

tn+2 − tn = N (−1)(ηn+2) −N (−1)(ηn) =
ηn+2∫
ηn

h1(x) dx,

where we used (6.6) again. We also have

M(tn+2) −M(tn) = m(tn, tn+2] = m(N (−1)(ηn), N (−1)(ηn+2)] =
ηn+2∫

h2(x) dx,

ηn
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by the definition of M and (6.7). Thus, K̃[M, L] = K̃(H) = K̃(Hσ1) and 
√

detH ∈
L1(R+) if and only if 

√
M ′ ∈ L1(R+). Now the result follows from Theorem 1. �

Remark. If [M, L] �→ diag(h1, h2), then the string [Md, Ld] for which [Md, Ld] �→
diag(h2, h1) is called the dual string. One can easily see that K̃[M, L] = K̃[Md, Ld]
so the logarithmic integral for the string converges if and only if it converges for the dual 
string.

We give two applications of Theorem 2.

Proposition 6.1. Suppose that the mass distribution M of a string [M, ∞] satisfies M ′ = 1
almost everywhere on R+. Let ms be the singular measure on R+ such that M(t) =
t + ms[0, t] for all t � 0. Then we have

∞∫
0

log v(x)√
x(x + 1)

dx > −∞

for the spectral measure σ = v dx + σs of [M, ∞] if and only if ms(R+) < ∞.

Proof. For given M , we have tn = n and M(tn+2) −M(tn) = 2 + ms(n, n + 2], hence

K̃[M,∞] =
∑
n�0

(2 · (2 + ms(n, n + 2]) − 4) = 2
∑
n�0

ms(n, n + 2].

It remains to use Theorem 2. �
The next result shows that logarithmic integral can converge even if ms(R+) = ∞.

Proposition 6.2. There exists a string [M, L] with L < ∞ and ms[0, L) = +∞ such that

∞∫
0

log v(x)√
x(x + 1)

dx > −∞

for its spectral measure σ = v dx + σs.

Proof. Consider any sequence {εn} ⊂ (−1, 1), and define δtn =
∏n

j=0(1 + εj), t0 =
0, tn =

∑n−1
j=0 δtj for integer n � 0, and let L = supn�0 tn. Consider the function

M ′(t) = Mn = (δtn)−2, t ∈ [tn, tn+1], n � 0.

Define the measure m by m = M ′dt + ms, where ms is some singular measure, and let 
M(t) = m[0, t] for t � 0. Then, the condition (1.9) for [M, L] is satisfied if and only if
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{
(δtn + δtn+1)

(
1
δtn

+ 1
δtn+1

)
− 4
}

∈ �1 (6.12)

and

{
(δtn + δtn+1)(Δms)n

}
∈ �1, (6.13)

where (Δms)n = ms(tn, tn+2] for n � 0. Condition (6.12) is satisfied if and only if

{
(1 + εn) + (1 + εn)−1 − 2

}
∈ �1,

or, equivalently, {εn} ∈ �2. If we choose εn = −(n + 1)−α, α ∈ (1
2 , 1), then 

∑∞
n=1(tn+2 −

tn) < ∞ and we have L < ∞. Condition (6.13) in that case can be satisfied even if ∑
n(Δms)n diverges, that is, ms[0, L) = ∞. For instance, we can take a singular measure 

ms such that (Δms)n = 1 for all integers n � 0. �
7. Appendix

Proof of Lemma 2.1. Differentiate the function M : r �→
( 1 0

0 1

)
− zJ

∫ t
0 H(τ)dτ and use 

the fact that the solution to Cauchy problem (1.2) is unique. �
Proof of Lemma 2.2. Put σ1 =

( 0 1
1 0

)
and Mσ1 = σ1Mσ1, where M is the solution of 

(1.2). Using identity σ1Hσ1 = J∗HJ = Hd and Jσ1 = −σ1J , it is easy to check that 
JM ′

σ1
= −zHdMσ1 . It follows that Mσ1(t, z) = Md(t, −z) for all t � 0, z ∈ C. Using 

(2.16), we get (
Φ−(t, z) Θ−(t, z)
Φ+(t, z) Θ+(t, z)

)
=
(

Φ−(t,−z) −Θ−(t,−z)
−Φ+(t,−z) Θ+(t,−z)

)
for all t � 0 and z ∈ C. From (1.3), one has m(z) = −m(−z) for z ∈ C \R, hence

1
π

∫
R+

Im z

|x− z|2 dμ(x) + b Im z = 1
π

∫
R+

Im z

|x + z|2 dμ(x) + b Im z, z ∈ C+.

This implies that μ is even. Using m(i + 1) = −m(−i − 1), we conclude that a = 0.
Conversely, suppose that μ is even and a = 0. The approximation procedure in Sec-

tion 9 of [31] gives a sequence of even measures μN supported at finitely many points 
such that the corresponding Hamiltonians, HN , constructed in Theorem 7 of [31] are 
diagonal and limN→∞

∥∥∫ t
0 (HN (s) −H(s)) ds

∥∥ = 0 for every t � 0. It follows that H is 
diagonal, as required. �
Proof of Lemma 2.3. Let H be a singular nontrivial Hamiltonian on R+ such that (0, ε)
is the indivisible interval of type π/2 for some ε > 0. Then, for all z ∈ C+, we have
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m(z) = Φ+(ε, z) + mε(z)Φ−(ε, z)
Θ+(ε, z) + mε(z)Θ−(ε, z) = z

ε∫
0

〈H(t)
( 0

1

)
,
( 0

1

)
〉 dt + mε(z), (7.1)

by formula (2.13) for r = ε and Lemma 2.1. So, we have b �
∫ ε
0 〈H(t) 

( 0
1

)
, 
( 0

1

)
〉 dt in this 

situation.
Conversely, assume that b > 0 in (1.4). Consider a Hamiltonian H(b) whose Weyl-

Titchmarsh function mH(b) coincides with m − bz. Define

H̃(x) =
{

diag(0, 1), x ∈ [0, b],
H(b)(x− b), x > b.

Let m
H̃

denote the Weyl-Titchmarsh function of H̃. Then, a variant of (7.1) for H̃, ε = b, 
gives

m
H̃

= bz + mH(b) = bz + m− bz = m.

Thus, the Weyl-Titchmarsh functions of H and H̃ coincide. It follows from de Branges 
theorem formulated in the Introduction that the Hamiltonians H, H̃ are equivalent. 
Hence, there is an absolutely continuous strictly increasing function η � 0 such that 
H̃(t) = η′(t)H(η(t)) almost everywhere on R+. In particular, the interval (0, η(b)) is 
indivisible of type π/2 for H. It follows that for ε = η(b) we have

b =
b∫

0

trace H̃(t) dt =
η(b)∫
0

traceH(s) ds =
ε∫

0

〈H(s)
( 0

1

)
,
( 0

1

)
〉 ds,

completing the proof of the lemma. �
Proof of Lemma 2.4. The matrix-function

M(t, z) =
(

cos(t√a1a2z)
√

a2/a1 sin(t√a1a2z)
−
√
a1/a2 sin(t√a1a2z) cos(t√a1a2z)

)
solves Cauchy problem (1.2) for H = diag(a1, a2). It follows from (1.3) that the Weyl-
Titchmarsh function of H is given by m(z) = i

√
a2/a1 for all z ∈ C+. Taking imaginary 

part, we get wr(x) =
√

a2/a1, x ∈ R, and log IH(r) = YH(r) = log
√
a2/a1 for all r � 0, 

as required. �
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[10] S.A. Denisov, To the spectral theory of Krĕın systems, Integral Equations Operator Theory 42 (2) 
(2002) 166–173.

[11] S.A. Denisov, Continuous analogs of polynomials orthogonal on the unit circle and Krĕın systems, 
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