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A B S T R A C T

Emerging grid storage needs are motivating the discovery and development of new, potentially inexpensive redox couples for use in flow batteries. Long-term
stability in electrochemical environments remains a key challenge and charge/discharge cycling in a bulk electrolysis cell is a common initial approach. However, as
cycling protocols are not yet standardized, comparison between different materials is difficult. Here, using a well-studied, substituted dialkoxybenzene as a model
compound, we examine the impact of cycling conditions on perceived stability. Specifically, we show that cycle time is a better measure of stability than cycle
number and, for materials that are unstable in their charged state, the fractional capacity accessed is inversely related to cycle time until failure.

1. Introduction

Redox flow batteries (RFBs) are a promising electrochemical tech-
nology for energy-intensive grid storage applications, but further cost
reductions are needed for widespread adoption [1–3]. Expanding the
redox chemistry design space beyond transition metal salts dissolved in
aqueous acidic electrolytes may enable lower battery system costs
through either reduced chemical costs or increased energy density
[4,5]. Notably, the recent emergence and rapid advancement of redox
active organic molecules in both aqueous and nonaqueous electrolytes
offers intriguing new pathways to low cost energy storage through
targeted molecular functionalization and inexpensive synthesis routes
[6–8]. However, stability in the complex environments within oper-
ating electrochemical devices remains a key challenge for many of these
new materials and, at present, lifetime projections fall short of what is
thought necessary for commercial viability [7,9]. Continued progress
requires the development of methods to rigorously characterize decay
rates and elucidate decomposition mechanisms with the ultimate goal
of informing design strategies for future materials. While analytical
protocols are being established for a range of spectroscopic techniques
(e.g., EPR [10–12], NMR [13,14], UV–Vis [15,16]), the most common
approach remains repetitive charge/discharge cycling in an electro-
chemical cell [9,14,15,17–19]. Typically, these studies are performed at
dilute active species concentrations in a bulk electrolysis cell
[14,17–19], but recently, more advanced symmetric flow cell cycling
approaches have been developed for evaluating active species at higher
concentrations [9,15]. Here we limit our focus to the former method,
which remains more prevalent as it is easier and cheaper to set up and

operate in a diverse set of laboratories, uses commercially available
hardware, and requires less material.

At present, bulk electrolysis cycling protocols are not standardized
and, consequently, a wide range of charging methods (e.g., galvano-
static [14,20] and potentiostatic [9]), charging/discharging rates
[14,15,17,21,22], state-of-charge (SOC) swings [15,17,18,20], cell
geometries [14,17–19], and active species concentrations
[14,15,17,21,22] are used. These inconsistencies challenge meaningful
comparisons between newly-reported redox species because the ex-
perimental conditions can have a significant impact on the number of
cycles until failure and, consequently, the perceived stability (or in-
stability) of a material. In an effort to understand how cycling para-
meters can influence observed cycling performance of redox materials,
we examine the impact of different charge/discharge rates and SOCs
accessed using a commercial bulk electrolysis cell and a well-studied,
moderately stable, substituted dialkoxybenzene, 2,5-di-tert-butyl-1,4-
bis(2-methoxyethoxy)benzene (DBBB), dissolved in a nonaqueous
electrolyte [18,20,23–26].

2. Material and methods

All work was completed inside of an argon-filled glovebox (MBraun
Labmaster) with the water< 5 ppm and oxygen< 1 ppm at 26 °C
(ambient glovebox temperature). Solutions were prepared using volu-
metric flasks and then diluted to the desired active species concentra-
tion. The electrolyte was 1 M lithium bis(trifluoromethanesulfonyl)-
imide (LiTFSI, BASF,> 99.9% purity) in propylene carbonate (PC,
BASF,> 99.9% purity), which were both used as received. DBBB was
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synthesized and characterized as previously described [18,20,25]. This
electrolyte composition was selected because of its large electro-
chemical stability window, moderate ionic conductivity, low volatility,
and previously demonstrated compatibility with DBBB [20]. The active
species concentration was always diluted to 0.001 M DBBB.

Electrochemical data was collected using a VSP-300 potentiostat
(Bio-Logic). Before all bulk electrolysis experiments, cyclic voltam-
metry (Fig. 1a) was performed on the electrolyte solution to determine
the higher and lower potential bounds for the cycling experiments,
which were set to be ca. 0.3 V above and below the measured redox
potential. Cyclic voltammetry measurements were performed in a three
electrode cell with a 3 mm glassy carbon working electrode (CH In-
struments, Inc.), a lithium foil (Alfa Aesar) counter electrode, and a
fritted lithium foil (Alfa Aesar, fill solution: 1 M LiTFSI in PC) reference
electrode at a scan rate of 20 mV s−1. Before each voltammogram, the
glassy carbon working electrode was polished on a MicroCloth pad with
a slurry of 0.05 μm alumina powder (Buehler Ltd.) in deionized water
(Millipore), rinsed with deionized water, and wiped dry with lens paper
(VWR).

All cycling experiments were performed in a commercial bulk
electrolysis cell (BASi, MF-1056) with 30 mL of solution containing
electrolyte and active species. The working, counter, and reference
electrodes were high surface area reticulated vitreous carbon (BASi,
MF-2077), lithium foil (Alfa Aesar) in a fritted glass chamber (BASi,
MR-1196), and fritted lithium foil (Alfa Aesar, fill solution: 1 M LiTFSI
in PC), respectively. During operation, the solution was stirred at a rate
of 1400 rpm. Two different electrochemical experiments were per-
formed: sample-current polarization to determine the limiting current
of the cell and extended galvanostatic charge/discharge cycling to de-
termine cycle stability. For the polarization experiments, the electrode
potential was stepped from 3.6 V to 4.175 V vs. Li/Li+ in increments of
0.025 V and holds of 2 min, which was sufficient to reach a steady state
current. Between each potential step, the electrode voltage was lowered
to 3.6 V vs. Li/Li+ for 10 min to reduce any oxidized species and return
the solution to 0% SOC. Extended cycling was performed using a gal-
vanostatic method with the same current for both charging and dis-
charging. The applied currents were 0.804 mA, 0.402 mA, 0.201 mA,
and 0.1005 mA, which correspond to 1C, 0.5C, 0.25C, and 0.125C,
respectively. When attempting to access 100% SOC, only potential
limits were set as determined from the cyclic voltammograms; whereas

when attempting to access 50% SOC, both time and potential cutoffs
were applied. The potential cutoffs were set to ca. 0.3 V above and
below the redox potential and the time cutoff was set to half of the
initial theoretical capacity (e.g., 1 h for 0.5C). Whichever cutoff was
reached first determined the end of the half cycle. Each independent
charging/discharging rate and SOC accessed was performed in dupli-
cate using two different cells with separately prepared electrolyte so-
lutions. Note for all presented cycle data, the different cells are shown
on independent plots to improve the clarity except when comparing the
two cells directly. For each cycle, both the time and accessed capacity
varies for the different cells used.

3. Results and discussion

Prior to cycling experiments, the limiting current for the bulk
electrolysis cell was determined to set upper bounds on the charging/
discharging rates that could be applied. For bulk electrolysis, the lim-
iting current depends on the active species concentration and diffu-
sivity, cell geometry, stir rate, and the electrochemical surface area of
the electrode. Fig. 1a and Fig. 1b show a representative cyclic vol-
tammogram and polarization curve for one of the two cells used, re-
spectively. Note that the measured limiting current was similar for both
cells and was ca. 3 mA or 3.7C when using 30 mL of solution, 0.001 M
DBBB, and a stir rate of 1400 rpm. Thus, to ensure that mass transfer
limitations did not significantly impact cycling data, the largest cur-
rents chosen were about 25% of the limiting current (ca. 1C).

For all of the currents used, the charging capacity fade is compar-
able for both cells, as shown in Fig. 2. As expected, as the current in-
creases, the capacity accessed decreases due to the increased cell po-
larization, setting an upper limit on the accessible capacity which is less
than the theoretical capacity. In all cycling experiments, the coulombic
efficiency of the first cycle was lower than that of the subsequent cycles.
Specifically, for 1C, 0.5C, 0.25C, and 0.125C, the first cycle coulombic
efficiency was about 58.1 ± 0.6%, 70.7 ± 0.2%, 70 ± 2%, and
66 ± 4%, respectively, while the average of the subsequent cycles was
around 97.5 ± 0.4% (376 cycles using 2 cells), 94 ± 1% (143 cycles
using 2 cells), 88 ± 2% (70 cycles using 2 cells), and 70 ± 5% (31
cycles using 2 cells), respectively. The low coulombic efficiencies of the
first cycle are consistent with previous studies and are tentatively at-
tributed to a combination of cell conditioning and the formation of a

Fig. 1. Cyclic voltammogram of 0.001 M DBBB in 1 M LiTFSI in PC (a). Polarization curve for the bulk electrolysis cell using 0.001 M DBBB at 0% SOC in 1 M LiTFSI
in PC showing the limiting current of about 3 mA (b). The C-rate on the second y-axis corresponds to the experimental set up of 0.001 M active material in 30 mL of
solution with a stir rate of 1400 rpm.
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solid electrolyte interphase on the lithium counter electrode [27,28].
Overall, the coulombic inefficiency is greater than the observed capa-
city fade rate, indicating that it is not completely due to irreversible
capacity loss but, rather, is likely a result of species crossover to the
counter electrode chamber in concert with an array of reversible and
irreversible decay processes (e.g., self-discharge, molecular decom-
position). For example, in the case of 1C, the rate of capacity fade per
cycle would be about 2.5% if the coulombic inefficiency led to an ir-
reversible capacity loss; however, in reality, the fade rate is only 0.3%
per cycle.

To determine the impact of charging rate, the capacity fade was
evaluated as a function of cycle number, Fig. 3a and c, and cycling time,
Fig. 3b and d. The charging capacity is normalized to the second cycle
in order to more easily compare the rates of capacity fade by excluding
the cell conditioning (first cycle) and minimizing the differences in
accessed capacity due to the different applied currents.

To date, the most typical metric reported is the number of cycles

before a set amount of capacity fade (Fig. 3a, c) [9,14,17–20,22,29].
While meaningful when comparing materials under identical condi-
tions, variations in charging rate and accessed capacity convolute
analysis. To illustrate this point, we first evaluate DBBB at different
charging rates (1C, 0.5C, 0.25C, and 0.125C) but with similar nominal
accessed capacities (100%). When comparing capacity fade per cycle,
the DBBB stability appears to vary: 0.3% per cycle (1C), 0.7% per cycle
(0.5C), 1.5% per cycle (0.25C), and 3.7% per cycle (0.125C). For ex-
ample, at 1C, DBBB cycled for 186 cycles before the capacity dropped to
50% of the second cycle, whereas at 0.125C, the capacity dropped by
50% after only 16 cycles. In contrast, normalizing the capacity fade by
time (Fig. 3b, d) appears a more accurate representation of stability.
From Fig. 3, the cycling fade rate as a function of time is consistent
across all charging rates used, 0.33 ± 0.04% per hour, 0.34 ± 0.01%
per hour, 0.34 ± 0.01% per hour, and 0.37 ± 0.04% per hour for 1C,
0.5C, 0.25C, and 0.125C, respectively.

Next, to highlight another common inconsistency, we vary SOC

Fig. 2. First 5 bulk electrolysis cycles of 0.001 M DBBB in 1 M LiTFSI in PC in cell 1 (a) and cell 2 (b) with a charging/discharging rate of 1C accessing 100% SOC, and
the charging capacity as a function of cycle number for each of the cells at a charging/discharging rate of 1C (0.804 mA, c), 0.5C (0.402 mA, d), 0.25C (0.201 mA, e),
and 0.125C (0.1005 mA, f) while accessing 100% SOC.
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accessed by either cycling from 0% to 100% SOC or from 0% to 50%
SOC [14,17,18,22]. The impact of the SOC range on the stability is
shown in Fig. 4 using a C-rate of 0.5C (0.402 mA). Again, both the
charging capacity fade as a function of cycle number (Fig. 4a, c) and
cycling time (Fig. 4b, d) are shown.

As the same charging rate is shown, when comparing the cycle
number and the cycle time, the data appears qualitatively similar;
however, comparing different charging rates and SOCs accessed yields
larger variations in the analyses (e.g., comparing Figs. 4a to 3a). For the
comparison of SOC accessed, the cycling time and cycle number are ca.
1.7× greater for the 50% SOC to achieve the same capacity fade as the
100% SOC. This is a consequence of it taking about 2× as long to decay
below 0.40 mAh for 50% SOC for about 2/3 of the faded capacity, but
the rate of decay from 0.40 mAh to 0.30 mAh is similar for both SOCs
for about 1/3 of the capacity fade. Note, when charging to 100% SOC,
only 0.59 mAh, 73% of the theoretical capacity (0.80 mAh), was ac-
cessed due to a combination of mass transport limitations, as evidenced
by Fig. 1, and instability in the charged state, as described in Fig. 3.

While at 50% SOC, 0.40 mAh was accessed, which is half of the theo-
retical capacity but 68% of the accessible capacity. Thus, in general,
when accessing a lower fraction of the SOC, more cycles can be reached
because, for each cycle, the active material is in the less stable, charged
state for shorter times and at lower concentrations.

4. Conclusions

Though standardized testing protocols have yet to be agreed upon,
the most common method of determining active materials stability is
extended bulk electrolysis cycling until failure. However, variations in
experimental conditions (i.e., charge/discharge current, accessed ca-
pacity) can convolute results, challenging material comparisons across
the published literature. In agreement with recent observations in
symmetric flow cells, we find that the cycling time rather than cycle
number is a better representation of stability as relevant chemical de-
composition reactions are time-dependent [9,30]. In addition, we find
that accessed capacity per cycle also impacts observed stability, due to

Fig. 3. Normalized charging capacity as a function of cycle number for cell 1 (a) and cell 2 (c) and time for cell 1 (b) and cell 2 (d) accessing 100% SOC for 1C
(0.804 mA, red circles), 0.5C (0.402 mA, black squares), 0.25C (0.201 mA, blue triangles), and 0.125C (0.1005 mA, purple diamonds). The electrolyte used was
0.001 M DBBB in 1 M LiTFSI in PC. The charging capacity is normalized to the second charging cycle.
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the time- and concentration-dependence of decomposition processes. As
such, the important parameters for bulk electrolysis cycling appear to
be how long the unstable species is present in solution and how con-
centrated the unstable species is in solution, which agrees with recent
reports on species stability [9,30]. Other factors to be aware of in bulk
electrolysis cycling are the cell limitations due to the geometry, sup-
plied convection, and charging method. This includes how long the cell
can be operated until crossover interferes with the results (especially for
symmetric cell cycling), knowledge of the limiting current of the cell,
and use of a charging/discharging rate that is application appropriate.
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