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a b s t r a c t

From an initial list of nonnegative integers, we form a Stanley sequence by recursively
adding the smallest integer such that the list remains increasing and no three elements
form an arithmetic progression. Odlyzko and Stanley conjectured that every Stanley
sequence (an) satisfies one of two patterns of asymptotic growth, with no intermediate
behavior possible. Sequences of Type 1 satisfy α/2 ≤ lim infn→∞ an/nlog2 3

≤

lim supn→∞ an/nlog2 3
≤ α, for some constant α, while those of Type 2 satisfy an =

Θ(n2/ log n). In this paper, we consider the possible values for α in the growth of Type 1
Stanley sequences. Whereas Odlyzko and Stanley considered only those Type 1 sequences
for which α equals 1, we show that α can in fact be any rational number that is at least 1
and for which the denominator, in lowest terms, is a power of 3.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Since the work of Paul Erdős, discrete mathematicians have recognized that the behavior of random objects may be
predictable and interesting. In graph theory, for example, Erdős–Rényi random graphs satisfy many properties that are
extremely difficult to construct deterministically. Conversely, other properties are not satisfied by random objects, but may
appear when a specific structure is imposed. Stanley sequences straddle the line between randomness and determinism,
and have largely remained a mystery since their discovery in 1978. While most examples are disorderly, a select few admit
beautifully succinct descriptions. Strikingly, the two types appear to follow two very different types of asymptotic growth,
with no intermediate behavior possible; however, a proof of this dichotomy has remained elusive. In this paper, we show
how the asymptotic growth rate of a ‘‘well-structured’’ Stanley sequence can fall anywhere on a relatively broad spectrum.

A set is 3-free if no three elements form an arithmetic progression. Odlyzko and Stanley [4] introduced the natural idea
of constructing 3-free sets by the greedy algorithm, starting with some finite set of elements. Specifically, let A be a 3-free
set of nonnegative integers {a0, a1, . . . , ak} satisfying 0 = a0 < a1 < · · · < ak. The Stanley sequence S(A) is the infinite
sequence (an) of nonnegative integers defined greedily such that the 3-free property is preserved. That is, for n > k, we
pick an > an−1 to be the smallest integer for which the set {a0, a1, . . . , an} is 3-free. For simplicity we will often denote
S({a0, a1, . . . , ak}) by S(a0, a1, . . . , ak).

The simplest Stanley sequence is S(0), which begins 0, 1, 3, 4, 9, 10, 12, 13, 27, . . . . It is easy to show that the nth term
of this sequence is the number obtained by writing n in binary and interpreting it in ternary. In particular, the term a2k
equals 3k. Odlyzko and Stanley [4] found equally explicit expressions, involving ternary digits, for S(0, 3n) and S(0, 2 · 3n),
again finding that the term a2k equals 3k for large enough k.

Odlyzko and Stanley observed that some Stanley sequences, such as S(0), have a regular structure and that their
asymptotic behavior resembles a2k = 3k, while all other Stanley sequences are more disorderly and grow at a faster rate.
The conjecture is never stated formally in [4]; we phrase it as follows:
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Conjecture 1.1 (Based on Work by Odlyzko and Stanley). Every Stanley sequence (an) follows one of two types of asymptotic
growth.

Type 1: α/2 ≤ lim infn→∞ an/nlog2 3
≤ lim supn→∞ an/nlog2 3

≤ α, where α is a constant, or
Type 2: an = Θ(n2/ log n).

Odlyzko and Stanley [4] observed Type 1 behavior only in the case of α equal to 1, for which the sequences S(0), S(0, 3n),
and S(0, 2 · 3n) are all examples (see Proposition 2.1 and Corollary 2.3). Erdős et al. [1] later found that the sequence
S(0, 1, 4) satisfies a2k = 3k

+ 2k−1 (for k ≥ 2) and is of Type 1 with α = 1. However, Rolnick [5] demonstrated that
many Stanley sequences follow Type 1 growth for other values of α. One example is the sequence S(0, 1, 7), for which we
have a2k = (10/9) · 3k and α = 10/9. Given a Type 1 sequence, we refer to α as a scaling factor for the sequence. For all
known Type 1 Stanley sequences, the scaling factor is unique.

To date, no Stanley sequence has been proven conclusively to follow Type 2 growth, even though it is believed that
almost all Stanley sequences are of this form. Empirical observations by Lindhurst [2] suggest that the sequence S(0, 4) is
indeed of Type 2; however it remains possible that the behavior changes suddenly and unexpectedly after amillion terms. A
probabilistic argument by Odlyzko and Stanley [4] considered a ‘‘random’’ Stanley sequence defined in terms of probability
distributions, and showed that such a ‘‘sequence’’ follows Type 2 growth, but does not prove that any actual Stanley sequence
is of this form.

In a recent paper, Moy [3] solved a problem posed by Erdős et al. [1], showing that every Stanley sequence (an) satisfies
an ≤ n2/(2+ ϵ) for large enough n. Another problem of [1] remains open, that of finding a Stanley sequence (an) satisfying
limn→∞(an+1 − an) = ∞. However, a related question of [1] was resolved by Savchev and Chen [8], who constructed a
sequence (an) (not a Stanley sequence) satisfying limn→∞(an+1 − an) = ∞ and such that (an) defines amaximal 3-free set,
that is, a 3-free set that is not a proper subset of any other 3-free set.

In this paper, we consider which growth rates are possible for Type 1 Stanley sequences. Results by Rolnick [5] imply
that scaling factors of Type 1 Stanley sequences may be arbitrarily high. Here we prove a much stronger result, given in
Theorem 2.5. Let α be a rational number at least 1 and for which the denominator is a power of 3. Then, there exists a Type
1 Stanley sequence with α as a scaling factor. We also consider the repeat factor of certain Type 1 sequences. Informally, the
repeat factor is the integer an at which the sequence begins to exhibit its asymptotic pattern of behavior; a formal definition
is given in the next section. We demonstrate that every sufficiently large integer is the repeat factor of some Type 1 Stanley
sequence.

2. Preliminaries

Some preliminary definitions and results are required before we can state our main result, Theorem 2.5. We begin by
verifying that the simplest Stanley sequence, S(0), does indeed follow Type 1 growth. We will use this fact to prove that
many other Stanley sequences also follow Type 1 growth.

Proposition 2.1. The sequence S(0) follows Type 1 growth with 1 as its unique scaling factor.

Proof. Let (sn) denote the sequence S(0). We will prove a slightly stronger result than Type 1 growth; we claim that, for
each n, we have

1/2 ≤ sn/nlog2 3
≤ 1.

We begin by writing n in binary: n = 2d1 + · · · + 2dk , where we have d1 > · · · > dk > 0. We have already noted that sn
equals 3d1 + · · · + 3dk . We conclude

sn
nlog2 3

=
3d1 + · · · + 3dk

2d1 + · · · + 2dk
log2 3 =: f (d1, . . . , dk).

Observe that we have

(2d1 + · · · + 2dk)log2 3
≥ 3d1 + · · · + 3dk ,

from which we conclude: sn/nlog2 3
≤ 1.

Now, we compute:

∂ f
∂dk
=

(ln 3)

3dk


− (ln 2)(log2 3)


2dk

 
3d1 + · · · + 3dk

 
2d1 + · · · + 2dk

−1
2d1 + · · · + 2dk

log2 3 .

Observe that we have (ln 2)(log2 3) = ln 3. Hence, the numerator is negative under the following condition:

3dk

2dk
<

3d1 + · · · + 3dk

2d1 + · · · + 2dk
.
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This condition holds if we have dk < dk−1. We conclude that increasing dk as far as possible can only decrease the value of
f (d1, . . . , dk). Moreover, creating a new value dk+1 may be thought of as increasing dk+1 from −∞. Therefore, for a given
value d1, the function f (d1, . . . , dk) is minimized by setting the following values:

d2 = d1 − 1
d3 = d1 − 2

...

dk = d1 − (k− 1)
k = d1 + 1,

where we have used the fact that the di must be distinct nonnegative integers. We conclude:

f (d1, . . . , dk) ≥
3d1 + · · · + 9+ 3+ 1

2d1 + · · · + 4+ 2+ 1
log2 3 =

(3d1+1 − 1)/(3− 1)
(2d1+1 − 1)/(2− 1)

log2 3 > 1/2.

This completes our proof that S(0) follows Type 1 growth.
Finally, we verify that 1 is the unique scaling factor of this sequence. Note that the upper bound sn/nlog2 3

≤ 1 is attained
when n equals 2k, for every value of k. The lower bound 1/2 ≤ sn/nlog2 3 is approximated to arbitrary precision for n equal
to 2k
− 1, as k approaches∞. Hence, 1 is the only possible scaling factor. �

In this paper, we consider the behavior of independent Stanley sequences, defined by Rolnick [5]. In Corollary 2.3, we
will show that these sequences follow Type 1 growth. The term ‘‘independent’’ is a consequence of the closely related
notion of dependent Stanley sequences. Every dependent Stanley sequence is associated with a unique independent Stanley
sequence, and the structure of the dependent sequence depends on that of the corresponding independent sequence; for a
full definition, see [5]. Rolnick proved that every dependent Stanley sequence follows Type 1 growth, and conjectured that
every Type 1 Stanley sequence is either independent or dependent.

Definition 1 (Rolnick [5]). Let S(A) = (an). We say the Stanley sequence (an) is independent if there exists a constant λ(A)
such that the following conditions hold for sufficiently large k:

• a2k+i = a2k + ai for every i such that 0 ≤ i < 2k, and
• a2k = 2a2k−1 − λ(A)+ 1.

We let κ(A) be the minimum integer such that these conditions hold for all k at least κ(A).
It is straightforward to verify that the sequences S(0), S(0, 3k), and S(0, 2 · 3k) are independent by using the closed-form

descriptions presented in [4]. Rolnick identified several broader classes of independent Stanley sequences (see Theorems
1.2 and 1.4 of [5]). As an example, consider:

S(0) = 0, 1, 3, 4, 9, 10, 12, 13, 27, 28, 30, 31, 36, 37, 39, 40, 81, . . . .

The first condition of independence states that the first 2k terms of the sequence are translated to give the next 2k terms;
for instance, the first 4 terms {0, 1, 3, 4} of S(0) are translated by 9 to give the next 4 terms {9, 10, 12, 13}. The second
condition of independence states that the translation approximately doubles the value of the sequence between a2k−1 and
a2k . The parameter λ is 0 in this case; indeed λ is nonnegative for every independent Stanley sequence and equals 0 only for
the sequence S(0) (see [5] for details).

For every k at least κ(A), we conclude from the definition of an independent Stanley sequence:

a2k+1 = 2a2k+1−1 − λ(A)+ 1 = 2(a2k + a2k−1)− λ(A)+ 1 = 3a2k .

Hence, for every independent Stanley sequence S(A) there exists a positive number α = α(A) such that for sufficiently
large k, we have

a2k = α · 3k.

We now show that, in fact, each term of an independent Stanley sequence is approximately α times the corresponding term
of S(0).

Proposition 2.2. Let S(A) = (an). Then, (an) is independent if and only if for every n, we have

an = αsn + bn, (1)

where α is a constant, (sn) denotes the Stanley sequence S(0), and (bn) is a periodic integer sequence with period 2κ , for some
nonnegative integer κ . Furthermore, if (1) holds, then we have κ = κ(A).
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Proof. We first prove that if S(A) is independent then (1) holds.
Let (bn) be the sequence in which the values a0 − αs0, a1 − αs1, . . . , a2κ−1 − αs2κ−1 repeat periodically. Pick k ≥ κ , and

suppose towards induction that we have an = αsn + bn whenever n is less than 2k. The base case of k = κ holds from the
definition of the sequence (bn).

For each n less than 2k, we have

an+2k = a2k + an
= αs2k + (αsn + bn)
= α(s2k + sn)+ bn
= αs2k+n + b2k+n.

The last step follows since bn is periodic. Therefore, we have an = αsn + bn whenever n is less than 2k+1, completing the
induction. One last check remains: The period of (bn) might be some proper divisor of 2κ . However, it is easily verified that
this implies κ(A) < κ holds; hence the period of (bn) is indeed 2κ .

Now, assume that (1) holds, and pick k, i satisfying k ≥ κ and 0 ≤ i < 2k. Then, we have

a2k+i = αs2k+i + b2k+i
= αs2k + αsi + b2k + bi
= a2k + ai

and a2k = αs2k + b2k
= α(2s2k−1 + 1)+ b2κ

= 2(αs2k−1 + b2k−1)− (2b2κ−1 − b2κ − α + 1)+ 1
= 2a2k−1 − (2b2κ−1 − b2κ − α + 1)+ 1.

Thus, we see that S(A) is independent and satisfies λ(A) = 2b2κ−1 − b2κ − α + 1. Since the period of (bn) is 2κ and not a
proper divisor, it follows that κ is the minimum k for which the independence conditions hold; hence κ = κ(A). �

Corollary 2.3. Every independent Stanley sequence follows Type 1 growth. Moreover it has a unique scaling factor α, given by
Eq. (1).

Proof. This follows from Propositions 2.1 and 2.2. �

Given an independent Stanley sequence S(A), we define the repeat factor ρ(A) to be the element a2κ , which equals α · 3κ .
Thus, we have

• ρ({0}) = 1, because κ = 0 and α = 1;
• ρ({0, 3n

}) = ρ({0, 2 · 3n−1
}) = 3n+1, because κ = n+ 1 and α = 1.

Proposition 2.4. Let S(A) = (an). In order for (an) to be independent, it is necessary and sufficient that the following condition
holds, for some integers κ, ρ satisfying κ ≥ 0 and ρ > a2κ−1:

{an} = {ρx+ y | x ∈ S(0), y ∈ {a0, a1, . . . , a2κ−1}} .

Moreover if κ is the smallest nonnegative integer such that this equality holds, then we have κ = κ(A) and ρ = ρ(A).

The proof of Proposition 2.4 follows from a straightforward induction argument similar to that of Proposition 2.2.
Just as the scaling factor of an independent Stanley sequencemeasures how the sequence behaves asymptotically, so the

repeat factor measures how fast the sequence converges to its asymptotic behavior. In this paper, we consider the possible
values for the scaling factor and repeat factor of an independent Stanley sequence.

We define a triadic number to be a rational number for which the denominator, in lowest terms, is a power of 3. We are
now ready to state our main result.

Theorem 2.5. (i) Every triadic number α that is at least 1 is a scaling factor. (ii) Every sufficiently large integer ρ is a repeat
factor.

3. Proof of Theorem 2.5

To prove the theorem, we develop a construction for independent Stanley sequences that allows us carefully to control
the scaling factor and repeat factor. We begin with several lemmas.

We say that an integer x is covered by a set S if there is a 3-term arithmetic progression of the form y, z, x (in that order)
satisfying y, z ∈ S. Likewise, we say an integer x is jointly covered by sets S and T if there is a 3-term arithmetic progression
of the form y, z, x satisfying y ∈ S and z ∈ T . Given a Stanley sequence S(A), let O(A) be the set of nonnegative integers
neither in S(A) nor covered by it. By the definition of a Stanley sequence, O(A) must be a finite set. For O(A) nonempty, let
ω(A) be the maximum element of O(A).
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Lemma 3.1 (Rolnick [5]). Let S(A) = (an). Suppose that there are integers λ and k satisfying a2k−1 ≥ λ + ω(A), such that the
following conditions hold:

• a2k+i = a2k + ai for every i such that 0 ≤ i < 2k, and
• a2k = 2a2k−1 − λ+ 1.

Then, S(A) is an independent Stanley sequence satisfying λ(A) = λ and κ(A) ≤ k.

Lemma 3.2. Let S(A) = (an), and suppose that nonnegative integers k and ℓ satisfy ℓ > k ≥ κ(A). Then, we have

a2ℓ−2k−1 = a2ℓ−1 − a2k (2)
a2ℓ−2k = a2ℓ−1 − a2k−1. (3)

Proof. Weprove the result by induction on ℓ. The base case is where ℓ equals k+1;we apply the definition of independence
to conclude:

a2ℓ−2k−1 = a2k−1 = a2k+1−1 − a2k = a2ℓ−1 − a2k and
a2ℓ−2k = a2k = a2k+1−1 − a2k−1 = a2ℓ−1 − a2k−1.

Now suppose towards induction that the result holds for ℓ. We apply the definition of independence, together with our
inductive hypothesis:

a2ℓ+1−2k−1 = a2ℓ + a2ℓ−2k−1 = a2ℓ + a2ℓ−1 − a2k = a2ℓ+1−1 − a2k and
a2ℓ+1−2k = a2ℓ + a2ℓ−2k = a2ℓ + a2ℓ−1 − a2k−1 = a2ℓ+1−1 − a2k−1.

This completes the induction. �

If x is an integer and S is a set, we will use the notation S + x to denote the set {y+ x | y ∈ S}. The next lemma is based
on methods used by Rolnick [5].

Lemma 3.3. Let S(A) be an independent Stanley sequence. For some k at least κ(A), let c = a2k and let A∗ = {a0, a1, . . . , a2k−1}.
Then, the following statements hold for all integers x and y such that x < y.

a. The set A∗ + x covers

[x, c + x) \ ((A∗ + x) ∪ (O(A)+ x)) ∪ (O(A)+ c + x).

b. The sets A∗ + x and A∗ + y jointly cover the set

[2y− x, c + 2y− x) \ (O(A)+ 2y− x) ∪ (O(A)+ c + 2y− x).

c. The set (A∗ + x) ∪ (A∗ + c + x) covers

[x, 3c + x) \ ((A∗ + x) ∪ (A∗ + c + x) ∪ (O(A)+ x)) ∪ (O(A)+ 3c + x).

d. The sets (A∗ + x) ∪ (A∗ + c + x) and (A∗ + y) ∪ (A∗ + c + y) jointly cover the set

[2y− x, 3c + 2y− x) \ (O(A)+ 2y− x) ∪ (O(A)+ 3c + 2y− x).

e. The set (A∗ + x) ∪ (A∗ + c + x) ∪ (A∗ + 3c + x) ∪ (A∗ + 4c + x) covers the set

[x, 9c + x) \ ((A∗ + x) ∪ (A∗ + c + x) ∪ (A∗ + 3c + x) ∪ (A∗ + 4c + x) ∪ (O(A)+ x)) ∪ (O(A)+ 9c + x).

Proof. We first prove part (a). Observe that the set A∗must cover every integer in [0, c)\ (A∗∪O(A)) because these integers
are assumed to be covered by S(A). Hence, A∗ + x covers [x, c + x) \ ((A∗ + x) ∪ (O(A)+ x)).

We now must prove that O(A) + c + x is covered by A∗ + x. This is equivalent to proving that O(A) + c is covered by
A∗. Pick some z ∈ O(A) + c . For ℓ a large integer, let z ′ = z + a2ℓ − c , so that we have z ′ ∈ O(A) + a2ℓ . Because S(A) is an
independent sequence, we have z ′ ∉ S(A), so we have z ′ = 2aj−ai for some i and j satisfying i < j. There are three cases: (1)
i, j < ℓ, (2) i < ℓ and j ≥ ℓ, or (3) i, j ≥ ℓ. Case (3) is impossible, since A does not cover any element of O(A) and therefore
A+ a2ℓ does not cover any element of O(A)+ a2ℓ . In Case (2), we have

2aj − ai ≥ 2a2ℓ − a2ℓ−1 = a2ℓ + (a2ℓ − a2ℓ−1).

Since we picked ℓ large, a2ℓ − a2ℓ−1 is larger than all elements of O(A), so we have 2aj − ai > z ′. Therefore, Case (1) is the
only possibility.

We claim that 0 ≤ i < 2k and 2ℓ
− 2k
≤ j < 2ℓ hold. Suppose to the contrary that we have i ≥ 2k. Then we conclude

2aj − ai ≤ 2a2ℓ−1 − a2k
= a2ℓ + λ− 1− a2k .
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Note that we have 2a2k > 2a2k−1 = a2k + λ − 1, thus a2ℓ + λ − 1 − a2k < a2ℓ . This contradicts the assumption
2aj − ai = z ′ > a2ℓ . Likewise, in the case j < 2ℓ

− 2k, we apply Lemma 3.2, Eq. (2) to conclude:

2aj − ai ≤ 2a2ℓ−2k−1

= 2(a2ℓ−1 − a2k)
= a2ℓ + λ− 1− 2a2k
< a2ℓ ,

which again is a contradiction. Hence, 0 ≤ i < 2k and 2ℓ
− 2k

≤ j < 2ℓ hold true. Let h = j − 2ℓ
+ 2k, so ai, ah ∈ A∗. By

Lemma 3.2, Eq. (3), we have

2ah − ai = z ′ − 2a2ℓ−2k

= z ′ − 2(a2ℓ−1 − a2k−1)

= z ′ − a2ℓ + a2k
= z.

Thus, z is covered by A∗. It follows that O(A)+ c + x is covered by A∗ + x, completing our proof of part (a).
We now prove part (b). Note that if z is covered by A∗, then z+2y−x is jointly covered by A∗+x and A∗+y. Applying part

(a), then,we conclude that A∗+x and A∗+y jointly cover the set [2y−x, c+2y−x)\((A∗∪O(A))+2y−x)∪(O(A)+c+2y−x).
Furthermore, A∗+ x and A∗+ y jointly cover A∗+ 2y− x because, for each a ∈ A∗, the integers a+ x, a+ y, a+ 2y− x form
an arithmetic progression.

Parts (c) and (d) follow from parts (a) and (b), respectively, by setting k← k+ 1. Part (e) follows from part (a) by setting
k← k+ 2. �

The following proposition is the driving force behind the proof of Theorem 2.5.

Proposition 3.4. Let S(A) = (an), and suppose that (an) is independent. Pick k greater than κ(A), and let A∗ = {a0, a1,
. . . , a2k−1}. Pick d an integer satisfying ω(A) < d ≤ a2k − λ(A) and let

Ad
k = A∗ ∪ (A∗ + a2k) ∪ (A∗ + 7a2k − d) ∪ (A∗ + 8a2k − d).

Then, S(Ad
k) is independent and satisfies

ρ(Ad
k) = 10a2k − d

α(Ad
k) =

10α(A)

9
−

d
3k+2

.

Before proving the proposition, we provide a motivating result from [5].

Proposition 3.5 (Rolnick [5]). Let S(A) = (an) and S(B) = (bn). Pick k at least κ(A) and let A∗ = {a0, a1, . . . , a2k−1}. We
define:

A⊗k B := {a2kb+ a | a ∈ A∗, b ∈ B}.

Then, if S(A) and S(B) are independent, S(A⊗k B) is independent and admits the following description:

S(A⊗k B) = {a2kb+ a | a ∈ A∗, b ∈ S(B)}.

Remark 3.6. Proposition 2.4 implies that a Stanley sequence S(A) satisfies S(A⊗κ{0}) = S(A) (for some κ) if and only if
S(A) is independent.

Remark 3.7. It is readily verified that the scaling factor of S(A⊗k B) is simply the product of the scaling factors of S(A) and
S(B). Taking A0 = {0} and B = {0, 1, 7}, so that α(B) = 10/9, it follows that iterated products S(An) = S(An−1⊗k B) satisfy
α(An) = (10/9)n. Hence, the scaling factor can bemade arbitrarily large. Theorem 2.5 clearly proves a much stronger result.

In the light of Proposition 3.5, Proposition 3.4 may be seen as defining Stanley sequences that are in some sense
‘‘intermediate’’ between

S(A⊗k {0, 1, 6, 7}) = S

A∗ ∪ (A∗ + a2k) ∪ (A∗ + 6a2k) ∪ (A∗ + 7a2k)


and S(A⊗k {0, 1, 7, 8}) = S


A∗ ∪ (A∗ + a2k) ∪ (A∗ + 7a2k) ∪ (A∗ + 8a2k)


.
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Proof of Proposition 3.4. Make the following definitions: λ := λ(A), ω := ω(A), b := a2k−1, c := a2k . We also define the
following sets:

B := A∗ ∪ (A∗ + c)
C := (A∗ + 7c − d) ∪ (A∗ + 8c − d)
D := (A∗ + 10c − d) ∪ (A∗ + 11c − d)
E := (A∗ + 17c − 2d) ∪ (A∗ + 18c − 2d)
F := (A∗ + 30c − 3d) ∪ (A∗ + 31c − 3d)
G := (A∗ + 37c − 4d) ∪ (A∗ + 38c − 4d)
H := (A∗ + 40c − 4d) ∪ (A∗ + 41c − 4d)
I := (A∗ + 47c − 5d) ∪ (A∗ + 48c − 5d)
J := B ∪ C ∪ D ∪ E ∪ F ∪ G ∪ H ∪ I.

Thus we have Ad
k = B ∪ C . Our approach is as follows. We prove that (i) J is 3-free and (ii) the set J covers all integers

betweenmax(C), which equals b+8c−d, andmax(I), which equals b+48c−5d, with the exception of J itself. This implies
that J is a prefix of S(Ad

k). We now may apply Lemma 3.1 to prove that S(Ad
k) is independent. We will use (a′n) to denote the

elements of S(Ad
k). In order to apply this lemma, we require the condition a′

2k+3−1
≥ λ(Ad

k) + ω(Ad
k). (This is the reason we

must consider such a large prefix subsequence of S(Ad
k).) We may verify this condition as follows:

λ(Ad
k) = 2(b+ 8c − d)− (10c − d)+ 1
= 2b+ 6c − d+ 1
< 8c − d

ω(Ad
k) = ω(A)+ 8c − d

< b+ 8c − d.

Hence,

a′2k+3−1 = b+ 18c − 2d

> (8c − d)+ (b+ 8c − d)

> λ(Ad
k)+ ω(Ad

k).

We now show that J is 3-free. Suppose towards contradiction that x, y, z ∈ J form an arithmetic progression with
x < y < z. Observe that J reduces modulo 10c − d to B ∪ C:

J = (B ∪ C) ∪ (B ∪ C + (10c − d)) ∪ (B ∪ C + 3(10c − d)) ∪ (B ∪ C + 4(10c − d)).

There is no 3-term arithmetic progression in the set {w, w + (10c − d), w + 3(10c − d), w + 4(10c − d)} for any value of
w; hence, x and ymust be distinct modulo 10c − d.

Notice that we have C ∪ D ≡ B ∪ C (mod 10c − d). Let x′, y′ ∈ C ∪ D be congruent, respectively, to x, y modulo
10c − d, and let z ′ = 2y′ − x′, so that x′, y′, z ′ form a 3-term arithmetic progression (possibly decreasing). Because we have
2y′ − x′ ≡ z (mod 10c − d), we conclude z ′ ∈ B ∪ C ∪ D ∪ E. Since x′, y′ are both at least 7c − d and at most b+ 11c − d,
we have

−b+ 3c − d ≤ 2y′ − x′ ≤ 2b+ 15c − d.

From d ≤ c − λ, we conclude:

z ′ ≥ −b+ 3c − d = b− λ+ 1+ 2c − d ≥ b+ c + 1,
and z ′ ≤ 2b+ 15c − d = 16c + λ− 1− d ≤ 17c − 2d− 1.

Hence, z ′ cannot be in B or E, so z ′ is in C ∪ D. But C ∪ D is 3-free since we have

C ∪ D = {an + 7c − d | 0 ≤ n < 2k+2
},

and we know that (an) is 3-free. Therefore, x′, y′, z ′ cannot form an arithmetic progression, a contradiction. We conclude
that J is 3-free, as desired.

We now use repeated applications of Lemma 3.3 to prove that the set J covers all elements of [b+8c−d, b+48c−5d]\ J .
By part (e) of Lemma 3.3, C ∪ D covers the set

[7c − d, 16c − d) \ (C ∪ D ∪ (O(A)+ 7c − d)) ∪ (O(A)+ 16c − d). (4)

By part (d), B and C jointly cover

[14c − 2d, 17c − 2d) \ (O(A)+ 14c − 2d) ∪ (O(A)+ 17c − 2d). (5)
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By part (c), E covers

[17c − 2d, 20c − 2d) \ (E ∪ (O(A)+ 17c − 2d)) ∪ (O(A)+ 20c − 2d). (6)

By part (d), B and D jointly cover

[20c − 2d, 23c − 2d) \ (O(A)+ 20c − 2d) ∪ (O(A)+ 23c − 2d). (7)

By part (b), (A∗ + 11c − d) and (A∗ + 17c − 2d) jointly cover

[23c − 3d, 24c − 3d) \ (O(A)+ 23c − 3d) ∪ (O(A)+ 24c − 3d). (8)

By part (d), D and E jointly cover

[24c − 3d, 27c − 3d) \ (O(A)+ 24c − 3d) ∪ (O(A)+ 27c − 3d). (9)

By part (d), C and E jointly cover

[27c − 3d, 30c − 3d) \ (O(A)+ 27c − 3d) ∪ (O(A)+ 30c − 3d). (10)

By part (c), F covers

[30c − 3d, 33c − 3d) \ (F ∪ (O(A)+ 30c − 3d)) ∪ (O(A)+ 33c − 3d). (11)

By part (d), E and F jointly cover

[33c − 4d, 36c − 4d) \ (O(A)+ 33c − 4d) ∪ (O(A)+ 36c − 4d). (12)

By part (d), B and E jointly cover

[34c − 4d, 37c − 4d) \ (O(A)+ 34c − 4d) ∪ (O(A)+ 37c − 4d). (13)

By part (e), G ∪ H covers

[37c − 4d, 46c − 4d) \ (G ∪ H ∪ (O(A)+ 37c − 4d)) ∪ (O(A)+ 46c − 4d). (14)

By part (d), F and G jointly cover

[44c − 5d, 47c − 5d) \ (O(A)+ 44c − 5d) ∪ (O(A)+ 47c − 5d). (15)

By part (c), I covers

[47c − 5d, 50c − 5d) \ (I ∪ (O(A)+ 47c − 5d)) ∪ (O(A)+ 50c − 5d). (16)

Combining the sets in (4)–(7), we conclude that J covers the set

[7c − d, 23c − 2d) \ (C ∪ D ∪ E). (17)

Combining the sets in (8)–(11), we conclude that J covers

[23c − 3d, 33c − 3d) \ (F ∪ (O(A)+ 23c − 3d)). (18)

Combining the sets in (12)–(16), we conclude that J covers

[33c − 4d, 50c − 5d) \ (G ∪ H ∪ I ∪ (O(A)+ 33c − 4d)). (19)

The largest element of O(A)+ 23c − 3d is ω + 23c − 3d, which is less than 23c − 2d because we have d > ω. Likewise,
the largest element of O(A) + 33c − 4d is ω + 33c − 4d, which is less than 33c − 3d. Hence, we can combine the sets in
(17)–(19), into

[7c − d, 50c − 5d) \ (C ∪ D ∪ E ∪ F ∪ G ∪ H ∪ I). (20)

In particular, J covers the set [b+ 8c − d, b+ 48c − 5d] \ J , which is a subset of (20).
Since J is 3-free and covers all elements of [b+8c−d, b+48c−5d] \ J , we conclude that J is a prefix of S(Ad

k). Therefore,
by Lemma 3.1, the sequence S(Ad

k) is independent. �

As a result of the construction given in Proposition 3.4, we obtain the following result.

Proposition 3.8. Let S(A) = (an), and suppose that (an) is independent with scaling factor α and repeat factor ρ .

a. Suppose that α′ is a triadic number satisfying α ≤ α′ < 10α/9. Then, α′ is the scaling factor of some independent Stanley
sequence.

b. Let ϵ be strictly positive. There exists an integer Nϵ(A) such that for all k at least Nϵ(A), every integer in the interval
[3k(1+ ϵ)ρ, 3k(10/9− ϵ)ρ] is the repeat factor of some independent Stanley sequence.
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Proof. Let λ = λ(A), ω = ω(A), and κ = κ(A).
(i) Clearly α itself is a scaling factor, so suppose we have α′ > α. From Proposition 3.4, we have

α(Ad
k) =

10α(A)

9
−

d
3k+2

,

for k large enough. Let d = 3k(10α − 9α′), so that we have

α′ =
10α
9
−

d
3k+2

.

Note that d is an integer for large k, because α′ is a triadic number. Since we have α′ < 10α/9, the condition d > ω(A)
is satisfied for k large enough. Likewise, since we have α′ > α, we conclude that d = tα3k is satisfied for some value t
independent of k, such that t < 1. Hence, we can make k large enough to satisfy the condition d ≤ a2k − λ = α3k

− λ(A).
We conclude that there exists an independent Stanley sequence for which α′ is the scaling factor.

(ii) Proposition 3.4 implies

ρ(Ad
k) = 10a2k − d,

for k large enough. Thus, ρ(Ad
k) may take on any integral value ρ ′ satisfying

9a2k + λ = 10a2k − (a2k − λ) ≤ ρ ′ < 10a2k − ω.

Pick kϵ large enough so that for every k at least kϵ , we have

9a2k + λ = 3k−κ+2
· ρ(A)+ λ < 3k−κ+2(1+ ϵ)ρ

and 10a2k − ω = 3k−κ+2
·
10
9

ρ(A)− ω > 3k−κ+2

10
9
− ϵ


ρ,

where we used the equality ρ(A) = a2κ = a2k/3
k−κ . Let Nϵ(A) = kϵ − κ + 2. Then, for each k at least Nϵ(A), every integer

in the interval [3k(1+ ϵ)ρ, 3k(10/9− ϵ)ρ] is the repeat factor of some independent Stanley sequence. �

We now are able to prove Theorem 2.5.

Proof of Theorem. (i) We apply Proposition 3.8(a) to the sequence S(A) with A = {0}, which satisfies α(A) = 1. Hence,
every triadic numberα′ ∈ [1, 10/9) is a valid scaling factor. Applying Proposition 3.8 again, we see that every triadic number
α′′ ∈ [1, 100/81) is a scaling factor. Continuing in thisway,we conclude that every triadic number in [1, (10/9)n) is a scaling
factor, for any value of n. Since (10/9)n can be made arbitrarily large, we conclude that every triadic number α that is at
least 1 is a valid scaling factor.

(ii) Pick some small ϵ greater than 0. We apply Proposition 3.8(b) to the sequence S(A1) with A1 = {0}, which satisfies
ρ(A1) = 1. For every k1 satisfying k1 ≥ Nϵ(A1) = N1, each integer x in the interval [3k1(1+ ϵ), 3k1(10/9− ϵ)] is the repeat
factor of some independent sequence S(Ax).

We next apply Proposition 3.8(b) to each sequence S(Ax), for each x ∈ [3N1(1+ϵ), 3N1(10/9−ϵ)]. For every kx satisfying
kx ≥ Nϵ(Ax), each integer in the interval [3kx(1+ ϵ)x, 3kx(10/9− ϵ)x] is a repeat factor. These intervals overlap as x varies
over the integers in [3N1(1 + ϵ), 3N1(10/9 − ϵ)]. Hence, for every k satisfying k ≥ N1 +maxx Nϵ(Ax) = N2, each integer y
in the interval [3k(1+ ϵ)2, 3k(10/9− ϵ)2] is the repeat factor of some independent sequence S(Ay).

We may now apply Proposition 3.8(b) to each sequence S(Ay) such that y ∈ [3N2(1 + ϵ)2, 3N2(10/9 − ϵ)2]. Continuing
in this manner, we conclude that, for each n, there exists Nn such that the following property holds: For k at least Nn, every
integer in the interval [3k(1+ϵ)n, 3k(10/9−ϵ)n] is the repeat factor of some independent sequence. For ϵ small, we can pick
n satisfying (10/9−ϵ)n > 3·(1+ϵ)n. Then,we have 3k(10/9−ϵ)n > 3k+1(1+ϵ)n, so the intervals [3k(1+ϵ)n, 3k(10/9−ϵ)n]
overlap for k at least Nn. Every sufficiently large integer is contained in one of these intervals and hence must be the repeat
factor of an independent Stanley sequence. �

4. Open problems

There remain many unanswered questions related to the growth of Stanley sequences. Our proof leaves open the
question of which integers are not the repeat factor of any independent sequence. Rolnick additionally posed the problem
of identifying which values of λ(A) are attainable.

Conjecture 4.1 (Rolnick [5]). Let λ be any integer other than 1, 3, 5, 9, 11, 15. Then, there exists an independent Stanley
sequence S(A) that satisfies λ(A) = λ.

Dependent Stanley sequences, which are described in [5], follow Type 1 growth like independent sequences. However,
while independent sequences satisfy a2k = α · 3k, dependent sequences satisfy a2k−σ = α · 3k

+ β · 2k, where β and σ are
constants. Rolnick conjectured that β is nonnegative; further investigation is called for.
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It appears very hard to show that every Stanley sequence follows either Type 1 or Type 2 growth. Weaker results have
been proven for general 3-free sets that do not use the Stanley sequence property. A classic result by Roth [6] implies that no
3-free sequence (an) can have linear density. Sanders [7] recently improved this to an = Ω(n log1−o(1) n). Erdős et al. posed
the problem of showing that every Stanley sequence (an) satisfies an = Ω(n1+ϵ) for some positive ϵ. This remains open.
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