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ABSTRACT

Human-Swarm Interaction: Effects on Operator Workload, Scale, and
Swarm Topology

Brian Pendleton
Department of Computer Science, BYU

Master of Science

Robots, including UAVs, have found increasing use in helping humans with dangerous
and difficult tasks [61]. The number of robots in use is increasing and is likely to continue
increasing in the future. As the number of robots increases, human operators will need to
coordinate and control the actions of large teams of robots. While multi-robot supervisory
control has been widely studied, it requires that an operator divide his or her attention
between robots. Consequently, the use of multi-robot supervisory control is limited by the
number of robots that a human or team of humans can reasonably control [57]. Swarm robotics
– large numbers of low-cost robots displaying collective behaviors – offers an alternative
approach by providing the operator with a small set of inputs and parameters that alter the
behavior of a large number of autonomous or semi-autonomous robots. Researchers have
asserted that this approach is more scalable and offers greater promise for managing huge
numbers of robots [61].

The emerging field of Human-Swarm Interaction (HSI) deals with the effective man-
agement of swarms by human operators. In this thesis we offer foundational work on the effect
of HSI (a) on the individual robots, (b) on the group as a whole, and (c) on the workload of
the human operator. We (1) show that existing general swarm algorithms are feasible on
existing robots and can display collective behaviors as shown in simulations in the literature,
(2) analyze the effect of interaction style and neighborhood type on the swarm’s topology,
(3) demonstrate that operator workload stays stable as the size of the swarm increases,
but (4) find that operator workload is influenced by the interaction style. We also present
considerations for swarm deployment on real robots.

Keywords: HSI, Swarm, Robotics, HRI, Mental Workload, Human Factors, Topology, Neglect
Time
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Chapter 1

Introduction

In this thesis, we examine the effect of Human-Swarm Interaction (HSI) on a human-

swarm system. In particular, we are interested in the mental workload of the human operator,

the topology and stability of the swarm, and the effects on the individual robots. Section 1.1

provides information and context about the problem, why it’s important, and how we propose

to extend existing research. Section 1.2 presents the problem statement, which outlines the

problem addressed by this thesis. Section 1.3 presents background, emphasizing definitions

of key terms and presenting an overview of existing work. Section 1.4 presents the swarm

models and modifications to those models used throughout this thesis. Section 1.5 contains a

detailed literature review.

1.1 Motivation

Robots, including UAVs, have found increasing use in helping humans with dangerous and

difficult tasks (see [61] and Figure 1.1a). The number of robots in use is increasing and

is likely to continue increasing in the future. As the number of robots increases, human

operators will need to coordinate and control the actions of large teams of robots. While

multi-robot supervisory control has been widely studied ([53, 42, 24] for example), it requires

that an operator divide his or her attention between robots, and consequently its use is

limited by the number of robots that a human or team of humans can reasonably control [57].

In nature, large numbers of individuals frequently form large collectives or “swarms” [21].

Swarms allow many distinct individuals to function as a large cohesive unit even in the
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(a) A bomb robot investigat-
ing a suspicious package

(b) A school of fish (c) A graphical user interface
for controlling a swarm

Figure 1.1: Robots, swarms, and human-swarm interaction

absence of leaders and centralized information (Figure 1.1b). Current work in the biology,

physics and robotics communities has sought to understand the principles underlying these

systems and encode them into robots. Current work in the emerging field of Human-Swarm

Interaction (HSI) has shown that human operators can successfully interact with swarms of

robots to perform useful tasks [9, 28, 39]. The body of HSI knowledge is expanding rapidly,

but there are still many open questions.

Hypothetically, robot swarms that use simple decentralized rules are algorithmically

scalable and can be managed by humans using a limited amount of shared information (see

[9, 61] and Figure 1.1c). This is in contrast to traditional human supervisory control, where

the operator must divide his or her attention between robots; consequently, as the number of

robots managed by the operator increases, so does the operator’s workload [57]. In a swarm

system the operator is instead provided with high-level inputs that alter the behavior of the

individual agents or the organization of the group.

While a swarm-based approach offers many benefits and useful properties, implement-

ing swarm robotics presents a number of challenges. Swarm robotics research is a fairly young

area, with many research problems that still need to be explored. This is especially true of

human-swarm interaction, where research on single operator control is just emerging and

multiple operator control remains largely unstudied1.

1Future research on multi-operator control may draw from work by Conradt et al. regarding mixed goals
in schools of fish [18]. Because swarm robots take advantage of interactions with their immediate neighbors,
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One of the primary factors that limits the number of robots a human operator can

control is the mental workload of that operator [57]. Mental workload is defined by Sanders

and McCormick [62] as “a measurable quantity of the information processing demands placed

on an individual by a task.” We hypothesize that properly designed swarm systems can offer

high-level inputs that don’t require a human operator to switch attention between individual

robots. We further hypothesize that this approach will prove more scalable in terms of

operator workload; we are not aware of any studies that have attempted to evaluate this

effect.

A variety of methods for interacting with swarms have been proposed. Many existing

algorithms depend on specific robot hardware capabilities or depend on specific sensor

configurations. In this thesis, we focus on simple high-level control methods that can be

applied across a variety of robot and sensor configurations. We expand on published work

by Goodrich et al. [33] on the impact of several simple high-level control methods (leader,

predator and stakeholders) on the human-swarm system2. We examine the impact of these

control methods on the topology of the swarm itself as well as on the workload of the human

operator.

1.2 Problem Statement

In this thesis we offer foundational work on the effect of HSI (a) on the individual robots,

(b) on the group as a whole, and (c) on the workload of the human operator. We (1)

show that existing general swarm algorithms are feasible on existing robots and can display

collective behaviors similar to behaviors reported in the literature, (2) analyze the effect

of interaction style and neighborhood type on the swarm’s topology, (3) demonstrate that

operator workload stays stable as the size of the swarm increases, and (4) find that operator

workload is influenced by the interaction style.

control can be exerted over the operator’s local neighborhood, allowing robots to be smoothly split between
one operator and the next without the need for complex protocols [32]

2The author’s contribution to the publication is included as part of this thesis
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Figure 1.2: A tele-operated bomb disposal robot

1.3 Terminology

This section introduces key terms and ideas that are referenced throughout this document.

1.3.1 Human-Robot Interaction (HRI)

Goodrich [35] defines Human-Robot Interaction (HRI) as “a field of study dedicated to

understanding, designing, and evaluating robotic systems for use by or with humans.” HRI

incorporates contributions from a variety of fields, including human factors, engineering,

mathematics, computer science, robotics, cognitive psychology, and design with the goal of

facilitating interaction between humans and robots, and designing effective human-robot

systems [35]. Figure 1.2 shows a human remotely operating a bomb disposal robot using a

graphical user interface and hand-held controller.

Human Supervisory Control

In human supervisory control of semi-autonomous robots, a human operator monitors the

robot’s execution of a task and periodically intervenes to operate the robot or reprogram it,

for example giving it new objectives [64]. In a multi-robot system, human operators switch

their attention between robots. The number of robots that a human operator can control with

this paradigm is determined by the neglect tolerance of the robot – the amount of time that
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each robot can act autonomously before requiring human input – and the number of things

that the operator can do at once [25, 57]. Operator workload is an important contributing

factor to the number of tasks the operator can manage (see [57] and Section 1.3.5).

Information Foraging as a Canonical Problem

Information foraging involves one or more agents that move from location to location searching

for, and “consuming,” some type of resource(s). The location may be physical (e.g. rooms in

an office building) or virtual (e.g. web pages). The “resource” is gathered at a finite rate and

may or may not be depletable, depending on what it represents. The goal of the agents and,

by extension, the human operator is to amass as much of the resource(s) as possible.

Information foraging represents an abstraction across many different types of problems.

For example, in a UAV surveillance task, the UAV may move throughout the world to

surveillance targets (locations), which come and go throughout the day. Time on target is

the resource of interest, with the consumption rate proportional to the importance of the

surveillance target. The goal of the UAV is to gather as much surveillance data as possible,

adjusted by the importance of that data. The resource to be gathered can also represent a

commitment on the part of the agent, such as the time taken to perform a task. Figure 1.3

shows simulated fish engaged in an information foraging task.

1.3.2 Swarm Robotics

What are Swarms?

In nature, large numbers of individuals frequently form large collectives or “swarms” [21].

Swarms allow many distinct individuals to function as a large cohesive unit even in the

absence of leaders and centralized information. Examples of swarms include flocks of birds,

schools of fish and ant colonies (Figure 1.4a). Swarms exhibit high-level emergent behaviors

based on simple interaction rules between individuals. Research in swarm robotics seeks to

encode collective behaviors found in nature into robots in order to allow large numbers of
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Figure 1.3: A simulated school of fish completing an information foraging task. The barrels
represent information to be gathered, such as food or knowledge about the area in which
they live.
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(a) A swarm of ants form a bridge to
cross a gap onto another leaf. Photo by
Kasi Metcalf3.

(b) A swarm of robots escapes its holding pen. The
swarm can collectively accomplish goals that the indi-
vidual robots could not4.

Figure 1.4: Biological and robotic swarms

robots to collaboratively solve problems [61]. Researchers are interested in applying swarm

principles to robots because of the useful properties they exhibit. Swarms are scalable, robust,

do not require centralized leadership or information, and deal well with temporal-spatial

problems and coordination between large numbers of individuals [61].

Swarm Properties

Swarms have several important and useful properties. First, swarms are scalable. Swarm

algorithms use interactions among individuals in a local neighborhood, allowing them to scale

from ten or twenty individuals to tens of thousands [61], as has been shown for starling flocks

[7]. Second, swarms are robust. Because swarms contain no explicit hierarchy or designated

leader, individuals can join or drop out from the group without substantial impact to large

scale group behavior [12]. This is especially important in the challenging environments

where individual robots may fail or be knocked offline. Third, swarms deal well with spatial

problems using robust emergent behaviors [68]. In nature, swarms coordinate the movement

3Photo by Kasi Metcalf and licensed under the Creative Commons Attribution Non-commercial
No-derivatives 2.0 Generic License. Original photo: http://www.flickr.com/photos/kasimetcalfe/

118471837/
4Photo courtesy of the SYMBRIAN project: http://symbrion.eu
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and behavior of large numbers of individuals over a physical area. Many of the rules distilled

from natural systems have found their way into swarm robotic algorithms [61]. Last, because

swarm robotics deals with interactions among individual agents, it also provides a framework

to allow robots to react directly to operator state (such as movement and gaze) instead

of exclusively requiring programmatic control inputs. One example is the GUARDIANS

project [59] where swarm robots reacted to the movement of firefighters instead of requiring

firefighters to enter programmatic inputs.

Application to Robotics

Swarm robotics seeks to take information learned from studying swarms in nature and encode

that information into robots. The goal of this research area is to coordinate large numbers

of relatively simple robots to accomplish larger tasks that none could accomplish alone (see

figure 1.4b). Research in this area has focused on the construction of simple robots suitable for

swarm algorithms, algorithms for controlling a swarm of robots, the engineering of emergent

group behaviors such as formation control, and interaction and control of swarm systems.

1.3.3 Human-Swarm Interaction (HSI)

Human-swarm interaction (HSI) can be operationally defined as understanding, designing,

controlling, and interacting with large-scale and decentralized autonomous or semi-autonomous

systems. While the term “human-swarm interaction” was coined within the swarm robotics

community [50], HSI traces its roots, not only to traditional HRI, but to the broad group

of communities engaged in swarm research. The results and research are influenced by and

contribute to biology, physics, robotics, and control theory, among others. Figure 1.5 shows a

graphical user interface for human-swarm interaction.

While traditional HRI focuses on individual robots or aggregates of individual robots,

human-swarm interaction focuses on influencing or interacting with the group as a whole, or

introducing environmental or group-level changes to affect the behavior of individual robots.

8



Figure 1.5: A user-controlled agent, marked with a white box, splits the swarm into two
groups by repelling swarm members close to it.

Additionally, human-swarm interaction includes scenarios where the interaction rules of the

group cannot be modified or are not completely understood (e.g. work by Marras and Porfiri

on leading schools of fish using robots [48]).

1.3.4 Topologies and Neighborhoods

Swarm members typically interact with a small set of other swarm members and environmental

factors that are close to them. This local neighborhood of interaction is responsible for many

of the useful properties that swarms display [61]. This is especially true of flocking algorithms,

which deal with the coordinated movement of the swarm. The overall structure of the

interactions between swarm agents form a graph where the agents or environmental factors

are nodes and the interactions are edges (Figure 1.6). This graph or topology describes the

structure of the swarm and may be analyzed to determine qualities of the swarm or provide

performance guarantees. The topology can be analyzed statically or over time. Graph theory

provides useful tools for performing this analysis [51].
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(a) Topological structure (b) Reduced interaction range (c) An agent (A) and its local
neighborhood (B)

Figure 1.6: The topological structure of a group of simulated UAVs, where the ability to
interact with surrounding UAVs is limited by distance. The UAVs are shown in blue, while
the interactions are shown in orange.

The criteria for selecting a neighborhood, which influences the swarm topology, varies

from algorithm to algorithm, but is a trait that all swarm algorithms share [61]. For example,

Ballerini [7] found that flocks of sparrows react to the nine closest sparrows that they can see,

while other models, such as Couzin’s model of schooling fish [23] interact with all other agents

within a certain distance. The precise topological structure used by animals is a current area

of research in biology [20].

1.3.5 Human Factors

The goals of human factors research are to understand human capabilities, properties and

limitations and apply them to people and systems interacting in a wide variety of human-

machine systems. For example, many “ergonomic” devices sold in stores are designed to aid

or facilitate interaction with a computer. Current human factors research traces its roots to

aircraft design during the first and second world wars. Research then shifted from considering

primarily the pilot to examining the aircraft and pilot as a human-machine system and

focusing on issues such as the design of readouts and controls. Bainbridge [5] provides an

instructive example of human factors considerations in a factory setting.

An understanding of human factors is critical for the design of interfaces and systems

in the field of human-robot interaction [1]. If human-swarm teams are to be successfully
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deployed in the field, it is important to understand and quantify the effect of the swarm

system and interface on human team members. In this research, we focus on the effect of

interaction style and scale – the number of robots in the swarm – on the mental workload of

the human operator.

Mental Workload

One important factor to consider in human-swarm systems is mental workload. Sanders [62]

defines mental workload as “a measurable quantity of the information processing demands

placed on an individual by a task.” For example, simply reciting the alphabet would likely

result in relatively low mental workload, whereas reading academic papers while juggling and

counting to 100 would likely result in relatively high workload.

Mental workload measures are used in many different areas and are frequently used in

the field of human-robot interaction. A high mental workload will increase the likelihood of

errors and reduce overall performance [1]. In human-supervisory control, the mental workload

of the human operator(s) is an important factor in determining how many robots can be

controlled [57].

There are several common methods for measuring mental workload, including surveys,

secondary tasks [16, 54], and behavioral entropy [52, 31]. Surveys, such as NASA-TLX,

directly ask the operator a series of questions either during or after the task. Types of

questions may include the perceived difficulty of the task, the areas where the operator felt

the most pressure or the operator’s confidence in his or her performance. A secondary task

is an additional action, such as counting the occurrence of a word or doing simple math

problems, that is not directly related to the operator’s main task or objective. The difference

in secondary task performance between experimental conditions can be used to infer the

workload of the operator. Behavioral entropy is an objective measure of the difference in

operator behavior between two experimental conditions; see Boer [11] for a discussion of
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behavioral entropy and Goodrich et al. [31] for an application of behavioral entropy to HRI

research.

1.4 Modeling

In this section we present the swarm model used throughout this thesis, the criteria for

selecting it and modifications to the model to add control inputs.

1.4.1 Swarm Models

A variety of different swarm models and algorithms have been proposed. Models have come

from biology, physics, control theory, robotics and several other academic communities.

Swarm models provide system dynamics and algorithms for generating coordinated collective

behavior among agents. Some models are general or theoretical, while others model a

particular type of animal, robot, or abstract agent.

While a variety of different types of algorithms exist, in this thesis we will focus on

flocking algorithms, which deal with the coordinated movement of swarm members. Movement

of the group is common to many different problem types and is relatively easy to abstract

across types of robots.

1.4.2 Model Selection Criteria

The criteria for selecting a model were as follows:

• Existing Algorithm: This allows us to focus our efforts on providing additional HSI

contributions rather than adding another model to the extensive number found in the

literature.

• Simple: Swarm algorithms allow relatively incapable robots to accomplish interesting

tasks collectively. Thus, the algorithm selected should apply to relatively incapable

robots, broadening the applicability of our work.
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Figure 1.7: An example of a collective behavior displayed by a group of individuals. A group
of fish swim together in a torus formation. Work by Couzin et al. [23] has shown that this
type of collective behavior can arise from simple interaction rules between fish5.

• Feasible: The algorithm should be applicable and possible to implement on both

ground robots and UAVs using available sensors.

• General: The model should not encode any task-specific information and should be

flexible enough to apply to multiple problem types, broadening the work’s applicability.

• Decentralized: Several important swarm properties, such as scalability and robustness,

depend on the local nature of swarm algorithms. As such, the algorithm should not

make use of centralized information, such as the location of the swarm’s centroid, shared

between agents.

• Interesting collective behaviors: One of interesting features of swarms is the ability

to generate interesting collective behaviors from relatively simple rules.

1.4.3 Couzin’s Model

We selected a model published by Couzin et al. [23], which models schooling behavior in fish.

This model was constructed using empirical observations of schooling fish and shows how

13



common school behaviors can emerge from local interactions (see Figure 1.7). It is capable of

several different types of collective behaviors, but we focus on only one: flocking/schooling.

Couzin’s model uses a simple switching controller based on distance for control,

and fixed speed with constant turning rate for dynamics (similar to Dubins airplane [17]).

Additionally, Couzin’s model is decentralized and is not tied to any specific sensor or sensing

capability. Based on this, we chose this model as a good fit for our requirements. A full

overview of Couzin’s model can be found in [23], while [18] provides extensions to the original

model, which we use to provide control inputs.

While Couzin’s original model is in three dimensions, in this thesis we will confine

the agents to a two-dimensional coordinate space, with the assumption that agents plan

in 2.5 dimensions (x, y and height above ground) and change altitude to avoid collisions.

We made this decision based on early experiments with control of the agents and to avoid

issues with perspective and control on a two-dimensional computer screen. Additionally, the

two-dimensional coordinate space more accurately models the execution of area coverage

tasks by unmanned areal vehicles (UAVs) where the UAVs travel at a relatively constant

height above ground and spread out to maximize sensor coverage.

1.4.4 Couzin’s Model – Mathematical Description

Couzin’s model considers a set of agents, i = 1, 2, . . . , N , which move around a simulated

world in discrete timesteps τ with the following dynamics:

xi[t+ τ ] = xi[t] + sτ cosφi

yi[t+ τ ] = yi[t] + sτ sinφi

φi[t+ τ ] = φi[t] + uφi

(1.1)

where [xi, yi]
T ∈ R2 is the ith agent’s position, φi ∈ [−π, π] is the agent’s heading relative

to the global x axis (east), s is the forward speed, and θ is the maximum turning rate. We
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Figure 1.8: Couzin’s model of schooling fish. Each simulated fish has three concentric zones
of interaction and interacts with all other fish within these zones, provided they are not
in the blind spot behind the fish. The fish is repelled by any other fish in the repulsion
zone, attracted to those in the attraction zone, and tries to align itself with those in the
orientation zone. The fish move forward with a constant velocity s and turn towards their
desired heading at a turning rate θ.
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define a position vector ci, and velocity vector vi for simplicity.

vi = [cos(φi), sin(φi)]
T

ci = [xi, yi]
T .

(1.2)

As illustrated in Figure 1.8, the number of other agents in the three concentric zones of

interaction is given by:

nri = {j : 0 < ‖ci − cj‖ ≤ Rr, |ψij| < 180◦ − α}

noi = {j : Rr < ‖ci − cj‖ ≤ Ro, |ψij| < 180◦ − α}

nai = {j : Ro < ‖ci − cj‖ ≤ Ra, |ψij| < 180◦ − α}

(1.3)

where ψij is the angle between vi and cj − ci. The model is a vector summation model where

a desired heading is computed for each zone:

uri = −
∑
nr
i

(cj − ci)
|cj − ci|

(1.4)

uoi =
∑
no
i

vj
|vj|

(1.5)

uai =
∑
na
i

(cj − ci)
|cj − ci|

. (1.6)

Each agent i uses a switching controller to combine the desired heading from each zone and

determine its overall desired heading di.

di =


uri if nri > 0

uoi+u
a
i

|uoi |+|uai |
if |uoi | > 0 or nai > 0, and nri = 0

vi otherwise

(1.7)

It then calculates its angle relative to the desired heading φdi ∈ [−π, π].

φdi = atan2(dyi , d
x
i )− θi (1.8)

16



and turns toward the heading with maximum turning rate θ.

uφi =


φdi if |φdi | ≤ θτ

θτ if φdi > θτ

−θτ if φdi < −θτ

(1.9)

Noise is added by deviating the heading of the agent using a spherically wrapped Gaussian

distribution with variance σ2
g .

Parameter Description Units

s Forward velocity Units per second
θ Turning rate Degrees per second
α Blind spot angle Degrees
Rr Zone of repulsion radius Units
Ro Zone of orientation radius Units
Ra Zone of attraction radius Units
σ2
g Heading noise variance None

Table 1.1: Summary of the parameters used by Couzin’s model.

1.4.5 Control Methods

Many existing approaches for swarm control are tied to specific algorithms or robot capabilities,

while others, such as potential fields and machine learning, are general, but require that

the desired behavior be known a priori. In this research, we will instead focus on several

simple control primitives that can be applied to a wide range of swarm algorithms. This

approach provides foundational results that can be built on by future work and broadens the

applicability of our results.

The three control primitives we investigate are: lead by attraction, lead by repul-

sion, and group influence. We refer to them as “Leader”, “Predator”, and “Stakeholders”

respectively.
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(a) Leader (b) Predator (c) Stakeholders

Figure 1.9: shows the three control methods used in this thesis, as shown in the graphical
user interface. Leaders (a) are operator-controlled agents that cause other swarm members
to turn towards them. Predators (b) are similar to leaders, but cause other swarm members
to turn away from them. Stakeholders (c) are members of the swarm that are influenced by
the human operator. They interact normally with other swarm members.

Leader

A leader is a physical or virtual agent that attracts all other swarm members within a radius

of influence towards it. Using leaders, human operators only need to manage one swarm

member for any swarm size. However, this approach requires swarm members to recognize

leaders as distinct from other swarm members and may introduce a single point of failure

without careful implementation.

Predator

Predators are similar to leaders, but repel swarm members within their radius of influence

rather than attracting them. Leaders and predators have similar advantages and disadvantages.

Additionally, work by Goodrich et al. [32], including work by the author, has shown that

predators are able to split the swarm into subgroups more easily, but do not sustain influence

as well as leaders (see Section 3.4).

Stakeholders

Stakeholders are regular members of the swarm that are directly influenced by the human

operator. Stakeholders are not recognized as different by other members of the group, meaning
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that stakeholders can be anonymous and need not be the same agents at each time step.

Additionally, work by Kerman, Brown, and Goodrich [44] shows that stakeholders can be

used to to change the collective behavior of the group. However, stakeholders must comprise

a substantial fraction of the group (generally 20-40% [44]).

1.4.6 Adding Human Influence to Couzin’s Model

Couzin’s model is a model of schooling fish and thus does not provide control inputs from

the human operator. However, follow-on work by Conradt et al. [18] adds an additional term

that directs the agents toward a goal location by weighting the existing model with a second

vector that points toward the goal. We use this method for adding in the three methods of

human influence. Additionally, we add a bounding box term using the same method to keep

the agents within the view of the operator.

Adding Control Inputs

We augment Couzin’s model with control inputs by weighting the original desired heading

di from Section 1.4.4 with control vectors which represent (a) influence from the leader or

predator upi , or (b) a goal location only visible to stakeholders ugi , as follows:

di = di + wgu
g
i + wpu

p
i (1.10)

While these modifications allow the swarm to be influence by multiple control methods

simultaneously (wg > 0 and wp > 0), we use only one control method at any time (wg >

0 or wp > 0, but not both). We also note that the agent’s repulsion radius overrides external

influence (e.g. upi = ugi = 0 if nri > 0). Table 1.2 contains a description of the control

parameters added to Couzin’s model.
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Parameter Description Units

wg Stakeholders control gain None
wp Leader/predator control gain None

Table 1.2: Summary of the control parameters added to Couzin’s model.

Leader and Predator

The influence from the leader or predator upi consists of a bounded circular area, centered on

the leader or predator. Any agent within the area of influence is either attracted toward the

center (leader) or repelled toward the edge (predator), as follows:

npi = {j : ‖ci − cp‖ ≤ Rp} (1.11)

upi = −
∑
np
i

(cp − ci)
|cp − ci|

(1.12)

where cp is the position of the leader or predator. In the case of a leader, the sign of upi is

reversed. Note that the special case wp =∞ causes a switching behavior where agents ignore

all other agents when within zone of influence of the leader or predator.

Stakeholders

Stakeholders are regular members of the swarm that are influenced by an external control

signal ugi . In this thesis, we use the location of the participant’s mouse (xm, ym) as a goal

location which draws the stakeholders towards it, implemented as follows:

m = [xm, ym]T ∈ R2 (1.13)

ugi =


m−ci(t)
|m−ci(t)| stakeholders

[0, 0]T others
(1.14)
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Bounding

To facilitate our user studies, we introduce a bounding term bi which is used to keep the

agents within a playing field bounded by the participant’s field of view. If an agent i is outside

of the playing field, its desired heading is weighted with a bounding vector bi, perpendicular

to the playing field boundary the agent has crossed.

dbi =
bi + di

|bi|+ |di|
(1.15)

The angular gain is then calculated as in Equation 1.7, using dbi , the bounded control vector,

in place of di.

1.5 Literature Review

1.5.1 Overview

The current understanding of swarms, swarm robotics and human-swarm interaction has

come from a variety of different research communities including biology, mathematics, control

theory, human-robot interaction, and human factors. Figure 1.10 shows the relationship

between fields contributing to swarm robotics.

1.5.2 Biology

Work in the biology community has provided insight into models and mechanisms for self-

organizing systems. Sumpter provides an excellent overview of some of the mechanisms that

give rise to collective behaviors in biological systems [67]. Work by Couzin and associates

has provided a survey of leadership and movement in animal groups [21], a demonstration of

group behavior change as a result of individual changes [23], and a model of swarm control

without explicit leadership [22]. These biological models have found application in robotics

and inspired additional algorithms. Further work by Conradt and Couzin has explored

conflicting goals within groups [18]. Ballerini examined flock structure in starlings and found

21



Human Factors HRI Swarm Robotics Control Theory 
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Figure 1.10: shows the relationship between the fields and literature contributing to this
thesis. We draw primarily from HRI, human factors and swarm robotics and focus our
contributions in human-swarm interaction.
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evidence of anisotropic interactions and an interaction neighborhood based on topological

rather than metric distances [7]. Our work draws heavily on the biology community for our

model and many of the ideas found in this thesis. We use Couzin’s model of schooling fish,

and base our extensions to the model on the work of Conradt et al. We also incorporate

ideas and results from Sumpter and Ballerini into the design of our experiments.

1.5.3 Mathematics and Control Theory

Researchers in the areas of mathematics and control theory have contributed mathematical

models and control theoretic guarantees. The literature is extensive, so we only present

a sample of the literature that directly relates to our work. One example is provided by

Olfati-Saber’s work on mathematical models and proofs of performance [55]. Barnes et al.

used mathematical functions for swarm formation control [8]. Haas uses a similar algorithm

to maintain a perimeter in a convoy escort task [38]. Work by Gray has demonstrated robot

swarming without explicit communication [37]. Kira and Potter used a potential field model

for controlling a robot swarm and evolved field weightings using a genetic algorithm [46].

We also recommend two books, Distributed Consensus in Multi-vehicle Cooperative Control:

Theory and Applications [60], and Graph Theoretic Methods in Multiagent Networks [51],

which provide a more extensive overview of the literature. We draw on work in this area in

the design of our control methods and development of considerations for deploying generic

algorithms on real robots.

1.5.4 Human Factors and Human-Robot Interaction

As with many robotics applications, one of the goals of swarm robotics is to help people

perform difficult and dangerous tasks. Research in human factors and human-robot interaction

have provided understanding and evaluation methods for interfaces and human performance

in human-robot teams. Goodrich and Schultz provide an excellent survey of human-robot

interaction [35]. Adams provides important considerations for human-robot interfaces [1].
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Bainbridge discusses challenges for humans working with automated systems [5]. Steinfeld et

al. present common metrics for human interaction [65]. Common human factors metrics are

discussed by Endsley (situation awareness) [27], Donald (vigilance) [26], and Sanders (mental

workload) [62]. Amrein provides soldier characteristics and human factors considerations [3].

Bainbridge shows that humans react differently to robots that are physically present, instead

of projected [6]. Because our research examines the impact of HSI on both the swarm and

the human operator, we make extensive use of many human factors and HRI concepts in our

research, particularly in Chapter 4. Our work incorporates concepts such as mental workload,

neglect time, secondary tasks, and HRI interface design, to name a few. Much of our work

can be viewed as an evaluation of HRI concepts in the context of human-swarm systems.

1.5.5 Human-Swarm Interaction

Existing research has also explored human-swarm interaction and methods for providing input

to a swarm. Kira and Potter discuss how a robot swarm can be controlled using external or

internal controls [46]. Alboul presents algorithms to allow firefighters to lead a formation

of swarm robots as part of the GUARDIANS project [2]. Bashyal and Venayagamoorthy

provided users with a virtual avatar and simple behavior primitives for influencing swarm

behavior [9]. Work by Couzin shows how agents can lead a group even though they are not

explicitly designated as leaders [22]. Prior research by Goodrich and associates at Brigham

Young University, including work by the author of this thesis and included herein, has

examined the use of leader and predator agents to control a swarm [34] and the use of agents

within the swarm to change the formation (phase) of the group [36]. Our research makes use

of this prior work to implement control strategies and demonstrate their use with the swarm.

Methods for designing swarm interfaces have also been explored in the literature.

McLurkin et al. found that encoding swarm state information as lights and sounds allowed

programmers to understand swarm behavior and find algorithmic errors more quickly [50].

Gancet et al. presented a swarm interface for use by firefighters as part of the GUARDIANS
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project [30]. Hass designed and evaluated an interface for solider-swarm interaction in a convoy

task and found multi-modal interaction to be effective [39]. Bayshal and Venayagamoorthy

designed an interface that allowed a user to select behavioral primitives to direct the swarm [9].

We incorporate many of the ideas presented by these authors into the design of our user

study interface (Chapter 4).

Most existing swarm research uses simple homogeneous robot models and behaviors

in simplified environments. Additional research is needed to explore more complex behaviors

using realistic robot models. Existing research has provided useful spatial behaviors for

swarms, but additional work will be needed in the future to provide for more complex

behaviors in a spatial context. By far the greatest challenge is swarm engineering – the

design of local interaction rules that reliably result in the desired high-level behavior [71] –

due to the difficulty of predicting group-level behaviors from individual interaction rules and

stochastic local behavior. However, some successful techniques are beginning to emerge [71].

In the robotics community, Kira et al. [46] were able to use machine learning algorithms in

order to evolve the desired behaviors. Work in the math and control theory communities has

provided control-theoretic guarantees for some swarm algorithms [55, 72]. We extend this

prior work by demonstrating how high-level generic algorithms can be successfully encoded

into robots (Chapter 2) and by evaluating the affordances and tradeoffs provided by three

control methods (Chapter 5).

1.5.6 Summary

Human-Swarm Interaction is an newly emerging research field. As such, there is a lot of

foundational work left to be done. Existing research has primarily focused on developing

new algorithms and control methods, and on demonstrating that human control is feasible.

While some studies have incorporated a human factors component, we are not aware of any

studies that have attempted to compare the workload of the human operator across scale
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and control method or to analyze the impact of HSI on the swarm itself. The work described

in this thesis will make a foundational contribution in this area.
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Chapter 2

Individual Swarm Robots: Effects and Considerations

2.1 Introduction

In this chapter we show that Couzin’s model (Sections 1.4.4 and 1.4.6) is suitable for use on

physical robots, and that physical robots are capable of displaying the collective behaviors

produced by Couzin’s model in simulation. Additionally, we also examine considerations for

deploying existing algorithms on real robots and some of the assumptions that are frequently

encountered in simulated models. The work presented in this chapter serves as a concrete

basis and justification for our later work and user studies, presented in Chapter 3, 4, and 5.

It demonstrates that the experiments outlined in later chapters are feasible, and provides

justification for our simulations and later assumptions and modeling of real robots. It also

shows how a general swarm algorithm can be applied to physical robots successfully.

Successful implementation of existing swarm algorithms on general purpose robots

requires consideration of the implementation of the algorithm and any assumptions that it

makes. While some work as been done on generic libraries of algorithms for swarming robots

(e.g. McLurkin [49]), many swarm algorithms that have been deployed on physical robots

are developed in tandem with the robots themselves and take into consideration specifics of

the robots’ capabilities, sensors, and locomotion. Other more theoretical work has provided

a large number of generic algorithms that have been shown to display swarm behaviors in

simulation or proven to have certain properties, but have not been demonstrated on physical

robots.
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Couzin’s model of schooling fish, which we use in this thesis, provides simulation

results that demonstrate how common structures demonstrated by schools of fish can emerge

from a simple, parameterized model. It was not demonstrated physically, due to the obvious

difficulty in reprogramming fish to follow the model1. Rather than reprogramming fish, we

demonstrated the feasibility of the model on two TurtleBots from Willow Garage (Figure 2.1a).

We then used parameters gathered from the physical robots, along with the Stage robot

simulator, to show that the collective behaviors described by the model are possible on a

larger number of robots.

This chapter is organized based on the order of the experiments we conducted.

Section 2.2 provides considerations and assumptions that were addressed to implement the

algorithm on physical robots. Section 2.3 presents our initial experiments on the physical

robots, demonstrating that swarming, proximate interaction, and Couzin’s model are feasible

on the TurtleBots. Section 2.4 explains how localization error and other parameters were

gathered from the robots. Section 2.5 uses the parameters obtained from the physical robots

and the Stage robot simulator to show that physical robots can demonstrate the collective

behaviors shown by Couzin’s model in simulation.

2.2 Considerations

We identified three main considerations for implementing Couzin’s model on the TurtleBots.

First, we needed to define frames of reference and establish how the TurtleBots would

determine the relative location of other robots and a proximate human operator. Second, we

needed to determine what communication was needed and verify that it could be accomplished

with the robot’s hardware. Third, we needed to evaluate the capabilities of the robot hardware

to ensure it was sufficient to run the algorithm. A careful consideration of these issues allowed

us to successfully implement Couzin’s model on the robots and should aid those porting other

swarm models to robot hardware.

1Current work may soon overcome this limitation, see Latif et al. [47].
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2.2.1 Frames of Reference

Robots in a swarm react to information that they obtain about other robots in their local

neighborhood. In the case of spatial information, such as position, orientation, and velocity,

each robot must be able to resolve other robots relative to itself. In other words, each robot

must be able to calculate a relative transformation from its own frame of reference to the

neighboring robot’s frame of reference. This can be accomplished in two ways: (1) the robot

is able to directly resolve the relative position of other robots using its own sensors, or (2)

the location of both robots is known relative to a third frame of reference, which the robots

share. This third frame of reference could be another robot, a landmark they are both aware

of, or a global coordinate frame, such as GPS. In case (1), the robot can use the information

directly, while in case (2), the robot must receive information about the location of the other

agent relative to the common reference. We call these two cases (1) sensor-based resolution

and (2) localize and communicate.

In simulations, robots are typically positioned relative to a global “truth” coordinate

frame, and know or calculate the position of themselves and other robots relative to the

global frame, with some degree of noise. In real-world systems, GPS often provides a similar

global frame of reference that allows autonomous systems to determine their relative position

to each other or to landmarks. However, many important problem areas in robotics research

take place indoors, where GPS is not typically available. Additionally, even when available,

GPS may not always be usable due to jamming, reliability issues, or limited accuracy. In

these situations, determining the relative transform between two agents can be difficult. If

the robot does not posses sufficient sensor and processing capabilities to reliably track other

robots, the two robots must agree on a shared frame and communicate their position relative

to this frame. Recent work in online multi-robot SLAM provides one solution for this problem

(see [63, 15, 45] for example). However, a full implementation of these algorithms is beyond

the scope of this thesis.
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2.2.2 Communication

Swarms use decentralized interactions to scale to a variable number of agents and avoid

single points of failure. Interactions communicate information between swarm members and

may involve direction communication between agents or indirect communication via the

environment. In the case of HSI, communication also occurs between the swarm and one or

more human operators. The communication system must be designed so that the locality of

interaction is maintained (avoiding single points of failure) and so that the addition of more

agents does not introduce failures or overwhelm the available bandwidth.

Communication between agents can be implicit or explicit, and can take place directly

or through the environment. In the case of implicit communication, such as swarm-mounted

lights or camera systems, swarm designers must ensure the communication is reliable and

consider issues such as occlusion and environmental noise. In the case of explicit communica-

tion, such as radio beacons or mesh networks, swarm designers must carefully consider the

topology and amount of information exchanged so that the communication scales to large

swarm sizes and does not overwhelm the available bandwidth.

Global information, such as information passed from the swarm to the human operator,

must be evaluated in similar fashion. Information about the location and state of swarm

agents is of special interest, as many of the swarm user studies to date assume full observability

of the swarm. Full observability requires increasing bandwidth as the size of the swarm

increases, and can potentially overwhelm available bandwidth for larger swarm sizes. Future

work should evaluate these bandwidth issues and the effect of partial observability on the

human-swarm system.

2.2.3 Robot Capabilities

The capabilities, sensors, locomotion, and processing power of the robot platform determine

which algorithms it can run. For example, algorithms that require robots to hold position

are not suitable for UAVs, which must maintain forward velocity to stay airborne. It is also
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important to consider the information required by the algorithm to ensure that the robots

can obtain it, either from their own sensors or another source, and can do so with sufficient

accuracy and reliability. For example, algorithms that require location or heading information

about adjacent agents require that the robots are capable of tracking other robots with their

own sensors, or communicating their location with respect to a shared reference frame. These

issues are especially important to swarm robotics, where robot platforms are specifically

designed to low-cost and, consequently, have limited capabilities.

2.3 Proximate Interaction and Swarming

In this section, we discuss the experiments we performed to evaluate the feasibility of Couzin’s

swarm model and human-swarm interaction on two Willow Garage Turtlebots. Our goal was

to evaluate (1) the sensing and communication abilities of the robots, (2) the interaction with

both proximate and remote human operators, and (3) the implementation of Couzin’s model

on the robots. We conducted experiments to evaluate each one of these areas and present

our results as follows: Section 2.3.1 discusses the Turtlebot hardware and methods used for

localization and communication. Section 2.3.2 presents our experiments on proximate and

remote HSI using the TurtleBots. Section 2.3.3 describes our tests of Couzin’s model on the

TurtleBots.

2.3.1 Robot Platform

We used two TurtleBots (Figure 2.1a) running the Robot Operating System (ROS) software,

both created by Willow Garage. The TurtleBot hardware consists of an Asus Eee PC 1215n

laptop, an iRobot iCreate base, a Microsoft Kinect sensor, a power module, a single-axis

gyro, and mounting hardware. The robot’s physical specifications are given in Table 2.1.

We used the standard ROS navigation stack, which uses gmapping for SLAM, AMCL for

localization against a known map, and an extended Kalman filter for sensor fusion. We used
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Parameter Description Value

s Forward velocity 0.5m/s
θ Turning rate 90◦/s
α Blind spot angle3 135.0◦

Rmax Maximum sensor range4 4-5m

Table 2.1: The physical parameters of the Willow Garage TurtleBots used in the experiment.

the standard parameter values supplied with the TurtleBot, with the exception of gyro and

encoder calibration, which were conducted as per the supplied instructions.

The experiment was conducted on the second floor of the TMCB at Brigham Young

University. The TurtleBots communicated via a wireless network, which provided realistic

real-world communications, including latency and communication dropouts2. Due to the

limited field of view of the Kinect sensor (±45◦), the Turtlebots used a self-localize and

communicate approach to determine relative distance between them. Both robots localized

against a known map of the 2nd floor and relayed their relative position. Online multi-robot

SLAM with shared reference frames has been demonstrated [63, 15, 45], but an implementation

of this work is beyond the scope of this thesis. We simply acknowledge this work and assume

that a given robot and each of its neighbors can periodically arrive at a shared frame of

reference relative to themselves with some degree of error. This frame of reference may

differ between pairs of robots and need only be updated periodically. Localization against a

SLAM-created map provides real localization error, similar to that which would be observed

during multi-robot SLAM.

2.3.2 Remote and Proximate Human-Swarm Interaction

We conducted an experiment to validate that the TurtleBots could be used in proximate

and remote HSI scenarios. The experiment utilized both TurtleBots in a simulated force

2Mesh network approaches have also been demonstrated (e.g. Correll et al. [19]).
3The blindspot is effectively eliminated due to a forward-facing sensor, constant forward motion, and

a persistent occupancy grid. The field of view of the Kinect sensor is sufficient to localize accurately and
identify obstacles in the direction of travel.

4Obstacles at a distance of more than 4m are visible, but with greatly reduced distance accuracy.
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(a) TurtleBot (b) Wiimote

Figure 2.1: The hardware used in our evaluation of remote and proximate HSI using the
TurtleBots. We used two Willow Garage Turtlebots (a) in a simulated force protection
scenario. The human operator was equipped with a Wiimote (b) that could be used to give
commands to the robots.

protection scenario involving a human operator. The two TurtleBots were responsible for

escorting the operator as he moved down the hallway (see Figure 2.2). Turtlebot A was

responsible for following the operator at a fixed distance and localizing the operator relative

to itself using the Kinect sensor. Turtlebot B was responsible for patrolling in front of the

operator as he moved down the hall. The human operator was equipped with a Wiimote

(Figure 2.1b) to relay commands to the swarm. The operator’s Wiimote could be used to

start or stop the robots, or switch the behavior of the lead robot from patrolling to leading

the operator by a fixed distance.

We successfully implemented the algorithm and demonstrated it on the second floor

hallway in the Computer Science wing of the TMCB at BYU. This hallway was approximately

2.5m in width with small amount of clutter in the form of doorways and tables temporarily

placed in the hallway. The human operator was able to advance down the hallway while the

two robots maintained correct positions. Turtlebot A was able to keep itself and the operator

localized relative to the map, and relay the information to Turtlebot B, which patrolled in

front of the operator as he moved. The robots successfully responded to commands from the

Wiimote during the experiment.
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Figure 2.2: Two TurtleBots escort a human operator in a simulated force protection scenario.
Robot A is responsible for tracking and localizing the human operator, while robot B is
responsible for patrolling ahead of the operator. The operator is equipped with a Wiimote
used to issue commands to the robots.

We then repeated the experiment with a remote operator by relaying position com-

mands to the robots rather than using Turtlebot A to provide operator localization. The

transmitted location was used in place of a proximate operator and the TurtleBots maintained

position relative to this location. The remote human operator advanced this location down the

hall and transmitted commands using the Wiimote. During the experiment, the TurtleBots

maintained correct positions relative to transmitted location and responded to Wiimote

commands.

2.3.3 Feasibility of Couzin’s Model

In addition to validating HSI, we also validated the feasibility of Couzin’s model on the

TurtleBots. To allow the TurtleBot to navigate around the lab, it was necessary to introduce

an obstacle avoidance term into the model. This was accomplished by redefining the bounding

term bi, to provide obstacle avoidance, rather than confining the robot to a specific area.

The TurtleBot uses a dynamic occupancy grid that incorporates information gathered from
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Parameter Description Value

s Forward velocity 0.2m/s
θ Turning rate 90◦/s
α Blind spot angle5 0◦(135◦)
Robs Obstacle avoidance radius 0.8m
Rr Zone of repulsion radius 0.8m
Ro Zone of orientation radius 2.0m
Ra Zone of attraction radius 4.0m

Table 2.2: The parameters for Couzin’s model used during validation. Using these parameters,
a TurtleBot successfully navigated the BYU MAGICC lab using on-board sensors.

sensors as well as map data (if available). To introduce obstacle avoidance into Couzin’s

model, we first define a obstacle avoidance radius, Robs, and react to all occupied cells within

that range.

noi = {j : ‖ci − coj‖ ≤ Robs} (2.1)

bi = −
∑
no
i

(coj − ci)
|coj − ci|

(2.2)

where coj is location of each occupied cell j in the occupancy grid and bi is used as described

in Equation 1.15.

We then implemented this modified model on the TurtleBots and conducted an

experiment to validate it. Our goals were to (1) test our obstacle avoidance modifications

to Couzin’s model, (2) verify that the hallways provided sufficient space for the TurtleBot

to navigate and avoid obstacles, and (3) identify any real-world issues not found in our

simulations. We conducted several runs in which we placed one of the TurtleBots in a hallway,

initialized its approximate location, and allowed it to wander through the hallway. We found

that the model was sufficient to allow the TurtleBot to move through the hallway in a random

walk6 and successfully avoid obstacles. Based on our experiments, we conclude that Couzin’s

5We used α = 0 during our test, allowing to robot to react to all obstacles it is aware of. The persistent
occupancy grid largely compensated for the Kinect’s 135◦ blind spot. See Sections 2.2.3 and 2.3.1.

6Note that in the absence of goals or additional robots, Couzin’s model effectively produces a random
walk as the robot moves forward and turns to avoid obstacles. The goal of the experiment was to verify
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(a) (b)

Figure 2.3: A SLAM-generated map of the BYU MAGICC lab. The MAGICC lab (a) consists
of student workspaces, common areas, and hallways approximately 1.5-2m wide. During our
validation of Couzin’s model on the TurtleBots, our robot was able to navigate the hallways
and avoid obstacles. Note that in the absence of goals or additional robots, Couzin’s model
effectively produces a random walk (b).

model is feasible and can be implemented on real robots provided (a) the robot can sense

obstacles in its direction of travel and (b) the considerations in Section 2.2 are taken into

account.

2.4 Modeling Robot Localization Error

Our experiments in Section 2.5 and Chapter 4 required an accurate model of our robots.

This included verifying their physical parameters and determining an accurate model for

the robots’ localization error. Once the parameters were verified, we could then use the

Stage robot simulator to conduct experiments on larger groups of robots and verify that the

expected collective behaviors were present.

We used the BYU MAGICC lab’s motion capture room (Figure 2.4), which is equipped

with a camera system from Motion Analysis. The system provides position, orientation, and

that our modifications to Couzin’s model were sufficient to allow navigation and obstacle avoidance. Later
experiments with Stage validated flocking behaviors and group navigation (Section 2.5).
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Figure 2.4: The MAGICC lab’s motion capture room. The room is equipped with a camera
system from Motion Analysis which provides 6DoF tracking with sub-millimeter and sub-
degree accuracy at rates up to 200 Hz.

(a) (b)

Figure 2.5: Diagram of the motion capture room (a) and a SLAM map generated by TurtleBot.
Note that the SLAM map incorporates furniture and other obstacles (Figure 2.4) in addition
to the dimensions of the room.

velocity information with sub-millimeter and sub-degree accuracy at rates up to 200 Hz. The

TurtleBot was configured with markers and initialized to match the coordinate frame of

the motion capture system. We then used the TurtleBot to create a SLAM map using the

gmapping algorithm, with a grid size of 5cm (Figure 2.5). We found that the dimensions

of the SLAM map match the measured size of the room to within a few inches. Finally,

we teleoperated the TurtleBot around the room while recording data from both the camera

system and the Turtlebot.
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(a) North (b) North error

(c) East (d) East error

(e) Heading (w) (f) w error

Figure 2.6: True location vs the TurtleBot’s estimate (a, c, e) and distribution of error (b,
d, f). Truth values are shown in black, while the TurtleBot’s estimate is shown in red. The
TurtleBot’s position and heading estimates trended well and closely matched the truth data
obtained from the camera system. We found that the estimated heading was accurate to
±1.2◦ and the estimated position was accurate to ±5cm.
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We then analyzed the robot’s localization error by comparing the robot’s estimate

of its location to data gathered from the camera system. The state space of the robot is

given by a position (north, east, down), and a quaternion orientation (x, y, z, w), giving

x = [n, e, d, x, y, z, w]T . As shown in Figure 2.6, the robot’s estimate trends well and closely

matches the true position given by the camera system. We then computed the absolute

localization error (Figure 2.6). We found that the estimated heading was accurate to ±1.2◦

and the estimated position was accurate to ±5cm, which was the granularity of our SLAM

map. We also computed the RMS error (Equation 2.3) and covariance of the error (Equation

2.4) and found very little cross-correlation between error terms. Other parameters of the

robot matched those in Table 2.1.

errorRMS =



0.1139

0.0467

0.4217

0.0049

0.0054

0.0254

0.0225



(2.3)

σ2 =



0.0031 0.0003 0.0000 −0.0000 −0.0000 0.0003 −0.0001

0.0003 0.0022 0.0000 −0.0001 −0.0000 0.0001 −0.0003

0.0000 0.0000 0.0000 −0.0000 −0.0000 0.0000 −0.0000

−0.0000 −0.0001 −0.0000 0.0000 0.0000 −0.0000 −0.0000

−0.0000 −0.0000 −0.0000 0.0000 0.0000 −0.0000 0.0000

0.0003 0.0001 0.0000 −0.0000 −0.0000 0.0006 0.0000

−0.0001 −0.0003 −0.0000 −0.0000 0.0000 0.0000 0.0005



(2.4)

2.5 Validation of Flock Structures

One of the interesting properties of swarm algorithms is the collective behaviors that they

display. Couzin’s model displays several collective structures that are frequently found in

schooling fish (see Figure 2.8). For our research, we wanted to validate that these collective
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Figure 2.7: The Stage robot simulator. Using our data from Section 2.4, we modeled 7-8
TurtleBots and simulated them simultaneously.

behaviors could be reproduced on physical robots. Due to the limited number of robots at

our disposal, we used the stage robot simulator to validate the existence of these collective

behaviors. Stage is a 2D simulator that simulates the locomotion, sensors, and odometry

of a variety of robots that are commonly used in research (see Figure 2.7). It can simulate

multiple robots in real-time and allows sensor and odometry error to be simulated. Stage

integrates with ROS to abstract robot hardware and allows the same code to be run on both

simulated and physical robots without modification.

We used the physical parameters from the TurtleBots (Table 2.1), along with our own

measurements (Section 2.4) to construct a TurtleBot model, including sensor and odometry

error and configured the simulator to run 7-8 TurtleBots simultaneously. Because ROS

provides an abstraction layer for robot hardware, each simulated robot ran the same software

used in Section 2.3.3, with minor modifications to allow multiple copies to run on the same

computer. As shown in Figure 2.9, we were able to reproduce all three flock structures on

the simulated TurtleBots. Table 2.3 list the parameter values used in this experiment.

7Photo by Ibrahim Hussain Shihab and licensed under the Creative Commons Attribution Non-Commercial
Share-Alike 2.0 license. The original photo can be found here: http://www.flickr.com/photos/aindhy/

3522319991/.

40

http://www.flickr.com/photos/aindhy/3522319991/
http://www.flickr.com/photos/aindhy/3522319991/


(a) Swarm7 (b) Flock8 (c) Torus9

Figure 2.8: The collective behaviors of fish shown by Couzin’s model.

(a) Swarm (b) Flock (c) Torus

Figure 2.9: The collective behaviors shown by the simulated TurtleBots. We were able to
successfully replicate the collective structures shown by Couzin in simulation. Turtlebots are
represented by circles, with an arrow to indicate the direction of travel.

Behavior

Parameter Description Swarm Flock Torus10

s Forward velocity 0.2m/s 0.2m/s 0.5m/s
θ Turning rate 90◦/s 90◦/s 20◦/s
α Blind spot angle 0◦ 0◦ 0◦

Robs Obstacle avoidance radius 0.5m 0.5m 1.6m
Rr Zone of repulsion radius 1.0m 1.0m 0.8m
Ro Zone of orientation radius 1.0m 2.0m 1.5m
Ra Zone of attraction radius 5.0m 5.0m 5.0m

Table 2.3: The parameters for Couzin’s model used during our validation of collective
structures on simulated TurtleBots.
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2.6 Conclusion

The results presented in this chapter provide a concrete foundation and justification for the

rest of the experiments found in this thesis. We successfully demonstrated that (1) an abstract

algorithm can be implemented on real robots, without requiring additional information or

supplemental hardware, (2) that these robots can be used in both remote and proximate

HSI, and (3) the collective behaviors shown by Couzin can be reproduced on general purpose

robots. Additionally, we showed that the sensing and processing capabilities of the robots

were sufficient to run the algorithms, without requiring sophisticated sensors or advanced

data processing, demonstrating feasibility on low-cost swarm robot hardware.

8Couzin distinguishes between dynamic parallel groups and highly parallel groups. However, in this thesis
we consider them together under the heading of flocks.

9Photo by Flickr user Ewar Woowar http://www.flickr.com/people/ewarwoowar/ and licensed under
the Create Commons Attribution Non-Commercial Share-Alike 2.0 License. The original photo: http:

//www.flickr.com/photos/ewarwoowar/1343993122/sizes/l/in/photostream/.
10Theoretical work by Kerman [43] has shown that the radius of the torus formation is a function of forward

velocity and turning rate. For a stable torus formation, the radius must be larger than 2Rr, and we adjusted
the turning rate accordingly. Other parameters were updated to compensate for the lower turning rate.
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Chapter 3

Swarm Robot Systems: Effects and Considerations

3.1 Introduction

In this chapter we present our previously published work on swarm topology and performance

drawn from two publications [33, 32] and a poster presentation [34]. This line of research

primarily investigates the effect of different control methods and neighborhood definitions

on swarm performance, the topological stability of the swarm, and interaction with human-

controlled agents. The overall goal of this research was to understand the interactions and

performance afforded by different swarm structures and control methods, and identify any

tradeoffs. The findings presented here contribute to the formalization of HSI and provide

practical results for real-world swarm implementation.

Some important challenges in the field of human-swarm interaction center on the

topology of the swarm and changes in topology over time. One undesirable effect in swarm

systems is fragmentation – the breakdown of the collective into fragments or individuals –

which prevents the swarm from functioning as a cohesive unit. Another undesirable effect is

scrambling of the group, which can be identified by tracking how fast the topology of the group

changes. Scrambling within the group can reduce efficiency due to the extra effort required

to maneuver through and around other agents. Additionally, scrambling can introduce sensor

noise and reduce the effectiveness of certain sensors, such as UAV-mounted cameras, due

to frequent changes in attitude. A third area of interest is the expressiveness of the control

method used to influence the swarm, which we define as the ability to effect changes to the

overall behavior and topology of the swarm (e.g. by splitting it into subgroups).
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The overall group behavior and topology is built bottom-up from interactions among

individuals and their environment [61]. Designing individual behaviors that produce desired

collective behaviors is known as swarm engineering [71] and is still an open area of research.

Consequently, it’s important to understand the effect different design choices have on the

collective behavior. In this research, we investigate the changes in collective topology and

performance that result from different neighborhood definitions and control styles. Our

results contribute to a better understanding of swarm systems and help to progress the field

of swarm engineering.

This chapter presents the results from each paper sequentially in the order they were

published. Section 3.2 presents our findings on the performance of parameter vs. predator

control (poster presentation at AAMAS, 2011 [34]). Section 3.3 examines the effect of

neighborhood definition and control style on the topology of the group and group interaction

with the leader/predator (SMC, 2011 [33]). Section 3.4 reinforces the results from Section

3.3 with two small user studies (RSS, 2012 [32]). The results presented in this chapter were

published in concert with other experiments and theoretical results from our research lab,

and are best viewed in the context of their respective publications. The work presented in

Chapter 4 and 5 is a direct continuation of this work, expanding the view to human operators

and the individual robots in the swarm.

3.2 Parameter Control vs Predator Control, AAMAS 2011

This section contains our research presented at the 10th International Conference on Au-

tonomous Agents and Multiagent Systems (AAMAS), 2011 [34]. The poster was primarily

authored by Goodrich, with contributions from Pendleton, Sujit, Pinto, and Crandall. The

author contributed simulations on the relative performance of parameter-based and predator-

based control, comprising the section titled Biomimetics, which we present here.
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3.2.1 Overview

The goal of this experiment was to investigate the tradeoffs in performance offered by

bottom-up control vs top-down control (see [46]). We investigated the time to complete two

information foraging tasks using two control strategies: (1) actively guiding the swarm with

a predator, and (2) employing subjectively optimized set of parameters that instructs the

swarm to spread out as much as possible. Parameter-based control performed better overall,

while predator-based control showed interesting behaviors, such as the ability to split the

group. The results from the experiment indicate a potential for the predator-based control to

perform better on scouting tasks with a large quantity of information per location.

3.2.2 Experiment Description

We evaluated predator-based and parameter based-control using two variations of an informa-

tion foraging task, which we refer to as “area coverage” (Figure 3.1) and “scouting” (Figure

3.2). The 120 x 120 playing field contains multiple points of interest, represented graphically

by barrels, each containing a fixed quantity of information as determined by the experimental

condition. The goal of the task is to deplete all of the barrels on the screen in as little time

as possible by guiding 100 agents around the playing field. The barrels are depleted at a rate

of 1 unit per second for each fish within
√

10 units of the barrel. The agents, represented

graphically by fish, do not seek barrels on their own, but depend on the human operator to

guide them to the targets. The two variations of the information foraging task are evaluated,

each with a low-information and high-information condition, for a total of four scenarios.

Table 3.1 gives a summary of the four experimental conditions. We evaluate predator-based

and parameter-based control on each of the four scenarios using an “Oz of Wizard” style

experiment1 [66] run by the author.

1See Steinfield [66]. In “Wizard of Oz” experiments a real human participant interacts with a simulated
system (e.g. an “autonomous” robot that is actually remote controlled by a hidden researcher). “Oz of
Wizard” reverses these roles by simulating a human operator to a real system. Automated user interface
testing in commercial software is an example of an “Oz of Wizard” scenario.
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Scenario Type Information per Barrel

1 Area coverage 1
2 Area coverage 10
3 Scouting 100
4 Scouting 200

Table 3.1: Experimental conditions for the four scenarios presented in our AAMAS 2011
poster [34].

In this experiment, we used the augmented version of Couzin’s model as described in

Section 1.4.6 using the parameters listed in Table 3.2.

Area Coverage Task (Scenarios 1 and 2)

The first task, which refer to as “area coverage,” consists of a uniform grid of barrels, each

containing a small amount of information, which are placed 10 units apart over the playing

field (see Figure 3.1). Scenarios 1 and 2 differ only in the amount of information contained in

each barrel, set at 1 and 10 respectively.

Scouting Task (Scenarios 3 and 4)

The second task, which we refer to as “scouting” consists of 10 locations, each containing a

relatively large amount of information, which are distributed randomly over the playing field

(see Figure 3.2). Scenarios 3 and 4 differ only in the amount of information contained in each

barrel, which is set at 100 and 200 respectively.

3.2.3 Results

Each scenario was run 5 times for each control method and the results are shown in Figure

3.3. We found that the subjectively optimized parameters performed better overall, but the

predator-based control allowed for more flexible behaviors that could be adapted on-the-fly.

2Note that the special case wp =∞ induces a switching behavior, causing any agents within the radius of
influence to ignore all agents except the leader or predator and those within their radius of repulsion. See
Section 1.4.6.
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Control Method

Parameter Description Predator Parameter

s Forward velocity 3.0 3.0
θ Turning rate 40◦/s 40◦/s
α Blind spot angle 45.0◦ 45.0◦

Rr Zone of repulsion radius 1.0 14.0
Ro Zone of orientation radius 14.0 14.0
Ra Zone of attraction radius 14.0 14.0

wp Leader/predator control gain2 ∞ -
ws Stakeholders control gain - -
Rp Leader/predator interaction radius 7.0 -

Table 3.2: The simulation parameters for predator-based and parameter-based control. All
numbers are in simulation units unless otherwise noted. A dash (“-”) indicates the parameter
is not applicable to this experimental condition.

Figure 3.1: An area coverage task using parameter control. The agents must deplete a
uniform grid of barrels, representing coverage of the entire playing field. The agents under
parameter control are optimized to spread out and conver the area evenly.
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Figure 3.2: A scouting task under predator control. The agents must deplete ten barrels
randomly placed around the playing field.

Additionally, the two control methods completed the scenarios in different ways. Parameter-

based control kept a small number of agents at each target for a long period of time, while

predator-based control made passes with a large number of agents, depleting each barrel

quickly in turn. Consequently, the performance of predator-based control stayed relatively

flat, while performance with parameter-based control decreased as more information was

added, indicating that predator-based control may perform better overall for sparse large-scale

tasks where the time to complete the task is much greater than the travel time between tasks.

Finally, predator-based control was capable of more expressive behaviors, such as splitting

the group of agents into subgrounps, or guiding them along more complex paths and may

be a better choice for some situations where the nature of the environment is not known

apriori. This increased expressiveness came at the cost of additional control effort. The

predator-based control needed to be actively managed, while the parameter based control

did not.
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(a) Predator control (b) Parameter control

Figure 3.3: The time to complete the four scenarios under predator and parameter control
(lower is better). Scenarios 1 and 2 are an area coverage task (Figure 3.1). Scenarios 3 and 4
are a scouting task (Figure 3.2). Parameter control did better over all, but predator control
shows a good trend and more expressive behaviors.

The results of this research suggest that there are trade-offs between simplicity of

management and the expressiveness of the control style. In swarm management, performance,

expressiveness, and control effort are also influenced by the control style. Additional research

is needed to further evaluate and quantify these trade-offs.

3.3 Neighborhoods and Interaction Style, IEEE SMC 2011

This section contains our research published in the IEEE International Conference on Systems,

Man, and Cybernetics (SMC), 2011 [33]. The paper was primarily authored by Goodrich,

with contributions from Pendleton, Sujit and Pinto. I contributed simulations and analysis

of the A and B matricies under two control methods and two neighborhood definitions, as

well as contributing ideas to the formalisms presented in the paper. My simulation results

are presented under the heading Biomimetics and the results accompanying that section. We

present these results, accompanied by additional graphs and analysis, in this section.
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3.3.1 Introduction

One of the goals of HSI research is to allow a human operator to predictably direct the

swarm towards a desired state. Consequently, an understanding of the state of the swarm

and how that state evolves over time provide valuable insight for the design and analysis of

human-swarm systems. In this paper, Goodrich begins by providing a formalization of the

evolution of the swarm’s state for human interaction with bio-inspired robot teams (HuBIRT).

This formalization is then used to develop tools for analysis, which we used in the subsequent

experiments as well as in the remainder of this thesis. We therefore summarize several key

concepts introduced by Goodrich, upon which I based my contribution to the paper.

In the paper, we begin by defining the state of the swarm xt as a vector containing

the state of each individual agent xit and consider the evolution of the state of the swarm

over time:

xt = [x1t , x
2
t , . . . x

N
t ]T (3.1)

xt+1 = f(xt, ut) (3.2)

where ut is external input to the system, and f is a nonlinear function representing the

dynamics of the system.

With some loss of generality, we now separate this equation into state changes due to

(1) the dynamics of the swarm model, and (2) external input to the system3, represented by

the functions f and g respectively:

xt+1 = f(xt) + g(xt, ut) (3.3)

Because the collective behavior of the swarm depends on local interactions between

each agent and its neighbors, we further decompose Equation 3.3 to consider the evolution of

3In this thesis, we consider only human input to the system.
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the state of each individual agent i due to interactions with external input ut and interactions

with all other agents ¬i. This is accomplished by considering the ith row of Equation 3.3,

representing the evolution of agent i’s state, and partitioning xt into the state of agent i, xit,

and the state of all other agents, x¬it :

xit+1 = f i(xit, x
¬i
t ) + gi(xit, ut) (3.4)

This formulation allows us to consider the effect of changes to swarm dynamics, f , and

control methods, g, on the evolution of the state of the swarm over time. Specifically, we are

interested in monitoring (a) the amount of scrambling within the group, and (b) the degree

of influence sustained by the leader or predator. To facilitate this analysis, we define two

adjacency matricies which represent (1) interactions among individual members of the swarm

(NxN) and (2) interactions between external inputs ut and the individual agents (Nx1). We

refer to matrix (1) as the cohesiveness matrix, At, and matrix (2) as the management matrix,

Bt, which are defined as follows:

At = {1 : aijt = 1} (3.5)

Bt = {1 : bit = 1} (3.6)

where aijt means that agent i and j are interacting and bti means agent i is influenced by the

external input to the system ut. The exact definition of interaction varies by model, but for

this thesis we define:

aijt =

 1 if ||ci − cj|| < Ra and |ψij| < 180◦ − α

0 otherwise
(3.7)

bit =

 1 if ||ci − cp|| < Rp

0 otherwise
(3.8)
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where ψij is the angle between agent i’s heading (vi) and the relative angle to agent j (cj− ci).

Note that bit = 1 indicates that the agent is close to the leader or predator and therefore

under its influence. Additionally, the use of a switching controller (wp =∞) means that the

agent is exclusively influenced by the leader or predator when it is in range and the other

agents when it is not.

As noted in Section 3.1, changes in swarm topology and human influence have

important real-world implications. In this section, we examine the effect of two different

control styles, leader and predator, along with two different neighborhood definitions on the

evolution of the swarm topology, At, and human influence, Bt, over time. Specifically, we

evaluate how well the operator-controlled agents sustain influence (as evaluated by a small

number of changes in the B matrix), and the stability of interactions within the swarm (as

evaluated by a small number of changes in the A matrix). The goal of this research was to

provide data that could be used in swarm design to minimize undesirable effects, such as

scrambling within the group.

3.3.2 Experiment Description

We conducted an “Oz of Wizard”4 style experiment [66] in which we simulated typical and

worst-case interactions between the swarm and a human operator. The typical case consists

of guiding the swarm in a “scouting” information foraging task as described in Section 3.2.2.

The worst-case interaction is modeled by actively moving the leader or predator through

the center of the group several times in a zig-zag pattern. This path was chosen in order to

scramble the swarm as much as possible (maximizing changes to the A matrix), and spread

the influence of the leader or predator (maximizing changes to the B matrix). The goal of

the experiment was to learn which control style and neighborhood definition was most stable

under typical and worst-case interactions.

4See footnote in Section 3.2.2 for a description.
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Parameter Description Value

s Forward velocity 3.0
θ Turning rate 40◦/s
α Blind spot angle 45.0◦

Rr Zone of repulsion radius 1.0
Ro Zone of orientation radius 14.0
Ra Zone of attraction radius 14.0

wp Leader/predator control gain ∞
ws Stakeholders control gain -
Rp Leader/predator interaction radius 30.0

Table 3.3: The simulation parameters for predator-based and leader-based control. All
numbers are in simulation units unless otherwise noted. A dash (“-”) indicates the parameter
is not applicable to this experimental condition.

We selected two control styles, leader and predator, and two neighborhood definitions,

topological and metric, and evaluated the typical and worst-case interactions on each, resulting

in a 2 x 2 x 2 experiment with eight conditions total.

Neighborhood Definitions Based on Topological or Metric Distance

In this experiment, we were inspired by the work of Ballerini et al. [7] on starling flocks. In

their paper, they show that flocking starlings react to the nine closest birds, rather than

reacting to all birds within a certain distance. In contrast, many existing flocking algorithms

([23, 55] for example) define a fixed interaction distance and react to all other agents within

that range. We wanted to evaluate whether a neighborhood definition based on a fixed

number of neighbors, instead of a fixed distance, would make the topology of the swarm more

stable.

In this thesis, we define a topological distance of N as the N th closest agent to a given

agent. We then define a topological neighborhood definition, where agents react to all agents

within a topological distance of N , and a metric neighborhood definition, where agents react

to all agents within a fixed distance of d. Figure 3.4 provides a visual description.
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(a) dense flock, metric distance (b) dense flock, topological distance

(c) sparse flock, metric distance (d) sparse flock, topological distance

Figure 3.4: The difference in neighborhoods in a sparse and dense flock using topological and
metric distances. Using metric distance (a and c), an agent interacts with a variable number
of other agents, depending on the density of the flock. Using topological distance (b and d),
agents interact with a fixed number of neighbors regardless of flock density.
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3.3.3 Analysis

To analyze the results, we examined the differences in the A and B matrices between

consecutive time steps, and computed a time series representing the total number of changes

at each step (Figure 3.6 and 3.9). We chose to compute the power spectral density5 (PSD)

of the time series rather than taking a simple average6. We hypothesized that leader and

predator would differ, not only in the average number of changes, but in the way those

changes occurred. A PSD plot allowed us to visualize not only the average changes but also

changes that happened in bursts at regular intervals.

Additionally, we computed an interaction histogram for each agent and the leader or

predator. We used the histogram to view the spread of interactions across agents. We wanted

to know if a given leadership style or neighborhood definition created consistent or sustained

interaction between individuals. This has importance not only for group stability but also for

other topics, such as the construction of mesh networks among the agents in the swarm.

3.3.4 Results

We found that the leader sustained influence better than the predator, as shown by the smaller

power spectrum in Figure 3.7. However, we found that because of this sustained influence,

the leader caused more scrambling within the swarm (see Figure 3.10). The neighborhood

definition, topological or metric, did not have a strong influence on the influence sustained

by the leader or predator. However, the neighborhood definition had a strong effect on the

stability of the group topology (see Figure 3.10). We also found that the predator interacted

with fewer agents overall (see Figure 3.5).

The next two sections present a more detailed overview of our results.

5A power spectral density plot represents the power in each frequency component of a given signal.
6In the A matrix, each time series was computed per agent. The power spectral density was also computed

per agent and then averaged across agents. This was done to avoid filtering out changes that occurred at a
higher frequency.
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3.3.5 Sustained Leader / Predator Influence (B Matrix)

To determine which control method and neighborhood definition sustained influence better,

we primarily examined the four “typical interaction” scenarios. The “worst-case interaction”

scenarios are designed to disrupt the swarm by intentionally avoiding sustained influence

and do not provide additional insight. We omit them for brevity, noting that the results are

similar but less pronounced.

We found that leader-based control sustained influence better than predator-based

control, as shown by the power spectral density plots in Figure 3.7. We also found that

predator-based control interacted with fewer agents overall, and interacted with those agents

for shorter time periods (see Figure 3.5). The neighborhood definition did not have a

substantial impact on the sustained influence of the leader or predator.

We hypothesize that the leader affords sustained influence by drawing interacting

agents towards itself. The dynamics of the swarm model ensure that other agents follow the

interacting agents and that influence is sustained as the leader steers the swarm. Similarly,

the predator affords brief or impulse interaction. The repulsion of the predator causes

interacting agents to turn toward the control vector upi , drawn from the predator to the agent.

Consequently, agents stop receiving the predator’s influence once they act on it, which creates

short “impulse” interactions. These ideas are further reinforced by the participant comments

in Section 3.4.3 and our findings in Chapter 5. A full analysis of the affordances of these

control primitives should be addressed in future work.

3.3.6 Topological Stability of the Group (A Matrix)

In this section we focus on the results provided by the “worst-case interaction” scenarios.

Because the goal of these scenarios was to actively disrupt the swarm, they provide insight

into the topological stability provided by the two neighborhood definitions and interaction

styles. The results of the “typical interaction” scenarios are similar, but we omit them for

brevity.
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.5: Histogram of the B matrix for the four “typical interaction” experimental
conditions. The graph shows the total number of interactions with each agent during the
scenario. Each bar represents one agent and the height of the bar shows the number of
interactions. The predator interacted with fewer agents than the leader and interacted with
those agents over shorter durations.
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.6: The number of changes to the B matrix at each time step for the four “typical
interaction” experimental conditions. To analyze sustained influence, we created a time
series that shows the number of entries in Bt that have changed since the previous time
step, allowing us to visualize the magnitude and timing of changes to the B matrix. The
size and frequency of the peaks show how well human influence is sustained (smaller = more
sustained). We then use this time series to compute the PSD plots shown in Figure 3.7

.
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.7: The power spectral density (PSD) of changes to the B matrix for the four “typical
interaction” experimental conditions. The leader sustains influence better than the predator
as shown by a smaller power over the frequency spectrum. Topological distance resulted in
fewer high-frequency changes with predator control, but did not make a substantial difference
overall.
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.8: Histogram of the A matrix for the four “worst-case” experimental conditions
where rows and columns are agents, and height is the number of times agent row and column
interacted. The leader pulled the swarm closer together, resulting in more communications
overall, and spread the interactions out more between agents due to scrambling within the
group (also see Figure 3.10). Using topological distance, rather than metric distance, resulted
in fewer agent-to-agent interactions under leader control.
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.9: The number of changes to the A matrix at each time step for the four “worst-case
interaction” experimental conditions where rows are agents, columns are timesteps, and
height is the number of changes. Using topological distance, rather than metric distance,
greatly increased the stability of the swarm topology (fewer changes). Predator control also
caused fewer changes in group topology than leader control. Further analysis with power
spectral density plots is shown in Figure 3.10
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(a) Leader, metric distance (b) Predator, metric distance

(c) Leader, topological distance (d) Predator, topological distance

Figure 3.10: The power spectral density (PSD) of changes to the A matrix for the four
“worst-case interaction” experimental conditions. Using topological distance results in fewer
changes in group topology as shown by the smaller power spectrum. Additionally, the
leader control caused more changes to group topology than predator control for worst-case
interaction (see Figure 3.12 for the typical case).
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We found that the topological neighborhood definition substantially reduced the

number of changes to the topology of the swarm, as shown by Figure 3.10. We also found

that predator-based control caused fewer changes than leader-based control to the topological

structure of the group. We hypothesize that this is an indirect result of the switching behavior

of the leader and predator (wp =∞). While the leader or predator is sustaining influence, the

agents closest to the leader or predator bounce between human influence and repulsion from

other agents. Consequently, because the leader sustains influence better than the predator, it

also induces more scrambling of the swarm. This secondary effect is addressed in Chapter 5

where we use a non-switching control gain for the leader and predator.

3.4 Interaction Style User Study, RSS 2012

This section contains our research published in the Robotics Science and Systems Conference

(RSS), 2012 [32]. The paper was primarily authored by Goodrich, with contributions from

Pendleton, Kerman, and Sujit. The author designed, implemented, and analyzed two small-

scale user studies (referred to as case studies) in addition to the results from Section 3.3,

which are also referenced. The author’s contribution is primarily found under the heading

Switching Controllers, but also includes ideas contributed toward the formalisms found in

the paper. Here we present the design and motivation for the case studies, along with graphs

and analysis.

3.4.1 Introduction

Based on our results from the case study in Section 3.3.5, we decided to run a small-scale user

study to see if the control style results held for human operators executing a goal-directed

task. We primarily wanted to evaluate which leadership style better sustained influence

during the study scenario.
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3.4.2 Experiment Description

The experiment consisted of a “scouting” information foraging scenario as described in Section

3.2.2. The amount of food in each barrel was set at 5.0, with two barrels present initially and

additional barrels appearing randomly as the scenario progressed. The model parameters

used in the study were the same as those found in Table 3.3.

During each scenario, the position of all swarm members, the position of the leader or

predator, and the current A and B matrices were logged at a rate of 1 Hz and saved to disk

for later analysis. Each scenario was run for 120 seconds.

Each participant was given a handout with instructions for the experiment and control

of the leader or predator and were instructed to gather as much food as possible by guiding

the agents to the barrels with the leader or predator. They then completed an initial training

scenario with each control method. They were told to practice until they felt comfortable

and to ask any questions about the experiment or control methods. After the training, each

participant completed two runs with each control method and then completed a short survey.

The survey asked participants to comment on (1) any strategies they employed for each

control method, (2) their preferred control method, and (3) their relative confidence between

the two control methods. Additionally, the second user study also asked participants to

describe strategies they employed for each size, and to describe their relative confidence

between the two group sizes.

3.4.3 Results

We ran the initial user study as described and then conducted another follow-on study due to

an unexpected confounding factor. During the first user study, several participants developed

a novel control strategy using the predator, which involved splitting the swarm into several

small groups and moving the predator rapidly between them. These results were interesting,

but did not meet our initial aim of measuring the sustained influence of the leader or predator.
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Consequently, we conducted a second user study and instructed participants to keep the

group together as much as possible.

Overall, the leader sustained influence better than the predator (as shown in the

second user study), but the predator was more expressive and allowed for novel strategies

such as the one mentioned above. However, the increased expressiveness came at the cost

of fragmentation of the swarm. None of the participants were able to keep all 100 agents

together using the predator, even when instructed to do so.

To analyze the results, we looked at the differences in the A and B matrices at each

time step and computed a time series representing the total number of changes at each step.

We chose to compute the power spectral density (PSD) of the time series rather than taking

a simple average using the same method in Section 3.3.3. We hypothesized that leader and

predator would differ, not only in the average number of changes but also in the way those

changes occurred. A PSD plot allowed us to visualize not only the average changes but also

changes that happened in bursts at regular intervals.

3.4.4 Initial User Study

We recruited a convenience sample of six student volunteers from our research lab and

obtained IRB informed consent. All six participants successfully completed the user study

and no side effects were reported.

As mentioned above, several study participants employed a novel strategy for predator-

based control. While it did not meet our initial aim for the experiment, it demonstrates a

novel predator-based control strategy and the results provide some insight. First, it reinforces

previous results that suggest that predator-based control may be more expressive than leader-

based control, as demonstrated by the novel control strategy. Second, participants observed

that they could gather more information by splitting the swarm into many subgroups,

inadvertently replicating the results found in Section 3.2.3. Third, several participants
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mentioned that they thought the predator was more powerful, which reinforces the idea that

the predator can be more expressive.

Because some participants split the swarm into small subgroups we omit the A matrix

results but include the B matrix results for reference, noting that leader and predator used

different control strategies. As shown in Figure 3.11, the average amount of change for the

two strategies was similar, but the leader caused more changes at higher frequencies. This

is probably due to the high speed at which some participants moved the predator when

employing the novel control strategy mentioned above. The predator simply didn’t stick

around long enough to cause any higher frequency noise within the group. These results

may indicate that a quick “impulse” control input may be better than sustained influence

in some circumstances. However, the data gathered here is insufficient and we leave a full

investigation of this point to future work.

(a) Predator (b) Leader

Figure 3.11: The power spectral density (PSD) plots of the changes to the B matrix under
leader and predator control. Both control methods have a similar number of average changes,
but the leader has more changes at high frequency. We hypothesize that the short duration
the predator interacted with any given agent did not provide an opportunity for it to introduce
higher-frequency noise. This may indicate that short impulses of control may be better in
some circumstances. However, this is left to future work.
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3.4.5 Follow-on User Study

We recruited a convenience sample of five student volunteers from our research lab and

obtained IRB informed consent. All six participants successfully completed the user study

and no side effects were reported.

To avoid the issues in the previous study, we instructed participants to keep the agents

together as much as possible while amassing information. The total amount of food gathered

was logged to provide a measure of swarm performance. Additionally, we added a “small

swarm“ and “large swarm“ condition to each of the control styles, which used 15 and 100

agents respectively. This brought the total number of scenarios up to four: two influence

styles (leader and predator) and two swarm sizes (15 and 100 agents).

3.4.6 Performance

The total amount of food gathered was higher for the leader than for the predator, but only

substantially so when using 15 agents. Study participants rated their confidence lower for 15

agents, especially when using the predator (see Table 3.4). Additionally, they mentioned that

the swarm of 15 agents covered a smaller area as it moved and made it more difficult to hit

the target locations, especially when using the predator. This suggests that the predator,

while more expressive overall, was not as useful for making fine adjustments to the trajectory

of the swarm. Future work should provide a more concrete investigation.

Number of Agents

Method 15 100

Leader 47.94± 8.40 53.77± 7.28
Predator 42.15± 6.00 53.67± 8.214

Table 3.4: Total information gathered
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(a) Predator control (b) Leader control

Figure 3.12: Power spectral density PSD) of the A matrix. The leader induces slightly more
scrambling than the predator, due to the switching behavior of the leader and predator
(wp =∞) and the more sustained influence of the leader. This secondary effect is addressed
in Chapter 5. Note that the graph uses a log scale (dB).

3.4.7 Topological stability of the group (A Matrix)

As shown in Figure 3.12, leader control caused slightly more scrambling within the group

than predator control across all frequencies. It’s important to note that the PSD plots are on

a log scale (dB), so the small difference in the graphs is meaningful. These results replicate

and reinforce our findings in Section 3.3.4.

3.4.8 Sustained Leader / Predator Influence (B Matrix)

As shown in Figure 3.13, leader-based control sustained influence better than predator-based

control, as evidenced by the lower power in the PSD plot across all frequencies. Additionally,

the shape of the power spectrum is different, indicating that the predator’s B matrix has

more changes overall, but also causes additional bursts of changes as it moves around the

group.

3.5 Conclusion

The three papers presented here have identified important affordances and tradeoffs based

on interaction style and neighborhood definition, which we summarize here. First, using a
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(a) Predator control (b) Leader control

Figure 3.13: Power spectral density (PSD) of the B matrix. Leader-based control sustains
influence better than predator-based control, as shown by the lower amount of power in the
B changes across all frequencies.

topological rather than metric neighborhood decreased the amount of scrambling within the

group. Second, parameter-based control performs well and requires little management, but

must be optimized for the scenario a priori. Third, leader-based control sustains influence

over the group, but the sustained influence causes more scrambling within the group than

predator-based control. Fourth, predator-based control provided expressive behaviors such

as the splitting of the group and interacted with fewer members of the swarm for a shorter

duration per agent. However, predator-based control does not sustain influence and the

expressive behaviors it affords require additional attention on the part of the human operator.

Ultimately, the best choice of control method may depend on considerations for the scenario

or task. The small control effort required by parameter-based control may be desirable

for controlling massive numbers of agents, while the higher control effort required by the

predator-based control may help the operator stay focused and vigilant during long-duration

missions. Additional research is needed to better understand and quantify control method

affordances and tradeoffs illustrated in this chapter and is further explored in Chapter 5.

The results presented in this chapter contribute foundational knowledge for continued

research into the control and design primitives that form swarm systems. Chapter 4 and 5
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continue to build on this work and expand our investigation to the impact on the human

operator and individual swarm agents.

70



Chapter 4

Human-Swarm Interaction: User Study Design

4.1 Introduction

This chapter describes the goals, objectives, and implementation of the main user study

presented in this thesis. The study is designed to directly evaluate the impact of HSI on

the human-swarm system, including (a) individual agents, (b) the group as a whole, and

(c) the workload of the human operator, as outlined in Section 1.2. Specifically, we use the

data gathered from the user study to evaluate claims (3) and (4) which state that operator

workload is affected by control style, but not the size of the swarm. The study also provides

additional evidence for claim (2) regarding the effect of HSI on swarm topology. We evaluate

these claims by designing a suitable information foraging task and monitoring both the swarm

and human operator using a variety of metrics presented in this chapter.

The chapter is organized as follows: Section 4.2 discusses the high-level design of the

study, including independent and dependent variables, the study scenario, scoring, metrics,

and statistical considerations in the study design. Section 4.3 describes the implementation

of the study, including modeling, model parameters, data gathering, user interfaces, detailed

metrics, and survey questions. Section 4.4 describes the execution of the user study, including

pilot studies, participant recruitment, training, and IRB approval. Chapter 5 provides an

extensive analysis and discussion of the user study results.
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4.2 Experiment Design

This section discusses the high-level design of the experiment abstracted from implementation

details, which are discussed in Section 4.3. Section 4.2.1 gives an overview of the objective

and independent variables examined in the experiment. Section 4.2.2 discusses dependent

variables of interest. Section 4.2.3 discusses the swarm guiding task used in the user study.

Section 4.2.5 and 4.2.4 detail the information gathering task and scoring for the scenario.

Section 4.2.6 discusses the primary metrics for measuring workload. Section 4.2.7 examines

statistical considerations in the design of the user study.

4.2.1 Objective and Independent Variables

The objective of this user study is to measure the impact of (1) interaction style and (2)

scale on the mental workload of the human operator while controlling a swarm. Additionally,

we also measure the impact of human interaction on the topology of the swarm and the

trajectory stability of swarm members to reinforce the findings in Chapters 2 and 3. The

experiment format is a 3 x 3 within-subject experiment where each participant performs

all nine experimental conditions. Performance is compared between conditions for each

participant and averaged across participants. We use three simple interactions styles – leader,

predator, and stakeholders – as outlined in the section 1.4.5. For scale, we use 20, 50, and

100 simulated robots, which represents the range of swarm sizes commonly found in the

literature.

We expect that swarms will scale well in terms of operator workload. This means

that the workload of the human operator will remain relatively constant as more robots are

added to the simulated swarm across all control styles. This is in contrast to traditional

human-supervisory control, where the operator’s workload increases with the number of

robots [57]. We also expect that interaction style will affect both the performance of the

swarm and the workload of the human operator. We expect that the performance of the

swarm will increase as more robots are added, and that the additional robots will not cause
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the topology of the swarm to change more rapidly over time. In other words, we expect that

increasing the size of the group will not cause the group to scramble.

4.2.2 Dependent Variables of Interest

We are primarily interested in the performance of the swarm on the study task and the mental

workload of the study participants. We are also interested in the changes in the topology

of the swarm over time. Swarm performance is measured by looking (a) at the amount of

information gathered on the primary task and (b) at the user’s score for the scenario. The

participant’s score on the scenario is calculated using the amount of information gathered

and their performance on the visual secondary task. The change in topology of the swarm

over time will be analyzed using power spectral density plots as explained in Chapter 3.

4.2.3 Study Scenario

In each condition of the experiment, the study participant is responsible for guiding simulated

robots to points of interest around the screen. This represents a canonical information

foraging task as outlined in Section 1.3.1. The number of robots and the control method are

determined by the experimental condition. The points of interest are represented graphically

on the screen by barrels and represent a task, such as surveillance, that can be completed

in a finite amount of time and parallelized between robots. Two points of interest are

initially present and additional points are generated randomly as the scenario progresses.

The coordinates of each point of interest are also randomized.

The participant is also given two secondary tasks for the purpose of measuring workload,

a visual response-time task, and an auditory memory and counting task. The secondary

tasks were selected to measure the visual focus, mental processing, and response planning, of

the study participant during the scenario. A score, representing the amount of information

gathered and accuracy responding to the visual secondary task, is also shown on the screen.

This helps the participant gauge his or her effectiveness on the task and maintain interest
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Figure 4.1: The information foraging task for the user study. The study participant is
responsible for guiding a group of simulated robots (a) to areas of interest represented
graphically by barrels (b), using leader, predator or stakeholder control (c). The leader,
predator or stakeholders move towards the participant’s cursor (d). The visual secondary
task (f) is represented by a ninja that appears randomly on the playing field (g).

and focus during the experiment. Figure 4.1 shows an annotated screenshot of the scenario

for the user study.

4.2.4 Score

The participant’s score for the scenario is shown in the upper left hand corner of the graphical

user interface and represents the participant’s performance on that study scenario. The score

starts at zero when the scenario begins and points are added or subtracted as the scenario
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progresses according to the following equation:

score = vrecognized − 5 ∗ vmissed + Ig + Tdepleted (4.1)

where vrecognized and vmissed are detections and missed detections on the visual secondary

task, Ig is the total information gathered, and Tdepleted is the number of targets depleted.

The score primarily reflects the amount of information gathered, with small bonuses

and penalties for secondary task performance. One point is added for each unit of information

gathered by the simulated robots. A response to the visual secondary task event before the

next event occurs is also worth one point, while failing to respond before the next event loses

five points. This helps keep the participant focused on the study scenario and gives him

or her feedback about his or her performance. The participant’s accuracy on the auditory

secondary task is calculated when the participant enters his or her guess after the end of the

scenario. Consequently, the score, which is only shown while the scenario is running, does

not include the auditory secondary task.

4.2.5 Primary Task

The study scenario uses a canonical information foraging task where the simulated robots

move around the screen spatially and gather information at specific points of interest (targets).

The amount of information gathered is proportional to the number of robots within range

of the target and represents a variety of tasks that benefit from multiple robots, such as

surveillance or search and rescue. The more robots that are within range, the faster the

target is depleted. When all information has been gathered from the target, it disappears.

The simulated robots do not seek targets on their own, but depend on the human operator

to guide them to the targets.

The points are interest are represented graphically on the screen by barrels and are

created at random locations (x, y) on the screen where x and y are independent and are
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distributed uniformly over the playing field. Initially, two points of interest are present on

the screen and new points of interest spawn randomly during the scenario. Each time a new

target is created, the amount of time (in seconds) until the next target appears τP is sampled

from a uniform distribution over [1.0, 11.0].

Each point of interest Pj contains an initial amount of information P 0
j

P 0
j ∼ u(10, 70) (4.2)

and is depleted at a rate γ for each agent i within range Rp of the target

NPj
= {i : ‖cj − ci‖ ≤ Rp} (4.3)

Pj(t+ τ) =

 Pj(t)− γNPj
τ if Pj(t) ≥ γNPj

τ

0 otherwise
(4.4)

The total amount of information gathered Ig is simply the amount of information depleted

from all barrels during the simulation.

∆Pj = Pj(t)− Pj(t+ τ) (4.5)

Ig(t+ τ) = Ig(t) +
∑

j=1...Npoints

∆Pj (4.6)

Table 4.1 lists the parameter values used in the user study.

Parameter Description Value

Rp Information gathering radius 6.0 (24 meters)
γ Information gathering rate 1.0

P 0 Initial information per target ∼ u(10, 70)
τP Time until new target ∼ u(1, 11)

Table 4.1: Parameters for the primary information foraging task.
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4.2.6 Primary Workload Measures

Secondary Task Design

According to Wickens’ multiple resource theory [69], humans do not have a single information

processing resource but have multiple specialized pools of information processing capabilities.

These distinct pools represent sensory channels or other cognitive capabilities. Consequently,

people will perform better on simultaneous tasks that require different channels than tasks

that compete for the same channel. Thus it is important to consider different aspects of

mental workload in the design of secondary tasks.

The primary task of controlling the swarm has two main components, (1) visual

information processing and focus and (2) cognitive resources needed for decision-making

and planning. The two secondary tasks are designed to monitor the demands placed on

these mental resources. The first is a visual response-time task that requires the participant

to press a key whenever a small ninja is displayed on the screen. This task competes for

the participant’s visual processing resources and visual attention but requires few cognitive

resources. The second is an auditory counting and memory task that requires the participant

to count the occurrence of one of two sounds. This task requires auditory resources to recognize

the sound and cognitive resources to remember and count the number of occurrences of

the sound. Because it uses sound rather than sight, it does not compete against the other

secondary task, but does compete against the primary task for the participant’s cognitive

resources.

When properly calibrated, the two tasks combined provide objective information about

the mental workload demands imposed by the task. If the demands on the visual or cognitive

resources of the participant increase, there should be a corresponding decrease in performance

on the secondary task as there are fewer resources available to perform it.
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Auditory Secondary Task

The auditory secondary task uses two sounds, a cow sound and a robot sound. The participant

is instructed to keep track of the number of times they hear the cow sound1. At the end of

each scenario, they report their count and confidence in that count using a survey form. No

sounds are played during the last 3 seconds of the scenario to avoid a partial sound being

played.

The timing of the sounds and ratio of cow sounds to robot sounds is randomized.

Each time a sound is played, the time (in seconds) until the next sound is drawn from a

uniform distribution, τA ∼ u(3.0, 7.0). The probability of a cow sound playing (vs a robot

sound), is a Bernoulli random variable with parameter ρ, where ρ ∼ u(0.55, 0.75) and is fixed

at the start of each scenario. This is done to keep the workload caused by the secondary task

relatively constant between scenarios while varying the varying the number of cow sounds.

This avoids confounding the results by (a) having the secondary task overly influence the

workload measure being monitored, or (b) introducing a learning effect by keeping the number

of cow sounds too constant, allowing the participant to accurately guess the answer.

Visual Secondary Task

The visual secondary task is designed to monitor the workload imposed by the visual attention

and processing components of the primary task. This is accomplished with a response-time

visual recognition task.

During the scenario, a graphic of a ninja will appear periodically at random locations

in the graphical user interface (Figure 4.2). The participant is instructed to press the space

bar each time they see a ninja. The location of the ninja is distributed uniformly over the

playing field, in the same manner as the information targets described in Section 4.2.3. The

time between when each ninja appears and when the space bar is pressed is recorded, along

with the number of times the ninja appeared, the number of times the participant responded

1The volume of the two sounds was equalized.
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Figure 4.2: A graphic of a ninja
is periodically displayed at ran-
dom locations on the screen.
The participant must respond
to the ninja by pressing the
space bar. The participant’s re-
sponse time, false positives, and
missed detections are recorded.

to the ninja and the number of times the participant did not respond to the ninja before the

next ninja appeared2. There is at most one ninja on the screen at any given time. The time

between ninja appearances is drawn from a uniform random variable τV ∼ u(1.0, 4.0) in the

same manner as the auditory secondary task.

NASA-TLX

The NASA Task Load Index (TLX) [40] is a subjective workload assessment tool that has

been used extensively in HRI research. In the user study, it is used to rate the participant’s

perceived load during each of the experimental conditions. It is presented to the participant

after each experimental condition and once following the three training scenarios to establish

a baseline.

4.2.7 Statistical Considerations

The design of the user study was reviewed by Dr. Dennis Eggett from the BYU statistical

consulting center and carefully analyzed before beginning the experiment. Several possible

statistical issues and confounding factors were identified and steps were taken to mitigate

these issues in the final experiment. Three areas in particular were identified: (1) intra-metric

correlations, (2) introduced effects in experimental conditions, and (3) learning effect. The

auditory secondary task required additional considerations.

2In this case, the previous ninja disappeared when the new ninja appeared.
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Intra-metric Correlations and Introduced Effects

Each randomized event uses an independent pseudo-random number generator, which was

seeded individually and only used for that event. The seeds were selected randomly at the

start of each scenario, so that the sequencing of scenario events was unique per participant

per scenario. Random seeds were also logged so that event flows could be reproduced and

audited if needed. In order to keep the workload due to secondary tasks consistent within each

scenario and across scenarios, we chose to randomize the duration between events, instead

of using a finite probability of an event per tick. This allowed us to enforce minimum and

maximum separation between events and avoid framerate dependent effects. Consequently,

the randomization of each event is not affected by the frame rate of the simulation, the

experimental condition, or the sequencing any other events.

Learning Effect

The study was expected to have a learning effect – improvement in performance over the

duration of the experiment – and care was taken to minimize this effect and avoid it as a

confounding factor in the results. First, a training scenario was designed to ensure proficiency

with the control methods before the participant started the main experiment. The training is

standards-based, meaning that the participant reached a designated level of proficiency before

starting the main experiment. Second, the order of the training scenarios and experimental

conditions were independently randomized to average out any learning effects over the course

of the experiment.

Auditory Secondary Task

Special care was taken with the auditory secondary task, in which the participant counts the

number of times a cow sound has occurred during the scenario. The elapsed time between

events is a uniform random variable, and the number of events is a function of the sum of the

timings. By the central limit theorem, the distribution over the number of cow sounds during
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each scenario will approximate a Gaussian. Without any additional steps, the participant

could have guessed the count with high accuracy instead of counting sounds as instructed.

The reduced workload over time would have introduced a strong learning effect into the

experiment.

To remedy this, we randomized the ratio of cow sounds to robot sounds between

scenarios, while holding the distribution over time between sounds constant. The ratio of

cow sounds to robot sounds is fixed at the start of each scenario and drawn from a uniform

distribution over [0.55, 0.75]. Consequently, the workload due to the secondary task stays

relatively constant per scenario (roughly the same number of audio events), but the number

of cow sounds varies.

4.3 Experiment Implementation

This section discusses the implementation details of the user study including modeling, model

parameters, user interface, and an overview of metrics and surveys used in the experiment.

Section 4.3.1, 4.3.2, and 4.3.3 detail the model, model parameters, and control model used

in the user study. Section 4.3.4 discusses the graphical user interface. Section 4.3.5 and

4.3.6 discuss metrics and surveys used in the user study. Section 4.3.7 discusses the data

gathered during the user study. Section 4.3.8 discusses implementation details such as the

programming language and libraries used.

4.3.1 Swarm Model

The user study uses the augmented version of Couzin’s model outlined in section 1.4.6. This

model is a canonical flocking model suitable for the user study task and provides a reasonable

model for the coordinated movement of UAVs. It uses dynamics very similar to Dubins

airplane [17], a simple plane model, and provides a minimum separation distance (zone of

repulsion), similar to aircraft visual flight rules (see [70] for a discussion). While Couzin’s

model does not provide guarantees for collision avoidance, we assume that the UAVs can
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change altitude to avoid collisions. Call et al. [14] provide an example of UAV collision

avoidance in the field using on-board sensors.

4.3.2 Selection of Model Parameters

The initial aim of the experiment was to simulate the TurtleBot robots that we have in

our lab. However, simulations showed that the Turtlebots created wide, slow moving flocks

unsuitable for short-duration experiments. This is due to their limited speed and localization

accuracy relative to their size. Consequently, we instead model a flock of simulated UAVs in

order to keep the simulation tied to a real-world system. However, we note that the model

and study task are not UAV-specific and apply to a variety of swarm robot systems, including

ground and underwater vehicles.

The parameters for the model were chosen to match the low-cost UAVs used by the

MAGICC lab (Figure 4.3) during flight tests, including forward speed, turning rate, minimum

recommended separation, object detection range using onboard cameras, and GPS localization

error. UAVs match the dynamics of Couzin’s model more closely and provide additional

experimental validity. Table 4.2 contains the parameters values for the augmented version of

Couzin’s model found in Section 1.4.6. In the simulation, 1 unit is equal to 4 meters and the

parameters from the UAV flight tests were scaled accordingly.

Modeling of Localization Error

GPS error is difficult to model and depends on satellite positioning, local weather, terrain

features and a variety of other error sources [10]. The GPS error drifts over time as terrain,

satellite position and other factors change. However, high accuracy measurements are possible

between two relatively close GPS units [58]. Because of this, we use a simplified error model

in the user study. The error model is general and can also be applied to visual navigation

3Photo courtesy of the BYU MAGICC lab.
4u-blox NEO-6p GPS receiver board with SMA. Photo courtesy of CSG Shop and used with permission.

http://www.csgshop.com/
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(a) A small UAV3 (b) A low-cost GPS unit4

Figure 4.3: Small UAVs, such as those used in the BYU MAGICC lab (a), are commonly
equipped with GPS, onboard cameras, and processing hardware. The parameters for the
user study match those used in similar UAVs during flight tests. Small low-cost GPS units,
such as the unit shown in (b), are capable of 1m global accuracy. More expensive augmented
dual-signal units are capable of 10cm accuracy.

Parameter Description Value SI

s Forward velocity 4.0 units/s 16.0 m/s
θ Turning rate 45.0 degrees/s 45.0 degrees/s
α Blind spot angle 45.0 degrees 45.0 degrees
Rr Zone of repulsion radius 1.5 units 6 meters
Ro Zone of orientation radius 11.0 units 44 meters
Ra Zone of attraction radius 14.0 units 56 meters

wg Stakeholder control gain 20.0 -
wp Leader/predator control gain 25.0 -
Rp Leader/predator interaction radius 25.0 units 100 meters

Table 4.2: Simulation parameters for the model UAVs. Parameters match those used in UAV
flight tests by the BYU MAGICC lab (see Figure 4.3).

systems, such as that shown in [4]. Small, inexpensive GPS units with 1 meter global accuracy

and suitable for use in UAVs are currently available (see [13, 41] and Figure 4.3b). More

expensive units capable of global centimeter-level accuracy are also commercially available

(see [29]).

Based on the discussion above and our tests from group robots in Section 2.5, we

modeled the localization error of the simulated UAVs as a bivariate Gaussian distribution
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with a standard deviation of 1.0 meters (0.25 simulation units). This error is held constant

for a period of τε seconds drawn from a uniform distribution τε ∼ u(1, 20). We believe that

this model overestimates the relative GPS error between simulated UAVs.

4.3.3 Control Model and Parameters

Leader and Predator

The leader and predator represent points of influence under the control of a human operator.

The leader and predator use identical control laws and move towards the participant’s mouse

using a PD controller with a maximum acceleration and velocity. Table 4.3 shows the

controller values used in the user study.

Parameter Description Value

P Error gain 1.0
D Derivative gain -2.0
amax Maximum acceleration 10.0
vmax Maximum velocity 30.0

Table 4.3: Parameter values for the leader/predator PD controller.

Stakeholders

For stakeholder control, the location of the participant’s mouse is passed as a goal location

to the stakeholders as outlined in Equation 1.13, using the parameters in Table 4.2.

4.3.4 User Interface

This section describes the design of the graphical user interface for the user study. The goal

of the interface is to (1) display information about the swarm, study scenario, and participant

performance, and (2) allow the participant to influence the swarm.
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Primary Display

The primary purpose of the graphical interface is to provide spatial information about the

simulated robots and locations of interest (see Figure 4.4). The playing field or area where

points of interest spawn is shown by a large gray rectangle. Points of interest are represented

as barrels surrounded by a circle that represents the minimum distance for robots to gather

information from that point. The robots themselves are displayed as small planes, while the

leader and predator are displayed as a large plane or shark respectively. Agents under the

participant’s control are surrounded by a white circle that represents their radius of influence.

Control Input

Figure 4.5: The cursor

The study participant controls a target-shaped cursor on the screen.

The agents under the participant’s control move toward this target

as it is moved around the screen with the mouse.

4.3.5 Metrics

Performance Metrics

The metrics in this category measure the performance of the swarm in each condition to

measure the impact of scale and control style. The participant’s score, total information

gathered, and targets depleted are monitored.

Metric Description Units

Information gathered Total information gathered during the scenario agent-seconds
Targets depleted Number of targets completely depleted (count)
Score The participant’s score for the scenario (none)

Table 4.4: Performance metrics
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Figure 4.4: The information foraging task for the user study. The study participant is
responsible for guiding a group of simulated robots (a) to areas of interest represented
graphically by barrels (b), using leader, predator or stakeholder control (c). The leader,
predator or stakeholders move towards the participant’s cursor (d). The visual secondary
task (f) is represented by a ninja that appears randomly on the playing field (g).
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Objective Workload Metrics

The metrics in this category provide objective measurements of the participant’s workload

during each study scenario. They are divided into three categories: control activity, auditory

secondary task, and visual secondary task. Control activity is measured by tracking the

participant’s mouse during the study scenario.

Metric Description Units

Total Mouse Movement The total distance the mouse moved during the scenario pixels

Table 4.5: Control activity metrics

Metric Description Units

True Positives The number of cow sounds played during the scenario (count)
Guess The participant’s estimate of the number of cow sounds (count)
Guess Ratio Ratio of the participant’s estimate to the true value (none)
Percent Error Percent error of the participant’s estimate percent
Confidence The participant’s confidence in his or her estimate (survey)

Table 4.6: Auditory secondary task metrics

Metric Description Units

False Positives The number of false positives on the visual task (count)
True Positives The number of correct responses on the visual task (count)
Response Time (no MD) Visual task response time (excluding missed detections) seconds
Response Time Visual task response time (including missed detections) seconds

Table 4.7: Visual secondary task metrics

NASA-TLX

Table 4.8 shows the six components of the NASA-TLX rating scale. Additionally, fifteen

pairwise comparisons are used to weight the importance of each scale.

4.3.6 Survey Questions

Participants complete three surveys after each experimental condition. First, they report the

number of cow sounds they counted and their confidence in their answer (Table C.3). Second,
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Metric Description Units

Temporal Demand Participant’s rating for TLX temporal demand 20 point scale
Effort Participant’s rating for TLX effort 20 point scale
Physical Demand Participant’s rating for TLX physical demand 20 point scale
Frustration Participant’s rating for TLX frustration 20 point scale
Performance Participant’s rating for TLX performance 20 point scale
Mental Demand Participant’s rating for TLX mental demand 20 point scale
Overall The overall TLX score 100 point scale

Table 4.8: NASA-TLX rating scale

they complete NASA-TLX (Table 4.8). Third, they complete a short workload survey about

their experience during that scenario (Table C.3). Additionally, participants complete a

pre-experiment demographic questionnaire (Table C.2) and a post-experiment preference

survey (Table C.1). The demographics were analyzed for fixed effects (e.g. video games

experience). The post-experiment survey results were tallied and read, but not analyzed

statistically. A full listing of the survey questions can be found in Appendix C.

Neglect Time

An important concept in HRI is neglect time, or the time that the human operator does not

spend actively managing the robot [56]. In this user study, the movement of the participant’s

mouse is analyzed. Any time step where the mouse does not move is considered neglect time.

We measure the duration and number of neglect intervals.

Metric Description Units

Total Neglect Time Sum of all time intervals with no mouse movement seconds
Longest Neglect Interval Longest time period with no mouse movement seconds
Average Neglect Interval Total neglect time divided by the number of neglect intervals seconds
Number of Neglect Intervals Number of time periods with no mouse movement (count)

Table 4.9: Neglect time metrics
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Possible Confounding Factors

As mentioned in Section 4.2.7, care was taken to avoid confounding factors in the design of

the user study. Additionally, several of the metrics of concern were monitored and analyzed

for fixed effects (see Table 4.10).

Metric Description

Experiment ordering Learning effect during the experiment
Framerate hiccups Number of simulation ticks longer than 0.5 seconds
Number of visual events Number of times the ninja appeared
Number of audio events Total number of sounds played
Audio ρ Ratio of robot sounds to cow sounds
Audio true positives Number of cow sounds played
Audio false positives Number of robot sounds played

Table 4.10: Possible confounding factors

4.3.7 Data gathering

All data collected was anonymized and stored on disk using a per-participant unique identifier

generated at the start of the experiment. The participant’s name appears only on the

authorization form, which was stored separately and not associated with the identifier. Data

gathered during the experiment included survey responses, the ordering of experimental

conditions, and interaction during each experimental condition. All data was logged to text

files and then archived. Scripts were used to parse the raw data and provide experimental

results.

All data recorded was marked with two timestamps, the elapsed wall-clock time and

simulation time since the start of the scenario. All significant events during the scenario

were recorded including dialog interaction, pauses, key presses, mouse clicks, changes in

framerate, and events related to the secondary tasks. Additionally, the location, heading,

desired heading and localization error of each robot, leader or predator where recorded at

0.10 second intervals. The location of the mouse and total distance moved so far was recorded

at the same rate.
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4.3.8 Implementation Details

The implementation of the simulator was identical to the description in Chapter 3 with

additional modifications for dialogs, user interaction and stakeholder control. The training

video was created with Microsoft PowerPoint 2010 using screenshots from the interface and

freely available graphics. All of the surveys were coded in PHP and rendered via the Firefox

web browser. The automation for the user study was done via a python script that launched

the simulations and surveys. Analysis of the data was done using Perl, Matlab 2010a, SAS 9

and Microsoft Excel 2010. All of the plots were generated with Matlab. The simulation for

the user study was coded in C++ using the open-source OGRE graphics library and CEGUI

user interface library.

4.4 Experiment Execution

This section describes the execution of the experiment including pilot studies (Section 4.4.1),

participant recruitment (Section 4.4.2), and the flow of the experiment (Section 4.4.3).

4.4.1 Pilot

A short pilot study was completed prior to the main user study (1) to expose any bugs in

the computer programs used in the user study, (2) to expose any confounding factors in the

study and (3) to verify that the expected trends were present in the data.

Four participants were recruited from my research lab to pilot the user study. All of

them completed the study successfully with no reported side effects. The data was analyzed

by a statistical consultant, Dr. Dennis Eggett, and the expected trends were present. As a

result of feedback during the pilot, several dialogs were added or clarified and the training

was updated.
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4.4.2 Participant Recruitment

Participants for the user study were recruited via flyers, email and word of mouth. Flyers

were posted to the stairwells in various buildings at Brigham Young University. An email

containing the flyer was sent to (1) the mailing lists for undergraduate classes taught by

Dr. Michael Goodrich (my advisor) (2) employees of the Humanities Learning Resources

lab supervisor and (3) members of my local church unit. Participants were also recruited by

word of mouth in my church unit and the BYU MAGICC lab. A copy of the flyer is shown

in Appendix B. None of the participants had knowledge of the hypothesis or goals of the user

study prior to the experiment.

4.4.3 Flow of the Experiment

Summary

The experiment took approximately one hour per participant and took place in the HCMI

lab. Each participant viewed a short training video with instructions, completed an initial

demographics questionnaire, and then a training with each control method. After the training,

they completed all of the nine experimental conditions in groups of three. The order of the

conditions was randomized, as was the order of the training scenarios. Between each group

of scenarios, the participant was given a 5 minute break. At the end of the experiment, each

participant completed a post-experiment survey and was thanked for his or her participation.

Location and Equipment

The user study was conducted in the HCMI lab of the Computer Science department at

Brigham Young University. Two participants from the BYU MAGICC lab ran the study in

their own lab using the laptop configured for the study.
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Two computer were used for the user study, one desktop and one laptop computer

which ran the software using VirtualBox virtual machine software. Both computers were

running Ubuntu Linux 12.04 and used identical library and software versions.

Preliminary

The user study was expected to take approximately one hour. Almost all of the study

participants were able to complete it in one hour and those that didn’t only went a few

minutes over.

When each participant arrived, they were greeted and given the IRB consent to be

a research subject form and the experiment payment form. Each participant was offered

compensation of $12 for his or her participation. If the participant wished to decline payment,

he or she was given an alternate IRB form, which specified no additional compensation.

Training and Practice

After completing the forms, the participant was shown a five minute training video about the

goal of the scenario (obtain as many points as possible), the user interface, control methods,

and secondary tasks.

After the training video, the participant completed a short demographics questionnaire

and began the experiment. They were first given a chance to practice with each control

method and complete a practice NASA-TLX questionnaire. Each training scenario has two

parts, (1) guide the simulated robots to each of four barrels spread over and playing field and

(2) get a score of 100 points by guiding the robots to barrels and responding to the secondary

tasks. This ensured that each participant had a minimum level of proficiency guiding the

robots and responding to the secondary tasks.
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Experimental Conditions

The order of the nine experimental conditions are randomized and then broken into groups

of three. The participant completes the nine conditions with a five minute break between

groups. Participants were allowed to take more or less than five minutes if they wanted. After

each scenario, each participant (1) was asked the number of cows sounds and confidence,

(2) completed NASA-TLX, and (3) completed a four question post-scenario survey. The

participant was allowed to skip any questions he or she did not feel comfortable answering.

Each experiment scenario lasts for two minutes of simulation time, not including time

spent in dialogs or paused. When the scenario starts, a prompt with instructions is displayed.

When the dialog is dismissed, the scenario begins after five seconds. The delay provides

adequate time to move the mouse cursor to a desirable location. At the end of the scenario,

the user interface closes. The surveys are displayed one at a time in order.

Post-Experiment

After completing all nine scenarios, each participant completes a post-experiment survey

where they are asked about their preferred control method and number of agents and invited

to comment.

4.5 Summary

This chapter provides a detailed description of the design, implementation, and execution of

the user study along with the experimental, modeling, and statistical considerations taken

into account. The study was carefully designed based on our prior research presented in

Chapter 3 and takes steps to avoid confounding factors and ensure measurable results. The

results of the study are presented in Chapter 5.
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Chapter 5

Human-Swarm Interaction: User Study Results and Discussion

5.1 Introduction

In this chapter we present, analyze, and discuss the results from the user study described in

Chapter 4. Section 5.2 describes the data gathered in the user study, the datasets not used,

and reported side effects. Section 5.3 reports the statistical analysis of the results of the user

study, organized by group of metrics, along with an analysis of possible confounding factors,

learning effects, and demographics. Section 5.4 synthesizes the results from the statistical

analysis and presents overall findings along with implications for future research and design.

5.2 Data Gathered

In this section, we discuss the results from the user study, including reported side effects, the

data that was gathered, and the datasets we used.

5.2.1 Reported Side Effects

There were minimal side effects reported during the user study. One participant reported

watery eyes from concentrating on the computer screen and discontinued the experiment in

accordance with the IRB protocol. The symptoms were minor and abated once the experiment

was discontinued. No other side effects were reported.
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5.2.2 Excluded Data

We collected data from all 32 volunteers that participated in the user study. We chose to

exclude 5 datasets from our analysis. One dataset was incomplete due to study side effects

(see Section 5.2.1). Three datasets were excluded due to computer problems that resulted in

incomplete data, or required that participants move to another computer. One additional

dataset was not used due to deviation from the instructions for the user study. The analysis

of the remaining 27 datasets is presented in Section 5.3.

5.3 Analysis

In this section, we conduct a statistical analysis of the user study data and identify significant

results. We analyze possible confounding factors, learning effects, and demographics and

present analysis for each group of metrics, as arranged in Section 4.3.5. Statistical data is

presented in this section as needed. The data from the complete statistical analysis, including

fixed effects, means, and pairwise tests, is found in Appendix D.

5.3.1 Statistical Analysis

The data was compiled and analyzed by Dr. Dennis L. Eggett, a statistical consultant in the

BYU Department of Statistics, using SAS 9. The statistical analysis was conducted using

mixed models analysis with Tukey-Cramer adjustment. We analyzed pairwise within-subject

differences across control style and scale. We also used mixed model analysis to check for

fixed effects across scale, control style, demographics, scenario ordering (learning effect), and

several confounding factors. Table 5.1 lists the fixed effects we analyzed and references the

relevant sections of this thesis.

All tables in this section are in the format significance or mean ± standard deviation

(significance), where mean represents the mean or difference in means and significance is

the statistical significance of the Tukey-Kramer adjusted p-value. In this thesis we use a
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Effect Type Section

Scale Independent variable 4.2.1
Style Independent variable 4.2.1

Sex Demographic 4.3.6
Vision Demographic 4.3.6
Robot Exp Demographic 4.3.6
Games Exp Demographic 4.3.6

Sim Order Learning effect 4.2.7

Table 5.1: Fixed effect tests

significance value of p < .01, while making note of effects where p < .05, which we refer to as

weakly significant.

5.3.2 Possible Confounding Factors

As described in Section 4.2.7, a number of possible confounding factors were identified in

the initial design of the user study and steps were taken to mitigate them. These possible

confounding factors were analyzed after the completion of the user study to check for any

effects, as shown in Table 5.2. Only one factor, framerate hiccups – the number of significant

drops in framerate during the simulation – was significant for either independent variable.

This effect was anticipated, as the amount of computation and data logging increases with

the number of simulated robots.

We further analyzed framerate hiccups with pairwise comparisons between conditions

(as shown in Table 5.3) and a review of other metrics to check for any negative effects. It

was expected that a substantial number of framerate hiccups would degrade performance

or increase workload. However, we found that (1) the number of hiccups was very small

(1-2 events per scenario), and (2) none of the expected negative effects were present in the

data. For all other metrics, scale was either not significant, or the metric improved with

scale. Consequently, we conclude that none of the possible confounding factors we identified,
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Metric Scale Style

Number of Visual Events 0.4677 0.3557
Experiment Ordering 0.5456 0.0759
Framerate Hiccups < .0001 0.4656
Number of Audio Events 0.3390 0.9972
Audio p(False Alarm) 0.1986 0.8837
Audio True Positives 0.2897 0.7067
Audio False Positives 0.4477 0.7772

Table 5.2: Pr > F for fixed effects tests on possible confounding factors. Of the confounding
factors we identified, only framerate hiccups was significant. We conducted additional analysis
(Table 5.3) and concluded that the results of the user study were not confounded by framerate
hiccups or any other factor we identified. See Table 4.10 for a description of the entries in
this table. Bold text indicates statistical significance.

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Framerate Hiccups −1.50± 0.23 −1.94± 0.23 −0.44± 0.23
(< .0001) (< .0001) (0.1390)

Table 5.3: Pairwise analysis of possible confounding factors across scale. We further analyzed
framerate hiccups to determine if it had confounded the user study results and found that
(1) the difference between conditions is small (1-2 events per scenario) and (2) none of the
expected negative effects are present in other metrics. We therefore conclude that the results
of the study were not confounded by framerate hiccups or any other factor we identified.

including framerate hiccups, had a significant impact on the results of the user study and

that no additional adjustments are required for the remainder of the analysis.

5.3.3 Learning Effect

As discussed in Section 4.2.7, we expected that some of the metrics used in the user study

would show a learning effect – improvement in performance over time – and took steps to

minimize this effect. We analyzed the data after the conclusion of the experiment to (1) check

for learning effects and (2) verify that any learning effects identified did not confound or bias

the results of the study.
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Metric Scale Style Sim Order

Experiment Ordering 0.5456 0.0759

Visual Missed Detections 0.0022
Visual True Positives 0.0029
Audio Guess Error (absolute) 0.0347
Number of Neglect Intervals 0.0110

Table 5.4: Learning effect and correlation with study independent variables. This table
shows the statistical significance of simulation order for both independent variables and
Pr > F for fixed effect tests for metrics that show a learning effect. We found no correlation
between simulation order and our independent variables, and identified a single statistically
significant (p < .01) learning effect on the visual secondary task. Bold text indicates statistical
significance.

As shown in Table 5.4, the number of missed detections on the visual secondary

task had a statistically significant learning effect1. Interestingly, this was a slight decrease,

rather than increase, in performance over the course of the experiment. Based on participant

comments, we hypothesize that participants became more focused on the primary task to

attempt to obtain a higher score as the experiment progressed. We note however, that this

difference was small, at approximately 1-2 missed events per scenario and did not have a

significant impact overall.

We also found several other weak learning effects (p < 0.05) in the data. Participants

showed a slight improvement on the auditory secondary task and a slightly smaller number

of neglect intervals per scenario over the duration of the experiment. This may be indicative

of slight adjustments participants made to their control strategy over time, as suggested by

participant comments.

Most importantly, we found that simulation order was not correlated with (1) either

independent variable, (2) performance, or (3) surveys, including NASA TLX. This means (1)

the randomization of scenarios was sufficient to prevent learning effects from confounding the

results, (2) the level of proficiency provided by the standard-based training was sufficient to

avoid learning effects on participant performance, and (3) participants answered the surveys

1The complimentary statistic, correct visual secondary task responses, also had a statistically significant
learning effect.
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Metric Sex Vision Robot Exp Games Exp

Information Gathered 0.6078 0.0085 0.0356 0.0212
Audio Guess Error 0.0118 0.5916 0.0279 0.6197
Audio Guess Ratio 0.0113 0.2999 0.0094 0.6636
Number of Neglect Intervals 0.0147 0.6164 0.4226 0.2911
TLX Overall 0.0714 0.9030 0.4216 0.0339

Table 5.5: Pr > F for fixed effect tests demographic questions. We found that (1) participants
with corrected-to-normal vision gathered more information per scenario, and (2) participants
with more robot experience scored slightly better on the auditory secondary task. Several
other weak effects were also identified. Bold text indicates statistical significance.

consistently over time. The results from this section and Section 5.3.2 show that the design

of the user study was sound and was not confounded by any learning effects or design issues

identified in the initial plan for the user study (Section 4.2.7).

5.3.4 Demographics

We analyzed the results from the demographic survey described in Table C.2 and found two

statistically significant effects (p < 0.01), as shown in Table 5.5. First, participants who

reported corrected-to-normal vision gathered more information per scenario than those who

did not. Second, those who reported more robot experience had a smaller error ratio on the

auditory secondary task.

We also identified several weak effects (p < 0.05). Participants who reported high

levels of robot experience or video games experience tended to gather more information

during study scenarios. Additionally, video games experience was also correlated with lower

reported workload on the NASA-TLX survey. A difference in the number of neglect intervals,

but not total neglect time, was observed across sex, which suggests a slight difference in

control strategies. A difference across sex was also observed in the audio guess ratio.

5.3.5 Swarm Performance

Both scale and control style significantly affected swarm performance on all measures (p <

0.001, see Table 5.6). The size of the effect was more pronounced for scale (15− 20%) than
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Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Information Gathered < .0001 0.0002 0.6078 0.0085 0.0356 0.0212 0.4298
Barrels Depleted < .0001 < .0001 0.4840 0.0583 0.0937 0.0829 0.6665
Score < .0001 < .0001 0.5140 0.1306 0.1923 0.0944 0.5211

Table 5.6: Pr > F for fixed effect tests on the performance metrics used in the user study.
We found that scale and control style both significantly affected performance (p < .0001)
across all of our metrics. We also found that corrected-to-normal vision, robot experience,
and video games experience were correlated with higher performance. See Table 4.4 for a
description of the entries in this table. Bold text indicates statistical significance.

for control style (10%), but both effect sizes are large enough to be of practical significance.

Corrected-to-normal vision, along with higher robot and video games experience were also

correlated with increased performance. A learning effect was not found on any of the

performance metrics we measured.

Scale

Larger groups sizes increased swarm performance, but provided diminishing returns as the

size of the swarm increased. As Table 5.7 shows, the performance difference between 20 and

50 agents was significant on all measures (p < .0001), but the difference between 50 agents

and 100 agents was not significant on any measure. Additionally, increasing the group size

from 20 to 50 shows a substantial increase in performance, but further increasing the group

size to 100 provides a much smaller benefit, even though a larger number of agents have been

added. As with many real-world systems, the information foraging task in the user study

shows performance gains as more agents are added, but diminishing returns as the number of

agents approaches a saturation point. The performance across scale matched our hypothesis.

Control Style

Swarm performance was also significantly influenced by control style. Leader-based control

performed best on all performance measures, followed by stakeholder-based control, and then

predator-based control. Leader-based and stakeholder-based control performed similarly and
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Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Information Gathered −72.86± 12.07 −96.47± 12.00 −23.61± 12.13
(< .0001) (< .0001) (0.1366)

Barrels Depleted −2.62± 0.29 −3.05± 0.29 −0.43± 0.29
(< .0001) (< .0001) (0.3209)

Score −80.46± 12.16 −101.74± 12.08 −21.27± 12.22
(< .0001) (< .0001) (0.2003)

Table 5.7: Pairwise comparisons of performance metrics across scale. Bold text indicates
statistical significance.

Control Style

Metric L vs P L vs S P vs S

Information Gathered 55.19± 12.12 28.80± 12.22 −26.39± 12.04
(< .0001) (0.0572) (0.0826)

Barrels Depleted 2.46± 0.30 0.40± 0.30 −2.06± 0.30
(< .0001) (0.3926) (< .0001)

Score 75.67± 13.05 24.65± 13.13 −51.02± 12.98
(< .0001) (0.1561) (0.0007)

Table 5.8: Pairwise comparisons of performance metrics across control style. Bold text
indicates statistical significance.

did not show statistically significant differences. Differences between predator-based and

leader-based control were always significant, while differences between predator-based and

stakeholder-based control were significant for score and barrels gathered but not information

gathered. These results show that design choices, such as control method, can influence the

performance of the swarm and should be taken into consideration in the design of swarm

systems.

5.3.6 Objective Workload Measures

In this section we analyze participant performance on the secondary tasks, and control

activity, as measured by the total amount of mouse movement during the scenario. Scale

did not have a statistically significant effect on either secondary task or on the total mouse

movement. Interaction style significantly affected total mouse movement, performance on

the visual secondary task, and the participant’s confidence rating on the auditory secondary
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Metric Scale Style Sex Vision Robot Games Order

Audio Guess 0.2783 0.5195 0.4895 0.0924 0.3137 0.4057 0.4213
Audio Guess Error 0.9836 0.5891 0.0118 0.5916 0.0279 0.6197 0.0971
Audio Guess Error (absolute) 0.3008 0.0336 0.2572 0.8301 0.7109 0.7730 0.0347
Audio Guess Ratio 0.9464 0.5673 0.0113 0.2999 0.0094 0.6636 0.0547
Audio Percent Error 0.1784 0.0331 0.3685 0.6043 0.5806 0.6325 0.0355
Audio Confidence 0.4684 0.0009 0.6270 0.6170 0.3272 0.5046 0.0544

Visual False Positives 0.3192 0.5173 0.1158 0.5382 0.4833 0.0971 0.1538
Visual True Positives 0.4475 < .0001 0.6614 0.6197 0.7104 0.3518 0.0029
Visual Missed Detections 0.2338 0.0001 0.6664 0.6371 0.5867 0.3581 0.0022
Visual Response Time (no MD) 0.0821 < .0001 0.7379 0.6105 0.6596 0.5936 0.0739
Visual Response Time 0.1778 < .0001 0.9092 0.5976 0.5745 0.4525 0.0515

Total Mouse Movement 0.3934 < .0001 0.3555 0.0796 0.1836 0.9317 0.4031

Table 5.9: Pr > F for fixed effects tests on objective workload metrics. Control style
significant affected control activity, performance on the visual secondary task, and confidence
on the auditory secondary task. Scale was not statistically significant on any measure. See
Tables 4.7, 4.6, and 4.5 for a description of the entries in this table. Bold text indicates
statistical significance.

task (p < 0.001, see Table 5.9). Robot experience and sex had strong and weak significance

respectively on the audio guess ratio, but not overall error, as described in Section 5.3.4.

Additionally, a significant learning effect was observed for missed detections on the visual

secondary task (see Section 5.3.3). The remainder of this section provides a more detailed

analysis of each group of metrics.

Auditory Secondary Task

Control style and scale did not significantly affect performance on the auditory secondary

task due to a small effect size and high variance. However, participant’s rating of their

confidence on the secondary task was significant for interaction style (p < .001, see Table

5.10). Participant confidence for leader-based and stakeholder-based control was nearly

identical (∆µ = 0.03, p = 0.95), and was higher than predator-based control (p < .005).

These results indicate that while accuracy on the secondary task did not change, predator-

based control likely consumed more cognitive resources, resulting in decreased confidence on
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Control Style

Metric L vs P L vs S P vs S

Audio Confidence 0.41± 0.12 0.03± 0.12 −0.38± 0.11
(0.0021) (0.9535) (0.0048)

Table 5.10: Pairwise comparisons across control style for the auditory secondary task. Bold
text indicates statistical significance.

Control Style

Metric L vs P L vs S P vs S

Visual True Positives 3.00± 0.88 −1.16± 0.88 −4.16± 0.88
(0.0038) (0.3973) (< .0001)

Visual Missed Detections −2.92± 0.81 0.55± 0.81 3.48± 0.81
(0.0020) (0.7749) (0.0002)

Visual Response Time (no MD) −0.07± 0.02 0.03± 0.02 0.10± 0.02
(0.0014) (0.3075) (< .0001)

Visual Response Time −0.15± 0.04 0.05± 0.04 0.20± 0.04
(0.0003) (0.3554) (< .0001)

Table 5.11: Pairwise comparisons across control style for the visual secondary task. Bold text
indicates statistical significance.

the competing secondary task. This idea is further reinforced by participant survey responses,

as illustrated by the following quote regarding stakeholder-based control:

“I found [stakeholder-based control] to be the easiest method. I was able to focus

more on the Mooo of the cow while using this method.”

Visual Secondary Task

Control style showed a statistically significant effect on almost all measures (p < .0001). No

statistically significant effects were observed due to scale or demographic factors. Leader-based

and stakeholder-based control performed similarly, and both outperformed predator-based

control (p < 0.005) with a significant effect size (10%).

Control Activity

The total amount of mouse movement was tracked as a way of measuring the participant’s

control activity during the scenario. Differences in total mouse movement were significant
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Control Style

Metric L vs P L vs S P vs S

Total Mouse Movement −8,861.83± 1,042.30 1, 878.40± 1, 052.67 10,740.00± 1,034.01
(< .0001) (0.1852) (< .0001)

Table 5.12: Pairwise Comparisons of control activity over control style. Bold text indicates
statistical significance.

Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Temporal Demand 0.4138 0.0011 0.4656 0.8135 0.5275 0.9372 0.5442
Effort 0.4964 0.0164 0.9819 0.5131 0.5682 0.4075 0.3938
Physical Demand 0.9443 0.0092 0.0719 0.1316 0.1775 0.8240 0.7123
Frustration 0.0937 < .0001 0.7191 0.7918 0.6520 0.3820 0.8882
Performance 0.1058 0.0010 0.2669 0.8341 0.0288 0.7014 0.1960
Mental Demand 0.7601 < .0001 0.8736 0.5972 0.4711 0.3382 0.3749

Overall 0.1133 < .0001 0.0714 0.9030 0.4216 0.0339 0.3105

Table 5.13: Pr > F for fixed effects tests on the NASA-TLX survey. Significant differences
were found across control style for the overall TLX rating and all subscales. No significant
effects were observed across scale. See Table 4.8 for a description of the entries in this table.
Bold text indicates statistical significance.

for control style (p < .0001), but not scale. The total mouse movement was similar under

leader-based and stakeholder-based control, and both were lower than predator-based control

by over 50%. Results from survey questions designed to measure control effort (Section 5.3.8)

further reinforce these findings.

5.3.7 NASA-TLX

Statistically significant differences were found across control style for the combined NASA-

TLX score and all individual components (p < .01, see Table 5.13), with the exception of

effort, which was weakly significant (p < 0.02). No statistically significant differences were

found across scale on the combined score or individual components. Robot experience was

found to be weakly significant on the performance component, but no other demographic

effects were observed. No learning effects were observed, indicating that participants answered

consistently across the duration of the experiment.
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Control Style

Metric L vs P L vs S P vs S

Temporal Demand −8.71± 2.32 −2.02± 2.34 6.69± 2.31
(0.0013) (0.6641) (0.0151)

Effort −6.40± 2.76 1.30± 2.77 7.70± 2.76
(0.0625) (0.8865) (0.0200)

Physical Demand −7.47± 3.18 2.26± 3.18 9.73± 3.17
(0.0580) (0.7581) (0.0096)

Frustration −16.21± 2.17 −2.11± 2.19 14.09± 2.16
(< .0001) (0.6021) (< .0001)

Performance −12.16± 3.20 −2.75± 3.22 9.41± 3.19
(0.0011) (0.6698) (0.0132)

Mental Demand −10.85± 2.42 1.41± 2.43 12.25± 2.42
(0.0001) (0.8325) (< .0001)

Overall −12.43± 2.12 −0.86± 2.05 11.56± 2.00
(< .0001) (0.9068) (< .0001)

Table 5.14: Pairwise comparisons of NASA-TLX survey results across control style. Bold
text indicates statistical significance.

Only small differences were found between leader-based and stakeholder-based control,

which were not statistically significant. Both control methods showed lower workload than

predator-based control (p < 0.01) on the temporal demand, mental demand and frustration

components, along with the overall score. The effect size was significant, generally 5-15 points

on a 100 point scale (Table 5.14). These results match those obtained for other workload

measures, including secondary tasks (Section 5.3.6), control activity (Section 5.3.6), and

post-scenario surveys (Section 5.3.8). Of special note is the significance of the physical

demand component between stakeholder-based and predator-based control, which agrees with

our results on neglect time and control activity.

5.3.8 Post-experiment Surveys

All of the post-scenario survey questions had statistically significant differences across control

style (p < .0001, see Table 5.15). Leader-based and stakeholder-based control scored similarly

(∆µ = 0.1, p > .85), and both scored better than predator-based control (p < 0.001).

Leader-based and stakeholder-based control reported better control, less difficultly, and less

frustration by 1.5 points on a 7 point scale (Table 5.17). These results match our control
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Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Controllability 0.1550 < .0001 0.7687 0.1592 0.1618 0.6439 0.0900
Frustration 0.0075 < .0001 0.7051 0.1726 0.8571 0.4196 0.2540
Difficulty 0.0126 < .0001 0.5892 0.2271 0.3215 0.5475 0.0766
Ease of control 0.2153 < .0001 0.4800 0.2216 0.4069 0.2523 0.7378

Table 5.15: Pr > F for fixed effects tests on the post-scenario surveys. Bold text indicates
statistical significance.

Metric 20 vs 50 20 vs 100 50 vs 100

Frustration 0.56± 0.17 0.27± 0.17 −0.29± 0.17
(0.0052) (0.2650) (0.2070)

Difficulty 0.51± 0.17 0.14± 0.17 −0.37± 0.17
(0.0113) (0.6765) (0.0912)

Table 5.16: Pairwise comparisons of post-scenario surveys across scale. Bold text indicates
statistical significance.

Metric L vs P L vs S P vs S

Controllability 1.91± 0.20 0.11± 0.20 −1.80± 0.20
(< .0001) (0.8511) (< .0001)

Frustration −1.50± 0.19 −0.10± 0.19 1.40± 0.19
(< .0001) (0.8595) (< .0001)

Difficulty −1.56± 0.19 −0.02± 0.19 1.54± 0.19
(< .0001) (0.9922) (< .0001)

Ease of control 1.90± 0.21 −0.03± 0.21 −1.93± 0.21
(< .0001) (0.9877) (< .0001)

Table 5.17: Pairwise comparisons of post-scenario surveys across control style. Bold text
indicates statistical significance.
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Metric Scale Style Sex Vision Robot Games Order

Total Neglect Time 0.6593 < .0001 0.5092 0.8823 0.2211 0.4226 0.9015
Longest Neglect Interval 0.0665 < .0001 0.8333 0.5404 0.1169 0.6245 0.8570
Average Neglect Time per Interval 0.2529 < .0001 0.5612 0.9447 0.2233 0.5996 0.0419
Number of Neglect Intervals 0.0070 0.0105 0.0147 0.6164 0.4226 0.2911 0.0110

Table 5.18: Pr > F for fixed effects tests on neglect time metrics. Bold text indicates
statistical significance.

activity results (Section 5.3.6), secondary task results (Section 5.3.6) and NASA-TLX results

(Section 5.3.7). Participants reported slightly higher frustration (0.5 points) with 20 agents

than with 50 agents, but no other differences across scale were observed (Table 5.16). No

statistically significant demographic differences or learning effects were found, indicating that

participants answered consistently over the duration of the experiment.

5.3.9 Neglect Time

In addition to measuring the total amount of mouse movement (Section 5.3.6), we used neglect

time measures to examine how the participant’s movement varied over time. We found that

control style had a statistically significant effect (p < .001) on total and average neglect time,

along with the maximum neglect interval (Table 5.18). Additionally, the number of neglect

intervals was weakly significant at p < 0.015. Statistically significant differences were found

between all three control styles. Stakeholder-based control showed the most neglect time on

all measures, followed by leader-based control, and then predator-based control. The neglect

time differences between control strategies were large, with total neglect time differences of

14 and 24 seconds over the 120 second scenario (Table 5.19).

Scale was only found to be significant on a single pairwise comparison of the number

of neglect intervals between 20 and 50 agents. More neglect intervals were observed for

50 agents than for 20 agents (> 10% effect size, see Table 5.20), which could indicate a

slight difference in control strategies. The number of neglect intervals also showed a weakly

significant difference across sex and a weakly significant learning effect, which could also

indicate slight differences in control strategy.
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Control Style

Metric L vs P L vs S P vs S

Total Neglect Time 24.26± 2.08 −14.44± 2.09 −38.70± 2.08
(< .0001) (< .0001) (< .0001)

Longest Neglect Interval 2.21± 0.53 −3.38± 0.54 −5.60± 0.53
(0.0004) (< .0001) (< .0001)

Average Neglect Time per Interval 0.23± 0.07 −0.28± 0.07 −0.51± 0.07
(0.0066) (0.0008) (< .0001)

Table 5.19: Pairwise comparisons of neglect time metrics across control style. Bold text
indicates statistical significance.

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Number of Neglect Intervals −4.06± 2.72 4.97± 2.71 9.03± 2.73
(0.3025) (0.1676) (0.0049)

Table 5.20: Pairwise comparisons of neglect time metrics across scale. Bold text indicates
statistical significance.

5.4 Discussion

In this section with synthesize the results of the statistical analysis found in Section 5.3 and

discuss our findings on the impact of HSI, along with implications for swarm design and

future research.

5.4.1 Participant Responses

Participant responses to the post-experiment preference survey (Section 4.3.6) reinforced

many of the ideas found in this thesis and provided additional themes and insights, which are

supported by our objective results. In this section we summarize the themes that emerged,

and discuss how they tie into our research. As each of our results are discussed in turn, we

reference these themes and tie in our objective results from the user study. The themes

discussed in this section provide a framework for understanding our results and provide

direction for future research (see Appendix A).
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(a) Control style (b) Scale

Figure 5.1: Participant preference survey

Participant Preference Survey

At the conclusion of the experiment, participants were asked several questions about their pre-

ferred control style and number of agents (see Table C.1 for the list of questions). Participants

preferred leader or stakeholder-based control to predator-based control on all of the survey

questions (Figure 5.1). Leader-based control was rated more effective, while stakeholder-based

control was rated as easier to learn, matching our results for swarm performance and neglect

tolerance. Participants preferred larger swarms on most of the questions and considered

group sizes of 20 and 100 equally easy to learn. We hypothesize that the preference for

larger groups is to due to better performance (Section 5.4.2) and better heading stability

of the group (Section 5.4.7), along with dropout tolerance and adjustable autonomy, which

we discuss in this section. The survey results match our objective measures and show that

participant’s perception of the swarm’s performance matched our objective measures.

Adjustable Autonomy

Due to the diminishing performance returns of larger swarm sizes, many participants stated

that they adapted their strategy based on the size of the swarm. They stated that they
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actively tried to keep small groups together, but allowed some fragmentation in larger groups2.

In fact, some of the participants said that they deliberately chose to let some of the agents

wander to pick up additional points, as illustrated by the quote below. Thus, as the size of the

group increased beyond what was needed to accomplish the task, participants allowed more

agents to function autonomously, while directing the rest of the group. Some participants

also further split the group into subgroups. These results may indicate that suitably designed

swarms have some inherent degree of adjustable autonomy, allowing the human operators

adjust their interaction effort, or alter the autonomy level of a portion of the swarm based on

the current situation and their workload. Interestingly, participants in the first small-scale

user study also deliberately fragmented the group, which matches our large-scale results (see

Section 3.4.4).

The following quote illustrates how participants made use of this idea during the

study:

“[My strategy for large groups was to] move slowly to keep control of [the robots],

or allow some to diverge from the group, purposely allowing them to move freely,

thus creating an opportunity for them to randomly hit barrels.”

Swarm Affordances

Participants’ comments reinforced our previous hypothesis on the affordances offered by the

control methods we evaluated. Most of the responses for predator-based control described

fragmentation and some strategies related to it, compared to very few references to fragmen-

tation for the other control methods. Participants either adapted strategies to avoid it, such

as patrolling the perimeter of the swarm, or attempted to make use of it by deliberatively

fragmenting the group. The comments here, along with our prior findings and objective

results, reinforce the idea that predator-based control affords fragmentation.

2Eighteen of twenty-seven participants said they adapted their strategy based on group size. Nine
participants said they deliberately fragmented the group and additional nine participants said they were less
concerned about fragmentation with larger group sizes.
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(a) Information gathered vs scale (b) Information gathered vs control style

Figure 5.2: The total information gathered as a function of (a) scale and (b) control style.
The performance of the swarm was affected by both number of robots and control style
(p < .001). Performance increased with swarm size up to a saturation point. Control style
also significantly affected swarm performance.

Results were similar for leader and stakeholder-based control. The responses for leader-

based control emphasized going slow, staying close to the group, and keeping some swarm

members within the radius of influence, which all indicate sustained influence. Similarly,

responses for stakeholder-based control described it as easier, and referenced neglect time

with phrases such as “just put the target on the barrel” or “I was able to put the cursor on

the target and focus on [the secondary tasks].” The survey and participant comments for

stakeholder-based control are consistent with our findings in Section 5.3.9.

5.4.2 Performance

We found that both scale and control style significantly impacted swarm performance (Figure

5.2). Larger swarms scored higher on all of our performance measures, but showed diminishing

returns as more agents were added, representative of many real-world tasks. Even with a

simple swarm algorithm, swarm performance increased simply by adding more agents, without

altering inter-agent dynamics, changing the human-operator’s control problem, requiring

additional knowledge shared among agents, allocating additional bandwidth, or most notably,

increasing operator workload. Additionally, we found evidence that the distributed nature of
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the swarm allows for an implicit degree of adjustable autonomy that a human operator can

manage on-the-fly. This is accomplished by splitting off individuals or dividing the swarm

into groups as determined by the task, operator workload, and swarm performance.

We also found that choices made in the design of the swarm, such as control style,

have a significant impact on the performance of the swarm, which illustrates the need to

perform further research into the building blocks of swarm systems and the effect that they

have on the human-swarm system, including the individual agents, group behaviors, and the

workload of the human operator. We found that different control methods not only affected

performance, but also provided different affordances to the operator. For example, we found

that predator-based control was outperformed by other control methods, but afforded richer

behaviors that could increase performance on some tasks.

5.4.3 Workload

The primary goal of the large-scale user study was to evaluate the effect of control style

and scale on the workload of the human operator while controlling a swarm. We evaluated

the participant’s mental workload using a variety of objective and subjective methods,

including multiple metrics on two secondary tasks, NASA-TLX, post-scenario surveys, and

post-experiment preference surveys. There was strong agreement between methods and the

results showed that operator workload was affected by control style, but not scale. The

control style results were strongly signficiant (p < .001) across all measures using both fixed

effect and pairwise tests. Scale was only significant on a single pairwise test3, and most

measures were far from significant (p > .10 or more). Furthermore, the effect size across

scale on all measures was small and at most of limited practical significance had there been

significance. We also evaluated a variety of demographic and confounding factors and did

not find any significant results. Based on these results, we have confidence that we gathered

sufficient data and sufficiently accounted for any confounding factors.

3There was a difference of one half survey tick between 20 and 50 agents on the frustration component of
NASA-TLX
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(a) TLX overall (b) TLX mental demand

(c) Response time on visual task (d) Auditory Task Confidence

Figure 5.3: Mental workload across control styles
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We found that swarm performance increased with scale, but mental workload did

not. In contrast to a traditional supervisory control approach, swarm management allowed

the human operator to manage additional robots and increase performance without the

need to divide attention between robots and incur additional workload. Additionally, the

results of the survey indicate that properly design swarms may afford inherent adjustable

autonomy, allowing the human operator to scale his or her control activity based on his or her

workload at the time. These results show that swarm management is a promising approach

for managing large numbers of robots.

The results of the user study also show that swarm design choices, in this case control

style, can impact the workload of the human operator while managing the swarm. We establish

relative workload between three simple control styles, leader, predator, and stakeholders.

Leader-based and stakeholder-based control have the lowest mental workload and require the

least control activity. Our results from participant surveys reinforce our earlier findings on

control method afforances. Predator-based control afforded the richest behaviors in our user

studies, followed by leader, and then stakeholders, which also matches our neglect time results.

This suggests a trade-off between mental workload and neglect tolerance, and expressiveness4.

Furthermore, the local influence of the control methods and decentralized nature of the

swarm potentially allows the control method to be altered on-the-fly to adapt to the current

situation facing the operator. These ideas and results illuminate many exciting possibilities

for further research on swarm control.

5.4.4 Control Activity

In control theory, control effort is the amount of energy put into a system to move it toward

a desired state. In the context of HRI, we define the operator’s control activity as the amount

of work an operator must perform to reach a desired state of the human-robot system. In

addition to mental workload, control activity provides another component of the overall

4See Appendix A for a more extensive discussion and hypothesis for future research.
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(a) Controllability (b) Ease of control survey rating

(c) TLX physical effort (d) Total mouse movement

Figure 5.4: Control activity

workload of the human operator. To measure control activity, we primarily considered the

total movement of the participant’s mouse during the scenario, which showed statistically

significant differences across control style. Additionally, several related measures, including

TLX physical effort, and both survey questions related to control, showed statistically

significant effects that matched our mouse movement results.

We found that predator-based control required the most control activity across all

measures (Figure 5.4). Leader-based and stakeholders-based control required similar amounts

of control activity, both much lower than predator-based control. When combined with the
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(a) Scale (b) Control style

Figure 5.5: Total neglect time

mental workload results shown in Section 5.4.3, these results show an overall difference in the

operator’s workload across control style.

5.4.5 Neglect Time

We examined not only the total amount of effort expended by the human operator but also

how that effort was expended with regard to time using the concept of neglect time. Neglect

tolerance of the swarm is a desirable characteristic, which allows the human operator time to

focus on other tasks or potentially exert control over multiple swarms. In this experiment,

we measured neglect time as periods when the participant’s mouse remained stationary; e.g.

the control signal to operator-controlled agents in the swarm was constant and the control

activity was zero.

Our analysis showed substantial differences in the total neglect time, average neglect

time per interval, and the longest neglect interval (see Figure 5.5 and 5.6). Stakeholder-based

control showed the most neglect time, followed by leader-based control, and then predator-

based control. Notably, neglect time is the only group of metrics that showed statistically

significant differences between leader-based and stakeholder-based control. These differences

were also referenced in participant comments, as discussed in Section 5.4.1. Based on these
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(a) Scale (b) Control style

Figure 5.6: Longest neglect interval

results, we hypothesize that neglect tolerance is another attribute afforded by certain design

choices, and that stakeholder-based control affords neglect tolerance better than other control

methods evaluated in this user study.

5.4.6 Effects on Group Topology

Using the methods described in Chapter 3, we analyzed the effect of HSI on the topology of

the swarm. The results from the large-scale user study matched our previous results (Section

3.4) and reinforced our previous findings on the affordances provided by different control

methods (see Section 3.3.4).

We found that leader-based control sustained influence better than predator-based

control (Figure 5.8), but caused more scrambling within the swarm (Figure 5.7), reproducing

our previous results found in Section 3.4.5). The large-scale study also addressed the previous

limitation due to the use of a switching controller (wp =∞) for leader and predator influence.

We found that the non-switching controller did not alter the ordering of the results, but did

substantially reduce the effect size for scrambling within the group. Using a non-switching

controller, the differences in disruptions in group topology between control methods are
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(a) Leader (b) Predator (c) Stakeholders

Figure 5.7: A Matrix PSD for the large-scale user study using a non-switching controller
(wp < ∞). Predator based-control caused the least disruption to the group, followed by
leader-based and stakeholder-based control. However, the non-switching controller reduced
to the effect size to < 1dB, so the differences are not of practical significance. Compare to
Figure 3.10d.

(a) Leader (b) Predator (c) Stakeholders

Figure 5.8: B Matrix PSD for the large-scale user study using a non-switching controller
(wp <∞). Stakeholder-based control sustained influence best by a wide margin, followed by
leader-based control, and then predator based-control. Compare to Figure 3.7d

< 1dB. This means that there is little practical difference in disruption to group topology

across control methods, provided that a non-switching controller is used.

The large-scale user study also included stakeholder-based control, which was not

evaluated in our previous results. We found that stakeholder-based control sustained influence

better than leader-based or predator-based control by a wide margin (20dB and 30dB

respectively). Stakeholder-based control also caused less disruption to group topology than

leader-based control, but more than predator-based control, though the difference is not of

practical significance. Based on participant feedback (Section 5.4.1) and our neglect time

results (Section 5.4.5), we hypothesize that stakeholder-based control affords both sustained
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(a) Leader (b) Predator (c) Stakeholders

Figure 5.9: PSD of the changes in heading of participant-controlled agents

(a) Leader (b) Predator (c) Stakeholders

Figure 5.10: PSD of the changes in desired heading of participant-controlled agents

influence and neglect tolerance, just as leader and predator control afford sustained influence

and fragmentation respectively.

5.4.7 Effects on Individual Agents

In addition to examining the effect of HSI on the topology of the swarm, we also examined

the effect on the individual agents. To conduct this analysis, we computed power spectral

density plots of changes position, heading, and desired heading over time, for both swarm

members and participant-controlled agents. Leader-based and predator-based control showed

similar variations in desired heading, while predator-based control showed more variation

in desired heading and position. Stakeholder-based control showed the least variation in

position, heading, and desired heading by a substantial margin. We also found a decrease

across scale in the variation of heading and desired heading, but attribute these differences,

at least partially, to changes in participant strategy across scale, as described in Section 5.4.1.
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5.5 Conclusion

The results from the user study confirm our experiment hypothesis and demonstrate the utility

of swarm systems for controlling large numbers of robots. In traditional supervisory control,

the workload of the human operator increases with the number of robots managed. Our results

show that properly designed swarm systems can increase performance without increasing

workload. This result has significant implications for the future design of swarm systems and

the use of decentralized swarms to manage massive numbers of robots. Additionally, we also

found evidence indicating that well-designed swarm systems possess an inherent degree of

adjustable autonomy, allowing additional flexibility for the human operator.

The results in this chapter also reinforce our previous results on the affordances of

different control styles and their impact on the topology of the swarm over time. We further

find that control style significantly impacts performance, operator workload, control activity,

and neglect time. Together, these results form the idea of control complexity, which represents

a tradeoff between the expressiveness of a given control style and the workload of the human

operator(s). Appendix A discusses this idea in detail as a hypothesis for future work.

The analysis of the data also illustrates the need to identify and quantify the basic

building blocks of swarm algorithms and determine their impact the human-swarm system.

Our analysis shows that there not only exist advantages and disadvantages but complex

tradeoffs between components that must be considered in the context of the swarm operator

and mission environment.
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Chapter 6

Conclusion and Future Work

The emerging field of Human-Swarm Interaction (HSI) deals with the effective man-

agement of swarms by human operators. In this thesis we have contributed foundational work

on the effect of HSI (a) on the individual robots, (b) on the group as a whole, and (c) on the

workload of the human operator. We have (1) shown that existing general swarm algorithms

are feasible on existing robots and can display collective behaviors as shown in simulations

in the literature, (2) analyzed the effect of interaction style and neighborhood type on the

swarm’s topology, (3) demonstrated that operator workload stays stable as the size of the

swarm increases, and (4) found that operator workload is influenced by the interaction style.

As part of this work, we have also contributed results on the affordances and tradeoffs of

three general control methods that can be applied to a variety of swarm algorithms.

In this chapter, we summarize the contributions and results of this thesis and present

opportunities for continued research based on our work. We also direct the interested reader

to Appendix A, which presents the unifying theme of control complexity as a hypothesis for

future work.

6.1 Summary

Robots, including UAVs, have found increasing use in helping humans with dangerous and

difficult tasks [61]. The number of robots in use is increasing and is likely to continue increasing

in the future. As the number of robots increases, human operators will need to coordinate

and control the actions of large teams of robots. While multi-robot supervisory control
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has been widely studied, it requires that an operator divide his or her attention between

robots. Consequently, the use of multi-robot supervisory control is limited by the number of

robots that a human or team of humans can reasonably control [57]. Swarm robotics – large

numbers of low-cost robots displaying collective behaviors – offers an alternative approach

by providing the operator with a small set of inputs and parameters that alter the behavior

of a large number of autonomous or semi-autonomous robots. Researchers have asserted

that this approach is more scalable and offers greater promise for managing huge numbers of

robots [61].

The objective of our research was to evaluate the scalability of swarm systems in

terms of operator workload and evaluate the effect of HSI on the human-swarm system.

Specifically, we have evaluated the effect of control style and scale (a) on the individual

members of the swarm, (b) on the topology of the swarm itself, and (c) on the workload

of the human operator. Along the way our research has also yielded important results on

control method affordances, swarm neglect tolerance, the effects of neighborhood definition

on swarm topology, and adjustable autonomy within swarms. We now summarize each of our

contributions, chapter by chapter, and present the overall results and impact of this work.

We begin in Chapter 1 by defining criteria for the selection of a swarm model and

control methods to ensure our results are applicable and can be generalized to a broad set of

robot hardware and situations. We select Couzin’s model and three general control methods

(leader, predator, and stakeholders), which we integrate into the model. We subsequently

incorporate additional extensions to Couzin’s model for bounding, obstacle avoidance, and

error modeling as required by our research.

In Chapter 2, we demonstrate that the models and scenarios used in our user studies

are feasible and can be implemented on real hardware. We select robot hardware and

demonstrate both proximate and remote interaction in a simulated force protection scenario;

using only the hardware and sensing capabilities of the robots. Next, we demonstrate how

an abstract swarm algorithm can be successfully implemented on commercially available
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robots. We also provide relevant considerations encountered during our experiments. Further

experiments show that our augmented version of Couzin’s model is sufficient to navigate an

indoor environment using onboard sensors. We then evaluate the physical parameters and

localization error of the robots and use them to construct an accurate model. Finally, we

validate this model and use it to show that physical robots are capable of displaying the

collective behaviors demonstrated by Couzin in simulation.

In Chapter 3, we summarize our previously published results which have identified

important affordances and tradeoffs based on interaction style and neighborhood definition.

We find that: First, using a topological rather than metric neighborhood decreases the

amount of scrambling within the group. Second, parameter-based control performs well

and requires little management, but must be optimized for the scenario a priori. Third,

leader-based control sustains influence over the group, but the sustained influence causes more

scrambling within the group than predator-based control. Fourth, predator-based control

provides expressive behaviors such as splitting of the group and interacts with fewer members

of the swarm for a shorter duration per agent. However, predator-based control does not

sustain influence and the expressive behaviors it affords require additional attention on the

part of the human operator.

In Chapters 4 and 5 we present the design, implementation, and analysis of the

culminating user study of this thesis. We first define the goals and objectives of the user

study, and then define the metrics used to evaluate these objectives, along with changes to

the model as required by the study. Following the study, we conduct an extensive statistical

analysis of the data and find that the results from the user study confirm our experiment

hypothesis and demonstrate the utility of swarm systems for controlling large numbers of

robots. Our results show that properly designed swarm systems can increase performance

without increasing workload as more agents are added. The results also reinforce our previous

findings on the affordances of different control styles and their impact on the topology of the

swarm over time. We further find that control style represents a tradeoff that significantly
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impacts performance, operator workload, control activity, and neglect time in addition to the

affordances it provides. Additionally, we find evidence indicating that well-designed swarm

systems possess an inherent degree of adjustable autonomy, allowing additional flexibility for

the human operator.

Overall, two major themes emerged from the results of our research: (1) a validation

of the feasibility and scalability of human-swarm systems incorporating robot hardware,

algorithms, HSI, and operator workload, and (2) an evaluation and analysis of the affordances

and tradeoffs provided by swarm design choices, which primarily focused on control method.

With regard to theme (1), swarms provide several desirable characteristics, including

robustness and the ability to scale to a large number of robots. In our research, we found

that swarms not only scaled algorithmically, but also in terms of performance and operator

workload. Additionally, we found that the decentralized nature of properly designed swarm

systems may support an implicit degree of adjustable autonomy; which permits human

operators to dynamically scale their control effort based on current workload and task

demands. These results were obtained in a full user study, backed by rigorous analysis,

simulations, modeling, and hardware validation. Based on our validation, experiments, and

analysis, we found large-scale HSI to be both feasible and scalable and conclude that HSI

holds promise for managing large numbers of robots.

With regard to theme (2), our experiments also demonstrated that design choices,

such as control method or neighborhood definition, have a substantial impact not only on

swarm performance, but on all aspects of the human-swarm system. Our evaluation of control

methods found relatively large statistically significant differences (> 10%) across operator

workload, neglect time, control activity, sustained influence, and the number and duration of

interactions. Furthermore, each control method showed a unique set of affordances, which

required different control strategies on the part of the human operator. We also found that

neighborhood definition made a significant difference in the amount of scrambling within

the group. Design choices are not limited to algorithmic considerations, but also include
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robot hardware and sensors, along with consideration of the task, environment, and human

operators involved.

These results illustrate the importance of understanding the impact and tradeoffs

between design primitives in order to engineer reliable human-swarm systems. Ultimately,

the best choice of control method may depend on considerations for the scenario or task.

The small control effort required by parameter-based control may be desirable for controlling

massive numbers of agents, while the higher control effort required by the predator-based

control may help the operator stay focused and vigilant during long-duration missions.

In conclusion, our results provide a foundational contribution to the emerging field of

human-swarm interaction. Our work has demonstrated the scalability and feasibility of swarm

systems from an HSI perspective. We have also provided novel results on swarm neglect

tolerance, the effects of control style on the swarm and operator workload, relative performance

across control style, sustained influence, and the effects of neighborhood definition on group

topology. Our work has illustrated not only the relative differences between design choices,

but also the importance of understanding the tradeoffs involved. We hope that future work

will incorporate and build on our results as it progresses toward a better understanding of

swarm systems, HSI, and swarm engineering.

6.2 Directions for Future Work

The research presented in this thesis has provided a foundational contribution to the under-

standing of the affordances of different design choices and their effect on the human-swarm

system. As part of this work, we have identified several related areas that could benefit

from additional research, which we describe here. We also discuss areas of this thesis that

future work could expand or strengthen. We organize this section into related categories that

roughly correspond to the chapters of this thesis.
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6.2.1 Swarm Algorithms and Control Methods

In this thesis we selected and evaluated a single swarm algorithm and several general control

methods. While care was taken to provide results that generalize as much as possible, the

number of algorithms and control methods in the literature is extensive and warrants further

investigation. Future work should generalize our results to more algorithms and control

methods, with the goal of building a library of well-understood behavioral primitives that can

be used to construct desired swarm behavior. Of special interest is the work of McLurkin [49],

which defines and implements a variety of simple behaviors of swarm robots.

6.2.2 Physical Robots and Sensor Considerations

As discussed in Section 2.2, the physical robot platform used for the swarm has an important

impact on the human-swarm system that merits consideration. In our research, physical

robots were primarily used for validation and calibration of model parameters for the user

study. Future work should investigate the effect of a broader range of parameters, hardware

configurations, and sensing capabilities on the human-swarm system. Of special interest is

the tolerance of existing swarm algorithms to localization error, sensor noise, bandwidth

limitations, and communication dropouts. This is especially interesting in the case of

sensor-based resolution, where each robot’s sensors directly limit the quantity and quality of

information obtained about other robots. In the context of Couzin’s model, this may include

investigating the minimum value of α before swarm fragmentation occurs.

The scope of our research was also limited by the number of physical robots available.

Consequently, we conducted our validation of group behaviors and user studies in simulation,

using the parameters and capabilities of the physical robots. Future work should replicate

our results on physical robots. Because people react differently to robots that are physically

present [6], a user study incorporating proximate HSI with physical robots would provide a

valuable compliment to our remote HSI user studies.
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6.2.3 HSI

Human-swarm interaction is an emerging research field with a variety of open problems and

opportunities for foundational research. Our results not only contribute to the field, but also

provide a basis on which other research may be built. Future work should continue to evaluate

effects of swarm design choices on the human-swarm system. This includes additional control

methods, neighborhood definitions, swarm algorithms, and parameters, among others. Future

work should also consider more dynamic control methods, such as switching between control

primitives, collective structures, and transitions between collective structures. In addition

to more complex control, increased agent complexity should also be considered. This may

take the form of increased or adjustable autonomy, more complex algorithms, colony-like

behaviors, or heterogeneous swarms. Future work should also consider design choices that

directly impact the human operator, such as partial observability or multi-operator control.

6.2.4 Control Complexity

In our analysis of participant comments in Section 5.4.1, we identified a unifying theme incor-

porating our results on swarm affordances, neglect time, and operator workload. Participants

consistently described behaviors and control strategies of different complexity for each of the

control methods in the study. We found that control methods associated with more complex

strategies provided richer affordances, but at a cost of higher workload and decreased neglect

time. We term this tradeoff control complexity, which we describe in detail in Appendix A.

Control complexity provides a possible unifying theme for HSI control methods and may

serve as a useful hypothesis in future work.
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Appendix A

Swarm Control Complexity: a Hypothesis for Future Work

A.1 Introduction

Participant comments provided a single unifying theme that ties together our results on mental

workload, neglect time, and control method affordances. We term this idea control complexity

and define it as the behavioral richness and degree of planning afforded by different swarm

control methods. Control complexity also represents a tradeoff between the expressiveness of

a given control method and the operator’s mental workload, as shown by the results of the

study. Increasingly complex control methods afford richer behaviors, but come at the cost of

increased mental workload and decreased neglect time. This is especially interesting for swarm

robot systems, where the control method can potentially be changed on-the-fly. We further

hypothesize that the three control methods used in the user study represent three different

levels of control complexity, which we term direct influence, indirect influence and strategic

influence, as illustrated by the following participant comment regarding stakeholder-based

control:

“[Stakeholders] was the easiest to use because I didn’t have to think about moving

something to move another object. I felt like I was moving the team itself.”

A.2 Levels of Control Complexity

We identified three levels of control complexity in our research: direct influence, indirect

influence, and strategic influence. We hypothesize that other levels of control complexity may
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also exist, such as as full autonomy or pack-based strategies that involve the coordination of

multiple operator-controlled agents.

A.2.1 Direct Influence

Direct influence consists of commands issued by the human operator which directly influence

the behavior of members of the swarm. The swarm members are not under the direct control

of the human operator, but receive commands, such as parameter changes or goal locations,

which alter their behavior. In our experiments, this complexity level was represented by

stakeholder-based control. The parameter-based control described in Section 3.2 also falls

into under this category, as does work by Haas [39], Fields et al. [28] and Conradt et al. [18].

Participants in the user study described stakeholder-based control using passive verbs and

discrete events, such as “put [or hold] the target on the barrel” or “get the group’s attention,

then move to the barrels.” Our results also showed the direct influence showed low mental

workload and high neglect time, but afforded only simple behaviors.

A.2.2 Indirect Influence

Indirect Influence represents a moderate level of control complexity in which the human

operator(s) directly control one or more agents, which swarm members recognize as distinct,

that are used to influence the swarm. In our study, indirect influence was represented by

leader-based control. Participants directly controlled the leader, which influenced members

of the swarm when they were in range. Participants described this complexity level using

continuous actions and more active verbs, such as “lead”, “stay close”, or “keep agents inside

the circle.” Our results showed sustained influence, low workload, and moderate neglect

time. Other examples of indirect influence include work by Bashyal et al. [9] and firefighter

interaction in the GUARDIANS project [59].
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A.2.3 Strategic Influence

The highest level of control complexity represented in our study is strategic influence in which

the operator executes a strategy on one or more distinct agents, which in turn influence the

swarm. In our study, this was represented by predator-based control, which participants

described in terms of strategies executed on the predator, such as “circling,” “patrolling,”

or “splitting the group.” Additionally, participants described multiple distinct strategies,

whereas comments for lower levels of complexity were very similar to one other. Strategic

influence afforded the richest set of behaviors, but came at the cost of higher workload and

lower neglect time.

A.3 Conclusion

Control complexity represents a novel taxonomy for HSI methods found in the literature.

It presents a unifying theme that ties together our objective results for operator workload,

swarm performance, and swarm neglect tolerance, as well as incorporating our participant

comments and our work on swarm affordances. In this thesis, we identify three levels of

control complexity: direct influence, indirect influence, and strategic influence represented by

stakeholders, leaders, and predators respectively. We show how these levels differ in terms

of affordances, swarm performance, and impact on the human operator. We also provide

examples of how HSI methods found in prior work fit into these levels. The idea of control

complexity represents a novel contribution to the field of HSI which, to our knowledge, has

not been explored in the HSI or HRI literature. It is our hope that this idea will provide a

hypothesis and unifying theme for future work in the field of HSI.
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Appendix B

IRB Informed Consent and Advertisement Flyer
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Figure B.1: Flyer advertising the user study
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Figure B.2: IRB informed consent form ($12 payment)
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Figure B.3: IRB informed consent form (no payment)
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Appendix C

Survey Questions

All of the survey questions used in the user study are listed here for convenience.

Question Response Type

“Which control method was easier to learn?” “Leader”, “Predator”, “Teammates” or “None”
“Which control method was easier to use?” “Leader”, “Predator”, “Teammates” or “None”
“Which control method was most effective at getting the
robots to the barrels?”

“Leader”, “Predator”, “Teammates” or “None”

“Which control method did you prefer?” “Leader”, “Predator”, “Teammates” or “None”

“How many robots did you prefer to have in the group?” “Many”, “Moderate” or “Few”
“Which number of robots was easiest to control?’ ’ “Many”, “Moderate” or “Few”
“Which number of robots was most effective?” “Many”, “Moderate” or “Few”
“If you had to run another scenario, which control
method would you want to use?”

“Leader”, “Predator”, or “Teammates”

“If you had to run another scenario, how many robots
would you want to use?”

“Many”, “Moderate” or “Few”

“What strategies (if any) did you develop to control the
robots with the Predator (fish)’?’

Free-response

“What strategies (if any) did you develop to control the
robots with the Leader (plane)?”

Free-response

“What strategies (if any) did you develop to control the
robots with Teammates (members of the group)?”

Free-response

“What strategies (if any) did you develop for controlling
a large group of robots?”

Free-response

“What strategies (if any) did you develop for controlling
a small group of robots?”

Free-response

“Any other comments or thoughts?” Free-response

Table C.1: Post-experiment survey questions
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Question Response Type

“Sex” “Male” or “Female”
“Age” Numeric
“Do you have normal vision or corrected-to-normal
vision?”

“Normal” or “Corrected to Normal”

“Are you colorblind?” Yes/No
“’What is your level of experience working or playing
with robots”

“extremely experienced” to “not at all experienced”
(5 values)

“What is your level of experience playing video
games”

“extremely experienced” to “not at all experienced”
(5 values)

Table C.2: Pre-experiment demographic survey

Question Response Type

“I was able to control the agents easily” “strongly agree” to “strongly disagree” (7 values)
“The agents went where I wanted them to” “strongly agree” to “strongly disagree” (7 values)
“This scenario was frustrating” “strongly agree” to “strongly disagree” (7 values)
“This scenario was difficult” “strongly agree” to “strongly disagree” (7 values)

Table C.3: Post-scenario survey

Question Response Type

“How many times did you hear the cow say ”Moo”?” Numeric
“How confident are you in your answer?” “extremely confident” to “not at all confident”

(5 values)

Table C.4: Auditory secondary task survey
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Appendix D

Statistical Data

This appendix contains the raw statistical data for the analysis of the primary user

study described in Chapter 5. Descriptions of the metrics in each table can be found in

Section 4.3.5. See Section 5.3.1 for a full description of our analysis. All tables in this

appendix are in the format significance or mean ± standard deviation (significance), where

mean represents the mean or difference in means and significance is the statistical significance

of the Tukey-Kramer adjusted p-value.

D.1 Fixed Effects Tests: Pr > F

This section lists the adjusted p-value for fixed effect tests on each group of metrics (see

Section 4.3.5). Table D.1 lists the effects we tested.

Effect Type Section

Scale Independent variable 4.2.1
Style Independent variable 4.2.1

Sex Demographic 4.3.6
Vision Demographic 4.3.6
Robot Exp Demographic 4.3.6
Games Exp Demographic 4.3.6

Sim Order Learning effect 4.2.7

Table D.1: Fixed effect tests
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Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Controllability 0.1550 < .0001 0.7687 0.1592 0.1618 0.6439 0.0900
Frustration 0.0075 < .0001 0.7051 0.1726 0.8571 0.4196 0.2540
Difficulty 0.0126 < .0001 0.5892 0.2271 0.3215 0.5475 0.0766
Ease of control 0.2153 < .0001 0.4800 0.2216 0.4069 0.2523 0.7378

Table D.2: Fixed Effects Tests: Pr > F : Post-Scenario Surveys

Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Information Gathered < .0001 0.0002 0.6078 0.0085 0.0356 0.0212 0.4298
Barrels Depleted < .0001 < .0001 0.4840 0.0583 0.0937 0.0829 0.6665
Score < .0001 < .0001 0.5140 0.1306 0.1923 0.0944 0.5211

Table D.3: Fixed Effects Tests: Pr > F : Performance Metrics

Metric Scale Style

Number of Visual Events 0.4677 0.3557
Experiment Ordering 0.5384 0.0719
Framerate Hiccups < .0001 0.4656
Number of Audio Events 0.3390 0.9972
Audio p(False Alarm) 0.1986 0.8837
Audio True Positives 0.2897 0.7067
Audio False Positives 0.4477 0.7772

Table D.4: Fixed Effects Tests: Pr > F : Possible Confounding Factors

Metric Scale Style Sex Vision Robot Games Order

Total Mouse Movement 0.3934 < .0001 0.3555 0.0796 0.1836 0.9317 0.4031
Audio True Positives 0.2897 0.7067
Audio Guess 0.2783 0.5195 0.4895 0.0924 0.3137 0.4057 0.4213
Audio Guess Error 0.9836 0.5891 0.0118 0.5916 0.0279 0.6197 0.0971
Audio Guess Error (absolute) 0.3008 0.0336 0.2572 0.8301 0.7109 0.7730 0.0347
Audio Guess Ratio 0.9464 0.5673 0.0113 0.2999 0.0094 0.6636 0.0547
Audio Percent Error 0.1784 0.0331 0.3685 0.6043 0.5806 0.6325 0.0355
Audio Confidence 0.4684 0.0009 0.6270 0.6170 0.3272 0.5046 0.0544
Visual False Positives 0.3192 0.5173 0.1158 0.5382 0.4833 0.0971 0.1538
Visual True Positives 0.4475 < .0001 0.6614 0.6197 0.7104 0.3518 0.0029
Visual Missed Detections 0.2338 0.0001 0.6664 0.6371 0.5867 0.3581 0.0022
Visual Response Time (no MD) 0.0821 < .0001 0.7379 0.6105 0.6596 0.5936 0.0739
Visual Response Time 0.1778 < .0001 0.9092 0.5976 0.5745 0.4525 0.0515

Table D.5: Fixed Effects Tests: Pr > F : Workload Metrics
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Metric Scale Style Sex Vision Robot Games Order

Total Neglect Time 0.6593 < .0001 0.5092 0.8823 0.2211 0.4226 0.9015
Longest Neglect Interval 0.0665 < .0001 0.8333 0.5404 0.1169 0.6245 0.8570
Average Neglect Time per Interval 0.2529 < .0001 0.5612 0.9447 0.2233 0.5996 0.0419
Number of Neglect Intervals 0.0070 0.0105 0.0147 0.6164 0.4226 0.2911 0.0110

Table D.6: Fixed Effects Tests: Pr > F : Neglect Time

Metric Scale Style Sex Vision Robot Exp Games Exp Sim Order

Temporal Demand 0.4138 0.0011 0.4656 0.8135 0.5275 0.9372 0.5442
Effort 0.4964 0.0164 0.9819 0.5131 0.5682 0.4075 0.3938
Physical Demand 0.9443 0.0092 0.0719 0.1316 0.1775 0.8240 0.7123
Frustration 0.0937 < .0001 0.7191 0.7918 0.6520 0.3820 0.8882
Performance 0.1058 0.0010 0.2669 0.8341 0.0288 0.7014 0.1960
Mental Demand 0.7601 < .0001 0.8736 0.5972 0.4711 0.3382 0.3749
Overall 0.0828 0.1265 0.1377 0.3320 0.4004 0.3441 0.0013
Overall 0.1133 < .0001 0.0714 0.9030 0.4216 0.0339 0.3105
Overall (Raw Score) 0.1177 < .0001 0.6595 0.9877 0.5508 0.6475 0.8070

Table D.7: Fixed Effects Tests: Pr > F : NASA-TLX
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D.2 Pairwise Comparisons

This section lists the differences in mean and associated significance values for each pairwise

comparison across scale and control style. Descriptions of the metrics in each table can be

found in Section 4.3.5. All tables in this section are in the format difference in mean ±

standard deviation (significance).

D.2.1 Scale

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Controllability −0.38± 0.20 −0.10± 0.20 0.28± 0.20
(0.1470) (0.8619) (0.3570)

Frustration 0.56± 0.17 0.27± 0.17 −0.29± 0.17
(0.0052) (0.2650) (0.2070)

Difficulty 0.51± 0.17 0.14± 0.17 −0.37± 0.17
(0.0113) (0.6765) (0.0912)

Ease of control −0.35± 0.20 −0.19± 0.20 0.16± 0.20
(0.1880) (0.5976) (0.7014)

Table D.8: Pairwise Comparisons (Scale): Post-Scenario Surveys

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Information Gathered −72.86± 12.07 −96.47± 12.00 −23.61± 12.13
(< .0001) (< .0001) (0.1366)

Barrels Depleted −2.62± 0.29 −3.05± 0.29 −0.43± 0.29
(< .0001) (< .0001) (0.3209)

Score −80.46± 12.16 −101.74± 12.08 −21.27± 12.22
(< .0001) (< .0001) (0.2003)

Table D.9: Pairwise Comparisons (Scale): Performance Metrics
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Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Number of Visual Events 0.35± 0.37 0.44± 0.37 0.09± 0.37
(0.6235) (0.4718) (0.9669)

Experiment Ordering 0.00± 0.00 0.00± 0.00 0.00± 0.00
() () ()

Framerate Hiccups −1.50± 0.23 −1.94± 0.23 −0.44± 0.23
(< .0001) (< .0001) (0.1390)

Number of Audio Events 0.23± 0.17 0.04± 0.17 −0.19± 0.17
(0.3568) (0.9733) (0.4810)

Audio p(False Alarm) −0.01± 0.01 0.01± 0.01 0.02± 0.01
(0.4782) (0.8019) (0.1795)

Audio True Positives 0.29± 0.42 −0.37± 0.42 −0.67± 0.42
(0.7673) (0.6465) (0.2595)

Audio False Positives −0.07± 0.41 0.42± 0.41 0.49± 0.41
(0.9836) (0.5741) (0.4686)

Table D.10: Pairwise Comparisons (Scale): Possible Confounding Factors

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Total Mouse Movement 1006.73± 2219.21 −2002.92± 2217.41 −3009.65± 2222.98
(0.8930) (0.6408) (0.3727)

Audio True Positives 0.29± 0.42 −0.37± 0.42 −0.67± 0.42
(0.7673) (0.6465) (0.2595)

Audio Guess 0.33± 0.42 −0.36± 0.42 −0.69± 0.43
(0.7210) (0.6695) (0.2471)

Audio Guess Error −0.05± 0.31 −0.04± 0.31 0.01± 0.31
(0.9834) (0.9904) (0.9990)

Audio Guess Error (absolute) 0.37± 0.23 0.15± 0.23 −0.22± 0.24
(0.2722) (0.8036) (0.6259)

Audio Guess Ratio 0.01± 0.04 0.01± 0.04 0.00± 0.04
(0.9569) (0.9544) (1.0000)

Audio Percent Error 0.05± 0.03 0.04± 0.03 −0.01± 0.03
(0.1718) (0.3890) (0.8693)

Audio Confidence −0.11± 0.13 0.05± 0.13 0.16± 0.13
(0.6841) (0.9202) (0.4498)

Visual False Positives 1.51± 2.32 −2.04± 2.32 −3.56± 2.34
(0.7923) (0.6548) (0.2892)

Visual True Positives −0.70± 0.61 −0.06± 0.60 0.64± 0.61
(0.4832) (0.9946) (0.5467)

Visual Missed Detections 0.85± 0.49 0.39± 0.49 −0.46± 0.50
(0.2046) (0.7051) (0.6247)

Visual Response Time (no MD) 0.00± 0.02 −0.03± 0.02 −0.03± 0.02
(0.9581) (0.1658) (0.0997)

Visual Response Time 0.03± 0.03 −0.02± 0.03 −0.05± 0.03
(0.4260) (0.8146) (0.1624)

Table D.11: Pairwise Comparisons (Scale): Workload Metrics
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Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Total Neglect Time 0.63± 1.90 1.72± 1.89 1.09± 1.91
(0.9420) (0.6388) (0.8355)

Longest Neglect Interval 0.84± 0.36 0.61± 0.36 −0.23± 0.37
(0.0635) (0.2241) (0.7979)

Average Neglect Time per Interval 0.04± 0.03 −0.02± 0.03 −0.05± 0.03
(0.5079) (0.8484) (0.2344)

Number of Neglect Intervals −4.06± 2.72 4.97± 2.71 9.03± 2.73
(0.3025) (0.1676) (0.0049)

Table D.12: Pairwise Comparisons (Scale): Neglect Time

Scale

Metric 20 vs 50 20 vs 100 50 vs 100

Temporal Demand 2.90± 2.18 1.75± 2.17 −1.15± 2.19
(0.3862) (0.7003) (0.8606)

Effort 1.49± 2.15 −1.07± 2.14 −2.56± 2.16
(0.7678) (0.8723) (0.4665)

Physical Demand 0.01± 1.91 −0.55± 1.90 −0.57± 1.92
(1.0000) (0.9542) (0.9533)

Frustration 5.28± 2.37 2.43± 2.36 −2.85± 2.38
(0.0764) (0.5610) (0.4617)

Performance 5.45± 2.59 3.83± 2.57 −1.62± 2.60
(0.0993) (0.3043) (0.8098)

Mental Demand 1.40± 1.88 0.67± 1.88 −0.73± 1.89
(0.7394) (0.9313) (0.9225)

Overall 5.18± 2.56 4.91± 2.55 −0.27± 2.58
(0.1175) (0.1415) (0.9938)

Overall 3.11± 1.66 −0.03± 1.69 −3.14± 1.71
(0.1591) (0.9999) (0.1712)

Overall (Raw Score) 16.42± 7.79 7.05± 7.75 −9.37± 7.83
(0.0983) (0.6370) (0.4604)

Table D.13: Pairwise Comparisons (Scale): NASA-TLX
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D.2.2 Control Style

Control Style

Metric L vs P L vs S P vs S

Controllability 1.91± 0.20 0.11± 0.20 −1.80± 0.20
(< .0001) (0.8511) (< .0001)

Frustration −1.50± 0.19 −0.10± 0.19 1.40± 0.19
(< .0001) (0.8595) (< .0001)

Difficulty −1.56± 0.19 −0.02± 0.19 1.54± 0.19
(< .0001) (0.9922) (< .0001)

Ease of control 1.90± 0.21 −0.03± 0.21 −1.93± 0.21
(< .0001) (0.9877) (< .0001)

Table D.14: Pairwise Comparisons (Control Style): Post-Scenario Surveys

Control Style

Metric L vs P L vs S P vs S

Information Gathered 55.19± 12.12 28.80± 12.22 −26.39± 12.04
(< .0001) (0.0572) (0.0826)

Barrels Depleted 2.46± 0.30 0.40± 0.30 −2.06± 0.30
(< .0001) (0.3926) (< .0001)

Score 75.67± 13.05 24.65± 13.13 −51.02± 12.98
(< .0001) (0.1561) (0.0007)

Table D.15: Pairwise Comparisons (Control Style): Performance Metrics
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Control Style

Metric L vs P L vs S P vs S

Number of Visual Events 0.05± 0.36 −0.43± 0.36 −0.48± 0.36
(0.9899) (0.4676) (0.3907)

Experiment Ordering 0.00± 0.00 0.00± 0.00 0.00± 0.00
() () ()

Framerate Hiccups 0.00± 0.11 0.12± 0.11 0.12± 0.11
(1.0000) (0.5314) (0.5314)

Number of Audio Events −0.01± 0.21 −0.01± 0.21 −0.00± 0.21
(0.9978) (0.9976) (1.0000)

Audio p(False Alarm) −0.00± 0.01 0.00± 0.01 0.00± 0.01
(1.0000) (0.9034) (0.9022)

Audio True Positives −0.34± 0.40 −0.19± 0.40 0.15± 0.40
(0.6837) (0.8881) (0.9275)

Audio False Positives 0.29± 0.42 0.18± 0.42 −0.11± 0.42
(0.7610) (0.9029) (0.9591)

Table D.16: Pairwise Comparisons (Control Style): Possible Confounding Factors

Control Style

Metric L vs P L vs S P vs S

Total Mouse Movement −8861.83± 1042.30 1878.40± 1052.67 10740.00± 1034.01
(< .0001) (0.1852) (< .0001)

Audio True Positives −0.34± 0.40 −0.19± 0.40 0.15± 0.40
(0.6837) (0.8881) (0.9275)

Audio Guess −0.46± 0.41 −0.34± 0.41 0.12± 0.41
(0.5093) (0.6949) (0.9531)

Audio Guess Error 0.27± 0.27 0.20± 0.28 −0.07± 0.27
(0.5815) (0.7403) (0.9653)

Audio Guess Error (absolute) −0.59± 0.22 −0.28± 0.22 0.31± 0.22
(0.0256) (0.4239) (0.3325)

Audio Guess Ratio 0.04± 0.03 0.02± 0.03 −0.02± 0.03
(0.5369) (0.8664) (0.8426)

Audio Percent Error −0.07± 0.03 −0.04± 0.03 0.03± 0.03
(0.0251) (0.3204) (0.4346)

Audio Confidence 0.41± 0.12 0.03± 0.12 −0.38± 0.11
(0.0021) (0.9535) (0.0048)

Visual False Positives −3.74± 3.46 −0.65± 3.47 3.09± 3.45
(0.5304) (0.9807) (0.6471)

Visual True Positives 3.00± 0.88 −1.16± 0.88 −4.16± 0.88
(0.0038) (0.3973) (< .0001)

Visual Missed Detections −2.92± 0.81 0.55± 0.81 3.48± 0.81
(0.0020) (0.7749) (0.0002)

Visual Response Time (no MD) −0.07± 0.02 0.03± 0.02 0.10± 0.02
(0.0014) (0.3075) (< .0001)

Visual Response Time −0.15± 0.04 0.05± 0.04 0.20± 0.04
(0.0003) (0.3554) (< .0001)

Table D.17: Pairwise Comparisons (Control Style): Workload Metrics
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Control Style

Metric L vs P L vs S P vs S

Total Neglect Time 24.26± 2.08 −14.44± 2.09 −38.70± 2.08
(< .0001) (< .0001) (< .0001)

Longest Neglect Interval 2.21± 0.53 −3.38± 0.54 −5.60± 0.53
(0.0004) (< .0001) (< .0001)

Average Neglect Time per Interval 0.23± 0.07 −0.28± 0.07 −0.51± 0.07
(0.0066) (0.0008) (< .0001)

Number of Neglect Intervals 16.49± 5.24 9.75± 5.25 −6.74± 5.24
(0.0077) (0.1618) (0.4090)

Table D.18: Pairwise Comparisons (Control Style): Neglect Time

Control Style

Metric L vs P L vs S P vs S

Temporal Demand −8.71± 2.32 −2.02± 2.34 6.69± 2.31
(0.0013) (0.6641) (0.0151)

Effort −6.40± 2.76 1.30± 2.77 7.70± 2.76
(0.0625) (0.8865) (0.0200)

Physical Demand −7.47± 3.18 2.26± 3.18 9.73± 3.17
(0.0580) (0.7581) (0.0096)

Frustration −16.21± 2.17 −2.11± 2.19 14.09± 2.16
(< .0001) (0.6021) (< .0001)

Performance −12.16± 3.20 −2.75± 3.22 9.41± 3.19
(0.0011) (0.6698) (0.0132)

Mental Demand −10.85± 2.42 1.41± 2.43 12.25± 2.42
(0.0001) (0.8325) (< .0001)

Overall −6.28± 3.26 −1.03± 3.27 5.25± 3.24
(0.1409) (0.9468) (0.2471)

Overall −12.43± 2.12 −0.86± 2.05 11.56± 2.00
(< .0001) (0.9068) (< .0001)

Overall (Raw Score) −61.17± 9.59 −1.46± 9.62 59.71± 9.56
(< .0001) (0.9874) (< .0001)

Table D.19: Pairwise Comparisons (Control Style): NASA-TLX
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D.3 Means of User Study Metrics

This section lists the means and associated significance values for each value of scale and

control style. Descriptions of the metrics in each table can be found in Section 4.3.5. All

tables in this section are in the format mean ± standard deviation (significance).

D.3.1 Scale

Metric 20 50 100

Controllability 0.36± 0.29 0.74± 0.29 0.46± 0.29
(0.2114) (0.0125) (0.1105)

Frustration 1.07± 0.37 0.51± 0.37 0.80± 0.37
(0.0060) (0.1771) (0.0359)

Difficulty 1.27± 0.31 0.76± 0.31 1.13± 0.31
(0.0002) (0.0188) (0.0007)

Ease of control 0.03± 0.30 0.38± 0.30 0.22± 0.30
(0.9156) (0.2066) (0.4596)

Table D.20: Means of User Study Metrics (Scale): Post-Scenario Surveys

Metric 20 50 100

Information Gathered 317.41± 15.32 390.27± 15.36 413.88± 15.34
(< .0001) (< .0001) (< .0001)

Barrels Depleted 6.09± 0.34 8.71± 0.34 9.14± 0.34
(< .0001) (< .0001) (< .0001)

Score 322.45± 21.24 402.92± 21.27 424.19± 21.26
(< .0001) (< .0001) (< .0001)

Table D.21: Means of User Study Metrics (Scale): Peformance Metrics
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Metric 20 50 100

Number of Visual Events 46.28± 0.26 45.93± 0.26 45.84± 0.26
(< .0001) (< .0001) (< .0001)

Experiment Ordering 5.05± 0.29 4.75± 0.29 5.20± 0.29
(< .0001) (< .0001) (< .0001)

Framerate Hiccups 0.50± 0.20 2.01± 0.20 2.44± 0.20
(0.0166) (< .0001) (< .0001)

Number of Audio Events 23.00± 0.13 22.77± 0.13 22.97± 0.13
(< .0001) (< .0001) (< .0001)

Audio p(False Alarm) 0.65± 0.01 0.66± 0.01 0.64± 0.01
(< .0001) (< .0001) (< .0001)

Audio True Positives 8.02± 0.30 7.73± 0.30 8.39± 0.30
(< .0001) (< .0001) (< .0001)

Audio False Positives 14.99± 0.30 15.06± 0.30 14.57± 0.30
(< .0001) (< .0001) (< .0001)

Table D.22: Means of User Study Metrics (Scale): Possible Confounding Factors

Metric 20 50 100

Total Mouse Movement 9088.66± 2986.45 8081.92± 2987.83 11092.00± 2987.38
(0.0037) (0.0093) (0.0005)

Audio True Positives 8.02± 0.30 7.73± 0.30 8.39± 0.30
(< .0001) (< .0001) (< .0001)

Audio Guess 8.25± 0.44 7.92± 0.44 8.61± 0.44
(< .0001) (< .0001) (< .0001)

Audio Guess Error −0.21± 0.36 −0.16± 0.36 −0.17± 0.36
(0.5577) (0.6609) (0.6349)

Audio Guess Error (absolute) 1.10± 0.33 0.74± 0.33 0.96± 0.33
(0.0015) (0.0292) (0.0053)

Audio Guess Ratio 0.99± 0.04 0.98± 0.04 0.98± 0.04
(< .0001) (< .0001) (< .0001)

Audio Percent Error 0.15± 0.04 0.10± 0.04 0.11± 0.04
(0.0005) (0.0166) (0.0067)

Audio Confidence 2.72± 0.35 2.83± 0.35 2.67± 0.35
(< .0001) (< .0001) (< .0001)

Visual False Positives 0.59± 3.64 −0.93± 3.64 2.63± 3.64
(0.8719) (0.8004) (0.4734)

Visual True Positives 38.24± 2.38 38.94± 2.38 38.30± 2.38
(< .0001) (< .0001) (< .0001)

Visual Missed Detections 7.86± 2.27 7.00± 2.27 7.47± 2.27
(0.0011) (0.0034) (0.0019)

Visual Response Time (no MD) 0.81± 0.06 0.81± 0.06 0.84± 0.06
(< .0001) (< .0001) (< .0001)

Visual Response Time 1.04± 0.12 1.01± 0.12 1.06± 0.12
(< .0001) (< .0001) (< .0001)

Table D.23: Means of User Study Metrics (Scale): Workload Metrics
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Metric 20 50 100

Total Neglect Time 48.37± 5.13 47.74± 5.13 46.65± 5.13
(< .0001) (< .0001) (< .0001)

Longest Neglect Interval 4.41± 0.90 3.57± 0.90 3.80± 0.90
(< .0001) (0.0002) (0.0001)

Average Neglect Time per Interval 0.45± 0.12 0.42± 0.12 0.47± 0.12
(0.0004) (0.0009) (0.0002)

Number of Neglect Intervals 109.00± 6.10 113.06± 6.10 104.02± 6.10
(< .0001) (< .0001) (< .0001)

Table D.24: Means of User Study Metrics (Scale): Neglect Time

Metric 20 50 100

Temporal Demand 70.00± 7.25 67.10± 7.25 68.24± 7.25
(< .0001) (< .0001) (< .0001)

Effort 73.83± 6.69 72.34± 6.69 74.90± 6.69
(< .0001) (< .0001) (< .0001)

Physical Demand 42.23± 8.81 42.22± 8.81 42.78± 8.81
(< .0001) (< .0001) (< .0001)

Frustration 64.98± 6.56 59.70± 6.56 62.55± 6.56
(< .0001) (< .0001) (< .0001)

Performance 44.38± 6.72 38.93± 6.72 40.54± 6.72
(< .0001) (< .0001) (< .0001)

Mental Demand 79.86± 6.82 78.46± 6.82 79.18± 6.82
(< .0001) (< .0001) (< .0001)

Overall 57.24± 10.74 52.05± 10.74 52.33± 10.74
(< .0001) (< .0001) (< .0001)

Overall 66.89± 5.53 63.78± 5.57 66.92± 5.57
(< .0001) (< .0001) (< .0001)

Overall (Raw Score) 375.17± 32.94 358.75± 32.94 368.12± 32.94
(< .0001) (< .0001) (< .0001)

Table D.25: Means of User Study Metrics (Scale): NASA-TLX
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D.3.2 Control Style

Metric Leader Predator Stakeholders

Controllability 1.19± 0.29 −0.72± 0.29 1.09± 0.29
(0.0001) (0.0154) (0.0004)

Frustration 0.26± 0.38 1.76± 0.38 0.36± 0.37
(0.4900) (< .0001) (0.3422)

Difficulty 0.53± 0.32 2.09± 0.32 0.55± 0.32
(0.1028) (< .0001) (0.0897)

Ease of control 0.83± 0.30 −1.06± 0.30 0.86± 0.30
(0.0079) (0.0009) (0.0059)

Table D.26: Means of User Study Metrics (Control Style): Post-Scenario Surveys

Metric Leader Predator Stakeholders

Information Gathered 401.85± 15.38 346.66± 15.33 373.05± 15.36
(< .0001) (< .0001) (< .0001)

Barrels Depleted 8.94± 0.34 6.47± 0.34 8.54± 0.34
(< .0001) (< .0001) (< .0001)

Score 416.63± 21.45 340.95± 21.42 391.98± 21.44
(< .0001) (< .0001) (< .0001)

Table D.27: Means of User Study Metrics (Control Style): Peformance Metrics

Metric Leader Predator Stakeholders

Number of Visual Events 45.89± 0.26 45.84± 0.26 46.32± 0.26
(< .0001) (< .0001) (< .0001)

Experiment Ordering 5.35± 0.29 5.20± 0.29 4.46± 0.29
(< .0001) (< .0001) (< .0001)

Framerate Hiccups 1.69± 0.17 1.69± 0.17 1.57± 0.17
(< .0001) (< .0001) (< .0001)

Number of Audio Events 22.91± 0.15 22.92± 0.15 22.92± 0.15
(< .0001) (< .0001) (< .0001)

Audio p(False Alarm) 0.65± 0.01 0.65± 0.01 0.65± 0.01
(< .0001) (< .0001) (< .0001)

Audio True Positives 7.87± 0.30 8.21± 0.30 8.06± 0.30
(< .0001) (< .0001) (< .0001)

Audio False Positives 15.03± 0.30 14.73± 0.30 14.85± 0.30
(< .0001) (< .0001) (< .0001)

Table D.28: Means of User Study Metrics (Control Style): Possible Confounding Factors
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Metric Leader Predator Stakeholders

Total Mouse Movement 7092.91± 2765.82 15955.00± 2763.47 5214.50± 2764.78
(0.0134) (< .0001) (0.0651)

Audio True Positives 7.87± 0.30 8.21± 0.30 8.06± 0.30
(< .0001) (< .0001) (< .0001)

Audio Guess 7.99± 0.44 8.45± 0.44 8.33± 0.44
(< .0001) (< .0001) (< .0001)

Audio Guess Error −0.02± 0.35 −0.30± 0.35 −0.23± 0.35
(0.9500) (0.4044) (0.5226)

Audio Guess Error (absolute) 0.65± 0.32 1.23± 0.32 0.92± 0.32
(0.0522) (0.0004) (0.0065)

Audio Guess Ratio 1.00± 0.04 0.96± 0.04 0.98± 0.04
(< .0001) (< .0001) (< .0001)

Audio Percent Error 0.08± 0.04 0.15± 0.04 0.12± 0.04
(0.0450) (0.0003) (0.0035)

Audio Confidence 2.89± 0.35 2.47± 0.35 2.85± 0.35
(< .0001) (< .0001) (< .0001)

Visual False Positives −0.70± 3.93 3.04± 3.93 −0.05± 3.93
(0.8596) (0.4427) (0.9906)

Visual True Positives 39.11± 2.40 36.11± 2.40 40.26± 2.40
(< .0001) (< .0001) (< .0001)

Visual Missed Detections 6.65± 2.30 9.58± 2.30 6.10± 2.30
(0.0057) (0.0001) (0.0108)

Visual Response Time (no MD) 0.81± 0.06 0.88± 0.06 0.78± 0.06
(< .0001) (< .0001) (< .0001)

Visual Response Time 1.00± 0.12 1.15± 0.12 0.95± 0.12
(< .0001) (< .0001) (< .0001)

Table D.29: Means of User Study Metrics (Control Style): Workload Metrics

Metric Leader Predator Stakeholders

Total Neglect Time 50.86± 5.16 26.60± 5.16 65.30± 5.16
(< .0001) (< .0001) (< .0001)

Longest Neglect Interval 3.54± 0.93 1.32± 0.93 6.92± 0.93
(0.0004) (0.1620) (< .0001)

Average Neglect Time per Interval 0.43± 0.12 0.20± 0.12 0.71± 0.12
(0.0011) (0.1081) (< .0001)

Number of Neglect Intervals 117.44± 6.63 100.95± 6.62 107.69± 6.63
(< .0001) (< .0001) (< .0001)

Table D.30: Means of User Study Metrics (Control Style): Neglect Time
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Metric Leader Predator Stakeholders

Temporal Demand 64.87± 7.27 73.58± 7.27 66.89± 7.27
(< .0001) (< .0001) (< .0001)

Effort 71.99± 6.77 78.39± 6.77 70.69± 6.77
(< .0001) (< .0001) (< .0001)

Physical Demand 40.67± 8.93 48.14± 8.93 38.41± 8.93
(< .0001) (< .0001) (< .0001)

Frustration 56.31± 6.54 72.51± 6.54 58.42± 6.54
(< .0001) (< .0001) (< .0001)

Performance 36.31± 6.81 48.47± 6.81 39.07± 6.81
(< .0001) (< .0001) (< .0001)

Mental Demand 76.02± 6.87 86.86± 6.87 74.61± 6.87
(< .0001) (< .0001) (< .0001)

Overall 51.44± 10.80 57.72± 10.80 52.46± 10.80
(< .0001) (< .0001) (< .0001)

Overall 61.44± 5.61 73.86± 5.60 62.30± 5.59
(< .0001) (< .0001) (< .0001)

Overall (Raw Score) 346.47± 33.10 407.64± 33.10 347.93± 33.10
(< .0001) (< .0001) (< .0001)

Table D.31: Means of User Study Metrics (Control Style): NASA-TLX
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