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ABSTRACT<br>Isogeometric Bézier Dual Mortaring and Applications<br>Di Miao<br>Department of Civil and Environmental Engineering, BYU<br>Doctor of Philosophy

Isogeometric analysis is aimed to mitigate the gap between Computer-Aided Design (CAD) and analysis by using a unified geometric representation. Thanks to the exact geometry representation and high smoothness of adopted basis functions, isogeometric analysis demonstrated excellent mathematical properties and successfully addressed a variety of problems. In particular, it allows to solve higher order Partial Differential Equations (PDEs) directly omitting the usage of mixed approaches. Unfortunately, complex CAD geometries are often constituted by multiple Non-Uniform Rational B-Splines (NURBS) patches and cannot be directly applied for finite element analysis.

In this work, we present a dual mortaring framework to couple adjacent patches for higher order PDEs. The development of this formulation is initiated over the simplest $4^{\text {th }}$ order problembiharmonic problem. In order to speed up the construction and preserve the sparsity of the coupled problem, we derive a dual mortar compatible $C^{1}$ constraint and utilize the Bézier dual basis to discretize the Lagrange multipler spaces. We prove that this approach leads to a well-posed discrete problem and specify requirements to achieve optimal convergence.

After identifying the cause of sub-optimality of Bézier dual basis, we develop an enrichment procedure to endow Bézier dual basis with adequate polynomial reproduction ability. The enrichment process is quadrature-free and independent of the mesh size. Hence, there is no need to take care of the conditioning. In addition, the built-in vertex modification yields compatible basis functions for multi-patch coupling.

To extend the dual mortar approach to couple Kirchhoff-Love shell, we develop a dual mortar compatible constraint for Kirchhoff-Love shell based on the Rodrigues' rotation formula. This constraint provides a unified formulation for both smooth couplings and kinks. The enriched Bézier dual basis preserves the sparsity of the coupled Kirchhoff-Love shell formulation and yields accurate results for several benchmark problems.

Like the dual mortaring formulation, locking problem can also be derived from the mixed formulation. Hence, we explore the potential of Bézier dual basis in alleviating transverse shear locking in Timoshenko beams and volumetric locking in nearly compressible linear elasticity. Interpreting the well-known $\bar{B}$ projection in two different ways we develop two formulations for locking problems in beams and nearly incompressible elastic solids. One formulation leads to a sparse symmetric symmetric system and the other leads to a sparse non-symmetric system.

Keywords: isogeometric analysis, patch coupling, dual mortar method, Bézier dual basis, polynomial reproduction, Kirchhoff-Love shell, kink, locking, $\bar{B}$ projection
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## CHAPTER 1. INTRODUCTION

In classical finite element analysis, $80 \%$ of overall analysis time is devoted to mesh generation and cleanup, whereas only $20 \%$ of overall time is actually devoted to analysis [6]. Isogeometric analysis, introduced by Hughes et al. [7], leverages computer aided design (CAD) representations directly in finite element analysis (see Figure 1.1). It has been shown that this approach can alleviate the model preparation burden of going from a CAD design to an analysis model and improve overall solution accuracy and robustness [8]-[10]. Additionally, the higher-order smoothness inherent in CAD basis functions make it possible to solve higher-order partial differential equations, e.g. the biharmonic equation [11], [12], the Kirchhoff-Love shell problem [13]-[15] and the Cahn-Hilliard equation [16], [17] directly without resorting to complex mixed discretization schemes.


Figure 1.1: A comparison of between classical finite element analysis workflow and isogeometric analysis workflow. FEA workflow: meshing and cleanup are required. Note that the meshing process does not preserve the original CAD geometry. IGA workflow: using the CAD model directly in the finite element analysis.

CAD models are often built from collections of non-uniform rational B-splines (NURBS). Adjacent NURBS patches often have inconsistent knot layouts, different parameterizations, and may not even be physically connected. Additionally, trimming curves [18], [19] are often employed to further simplify the design process and to extend the range of objects that can be modeled by NURBS at the expense of further complicating the underlying parameterization of the object. While usually not an issue from a design perspective, these inconsistencies in the NURBS patch layout, including trimming, must be accommodated in the isogeometric model to achieve accurate simulation results. As shown in Figure 1.2, two primary approaches are often employed. First, the exact trimmed CAD model, shown in Figure 1.2 in the middle, is used directly in the simulation [19]. To accomplish this requires additional algorithms for handling cut cells and the weak imposition of boundary conditions and may result in reduced solution accuracy and robustness. Second, the CAD model is reparameterized [20], as shown in Figure 1.2 on the right, into a watertight spline representation like multi-patch NURBS, subdivision surfaces [21], or T-splines [3] which can then be used as a basis for analysis directly. The reparameterization process often results in more accurate and robust simulation results but is only semi-automatic using prevailing approaches. In both cases, existing techniques are primarily surface-based due to the predominance of surface-based CAD descriptions.


Figure 1.2: A geometry and two modelling strategies: trimming and reparameterization.

From the analysis perspective, the main challenge for conducting finite element analysis over a geometry consisting of multiple spline patches is how to efficiently and accurately exchange information among different patches. In this dissertation, we focus on the dual mortar method, which can robustly apply constraints over intersections of reparameterized multi-patch geometries.

### 1.1 State of the art

Researchers in both the design and analysis communities have made significant progress in handling multi-patch NURBS models and the connections between adjacent patches. In this section, we present a brief review of patch coupling techniques developed in both communities.

### 1.1.1 Local refinable splines



Figure 1.3: Subdivision of B-spline basis functions: (a) Uniform, and (b) non-uniform B-spline basis functions are represented by linear combinations of refined basis functions [1].

In order to represent complex topologies, subdivision schemes (Figure. 1.3) are widespread in geometry processing and computer graphics. Subdivision schemes allow for the construction of smooth spline bases over unstructured meshes. Among the most popular subdivision schems are the Catmull-Clark [22], Doo-Sabin [23] and Loop's [24] scheme. For isogeometric analysis, Wei et al. [25] introduced truncated hierarchical Catmull-Clark subdivion that can handle extraordinary nodes involved in complex topologies. Truncated hierarchical Catmull-Clark subdivion inherits the surface continuity of Catmull-Clark subdivision, namely $C^{1}$ continuity at extraordinary points and $C^{2}$ continuity elsewhere. Loop subdivision surfaces provide similar regularity properties as truncated hierarchical Catmull-Clark subdivion and have been applied to isogeometric analysis in [26], [27] to generate triangular meshes. One of the limitations in the implementation of subdivision meshes is that the basis function around the extraordinary point is composed of piecewise polynomial functions with an infinite number of segments, which leads to insufficient integration
by Gauss quadrature. To deal with this issue, various quadrature rules and adaptive strategies have been examined in [28] for the Poisson problem on the disk and in [29] for fourth order partial differential equations.
(a) B-splines
(b) T-splines

Figure 1.4: Control points lie in a rectangular grid. (a) Topology of B-spline control grid. (b) Topology of T-spline control grid. Note that the presence of T-junction control points is allowed [2].


Figure 1.5: A gap between two B-spline surfaces, fixed with a T-spline [3].

In 2003, Sederberg et al. [3] introduced T-splines, which allow for the existence of Tjunctions in the mesh, so that lines of control points need not traverse the entire mesh. Thus, local refinement can be realized by introducing T-junctions (see Figure. 1.4) around interested region. Since the concept of T-splines is a generalization of NURBS technology, it can also be used to merge NURBS surfaces that have different discretizaitons at the intersection (see Figure. 1.5). Due to the desirable features of T-splines, Bazilevs et al. [2] explored this technology in isogeometric analysis, and numerical results demonstrated its potential for solving structural and fluid problems. By utilizing the Bézier extraction operator, a finite element data structure for T-splines [30] were developed to ease the incorporation of T-splines into existing finite element codes. However, it has been proven [31] that the original definition of T-splines is not sufficient to ensure the linear independence of the basis functions. To circumvent this issue, analysis suitable T-splines [32] were developed by applying an additional constraint that no two orthogonal T-junction extensions are allowed to intersect. Subsequently, the mathematical properties of analysis suitable T-splines were studied in [33], [34], and it has been sucessfully applied to the boundary element method [35]. Meanwhile, an adaptive local h-refinement algorithm with T-splines and a local refinement of analysis-suitable T-splines were introduced by Döfel et al. [36] and Scott et al. [37], respectively. However, for both algorithm, the refined mesh is not as local as one would hope and this problem might be severe in 3D.

### 1.1.2 Multi-patch geometrically continuous functions

One of the advantages of isogeometric analysis is that it provides basis functions with high smoothness, i.e. for $p$-th order splines, they enjoy up to $C^{p-1}$ continuity within a single patch. Thus, it is possible to directly discretize differential operators of order higher than 2. However, continuity higher than $C^{0}$ for multi-patch discretization imposes significant difficulties. The conception of geometric continuity is a well-known and highly useful concept in geometric design [38], [39]. The parametric continuity requires both the smoothness of the geometry and its parameterization, whileas the geometric continuity only requires the smoothness of the geometry. Hence, the geometric continuity of order $s$ ( $G^{s}$ continuity) is a weaker continuity constraint as compared to $C^{s}$ parametric continuity. Bercovier et al. [40] has shown that for multi Bézier patches over an unstructured quadrilateral mesh, as long as the order of polynomial is high enough, there always
exists the minimal determining set for a $G^{1}$ continuity construction. Moreover, the resulting basis functions do not contain subdivisions around extraordinary vetices.

The case of $G^{1}$ continuous functions on bilinearly parametrized two-patch B-spline domains was considered by Kapl et al. [11], where the $C^{1}$ basis functions are constructed and analyzed by numerical tests. It is shown that the space dimensionality heavily depends on the parameterization of two bilinear patch, and optimal convergence is observed on the biharmonic problem. However, over-constrained $C^{1}$ isogeometric spaces that cause sub-optimal convergence are also observed for certain configurations (e.g. two-patch non-bilinear parameterizations and $C^{p-1}$ continuity within the patches for $p$-th order spline space). A theoretical analysis of the cause of this so-called $C^{1}$ locking phenomenon is provided in [41], where the analysis-suitable $G^{1}$ geometry parameterization that allows for optimal approximation of $C^{1}$ isogeometric spaces, is identified and verified by numerical examples. Kapl et al. extended the construction of $G^{1}$ continuous functions to bilinearly parameterized multi-patch domains in [12], where the simple explicit formulas for spline coefficients of $C^{1}$ basis function are derived and nested $C^{1}$ isogeometric spaces are generated. Recently, Kapl et al. [42], [43] explored the construction of $C^{2}$ isogeometric functions on multi-patch geometries and utilized the $C^{2}$ isogeometric spaces for 6-th order PDE.

Although the geometrically continuous functions circumvent the use of subdivisions for domains with extraordinary vertices, the requirement of $C^{0}$ parameterization averts local mesh refinement, and lower continuity is required to avoid $C^{1}$ locking effect. Thus, its implementation can be complex and it may not be a potential candidate for analysis in more general situations.

### 1.1.3 Variational approaches

From the analysis perspective, the pointwise satisfaction of continuity constraints between adjacent patches is often unnecessarily rigorous. A reasonable approximation can be achieved even if these constraints are applied in a variational setting. The Lagrange multiplier method is a general framework which can be used to apply constraints to variational problems. In the context of isogeometric analysis, various types of Lagrange multiplier approaches have been applied to problems in solids [44], [45] and fluids [46]. While general in applicability, the solvability and optimality of the Lagrange multiplier method is significantly influenced by the inf-sup condition [47], [48]. In the context of domain coupling, to satisfy the inf-sup condition, special modifications are needed
when building the Lagrange multiplier space to ensure stability (see Figure 1.6). This has been further studied in [49]-[52] for finite element analysis and in [53] for isogeometric analysis.

Whereas the Lagrange multiplier method applies continuity constraint by Lagrange multipier, leading to a saddle point problem, the mortar method, first introduced by Bernardi [50], considers a constrained solution space and gives rise to a positive definite variational problem. Wohlmuth [54] used dual basis functions to discretize the Lagrange multiplier spaces, which further simplifies the mortar formulation. Dual basis functions for the piecewise linear elements are illustrated in Figure 1.6. A dual mortar method for isogeometric analysis was first developed by Seitz et al. [55].

Applying constraints by the Lagrange multiplier method leads to a saddle point problem, of which the discrete Lagrange multiplier basis functions cannot be chosen independently of that of the primal variable and special treatment is required to ensure the solvability and optimality of the discretized system. The stiffness matrix for the discrete problem arising from the Lagrangian multiplier method always contains both positive and negative eigenvalues, for which iterative methods are known to be less efficient than for symmetric positive definite systems. The perturbed Lagrangian method alleviates these issues by appending a weighted quadratic penalty term to the energy functional. The main drawback of the perturbed Lagrangian method is the inconsistency with the original problem. It has been utilized in [56] for contact problems and [57], [58] for domain decomposition problems in the isogeometric analysis framework.

To fully circumvent the inf-sup condition for imposing Dirichlet boundary conditions by Lagrange multiplier, Barbosa et. al. [52] added a new penalty like term to the energy functional to enhance the stability. Unlike perturbed Lagrangian methods where the penalty term is inconsistent with the original problem, the new term proposed by Barbosa maintains the consistency. It has been demonstrated that there is a close connection with the stablized Lagrange multiplier method and Nitsche's method in the context of setting the Dirichlet boundary conditions [59] and in the context of domain decomposition [60]-[62]. Tur et. al. [63] utilized this method to solve both small and large deformation contact problems and obtained optimal convergence rates for linear elements. To our knowledge, this method has not been applied in the isogeometric analysis framework yet.

The discontinuous Galerkin method (or Nitsche's method) was introduced in 1971 [64] for handling Dirichlet boundary conditions in the weak sense. The discontinuous Galerkin method


Figure 1.6: Lagrange multiplier basis functions for the piecewise linear elements, top: original piecewise linear basis, middle: piecewise linear basis with modification at the right end, bottom: dual basis functions for the piecewise linear elements, modification at the right end (Courtesy of Zienkiewicz [4]).
resembles a mesh-dependent penalty method. Unlike the standard penalty method, which is not consistent unless the penalty coefficient goes to infinity, the discontinuous Galerkin method is consistent with the original problem. Moreover, no additional unknown (Lagrange multiplier) is needed and no discrete inf-sup condition must be fulfilled, contrarily to mixed methods. Meanwhile, additional terms are added into the weak form to ensure the ellipticity of the problem. The discontinuous Galerkin method has been widely studied in various aspects, including imposing boundary conditions [61], domain decomposition [65] and contact problems [66]. In the field of the isogeometric analysis, the discontinuous Galerkin method has been utilized to impose Dirichlet boundary conditions for trimmed spline meshes [67]. The first article discussing the discontinuous Galerkin method based domain decomposition strategy was written by Apostolatos et al. [68]. Nguyen et al. extended it to three-dimensional problems in [69]. Guo et al. [70] proposed a Nitsche's method for coupling Kirchhoff-Love NURBS shell patches.

### 1.2 Research contributions

In this dissertation, the dual mortar framework for most prevailing higher-order partial differential equations (including biharmonic problems, Cahn-Hilliard problems and Kirchhoff-Love shell problems) are developed. The primary contributions of this dissertation are:

- Formulation and implementation of an isogeometric Bézier dual mortar method for the biharmonic problem on multi-patch domains. The formulation leads to an efficient construction of a sparse constrained linear system. We prove the well-posedness of the formulation and specify requirements to achieve optimal convergence.
- Development of the enriched Bézier dual basis. The enriched Bézier dual basis functions are constructed via a quadrature-free algorithm and can reproduce polynomials up to a given degree.
- Formulation and implementation of an isogeometric Bézier dual mortar method for the Kirchhoff-Love shell problem on multi-patch domains.
- Extension of Bézier dual basis functions to alleviate transverse shear locking in Timoshenko beams and volumetric locking in nearly compressible linear elasticity. Based on the different interpretation of the $\bar{B}$ formulation, we develop two formulations for locking problems.
- An isogeometric analysis code in C++ is developed. Eigen library [71] is adopted as the primary linear solver. The assembly routine is multi-threaded by the thread module in the Standard Template Library (STL). This code is capable of handling nonlinear dyanmic problems with higher mesh resolution.


### 1.3 Organization of the dissertation

The remainder of this thesis is structured as follows: Chapter 2 provides an overview of isogeometric analysis, e.g. the formulation of B-splines and NURBS, knot insertion and degree elevation algorithms. In addition, the concepts of Bézier extraction/projection and dual basis functions are explained. In Chapter 3 the Bézier dual mortar method for the biharmonic problem is
theoretically and numerically studied. The optimality of the proposed formulation requires the infsup stable as well as a suitable approximation property for the Lagrange multiplier space. However, numerical studies indicate that Bézier dual basis fails to provide adequate approximation, leading to sub-optimal convergence results. In Chapter 4, we investigate all factors that influence the approximation of basis functions and develop the enriched Bézier dual basis. The enriched Bézier dual basis, constructed via a quadrature-free algorithm, possesses the polynomial reproduction ability and compact support. The accuracy and robustness of the enriched Bézier dual basis is thoroughly tested by various $2^{\text {nd }}$ and $4^{\text {th }}$ order problems. In Chapter 5, the Bézier dual mortar method for the Kirchhoff-Love shell problem is presented. The formulation is based on a dual mortar compatible constraint and handles both smooth shell coupling problem as well as kinked shell coupling problem. The enriched Bézier dual basis is adopted as discretized Lagrange multipliers, leading to a sparse linear system. Several linear and nonlinear benchmark problems verify the accuracy and robustness of this approach. In Chapter 6, the application of Bézier dual basis is extended to alleviate transverse shear locking in Timoshenko beams and volumetric locking in nearly compressible linear elasticity without populating the stiffness matrix. Finally, conclusions and directions for future work are given in Chapter 7.

## CHAPTER 2. PRELIMINARIES

Isogeometric analysis (IGA), introduced by Hughes et al. [7], adopts the spline basis, which underlies the CAD geometry, as the basis for analysis. Of particular importance is the positive impact of smoothness on numerical solutions, where, in many application domains, IGA outperforms classical finite elements [2], [6], [72]-[75].

In this chapter, a brief overview of spline basis functions are given in Section 2.1. In Section 2.2, we review some of the most popular algorithms in manipulating splines, including Bézier extraction and Bézier projection. Dual basis serves as the main research tool for this thesis. The concept of dual basis functions is also introduced in Section 2.3.

### 2.1 Splines

### 2.1.1 The univariate Bernstein basis

The $i^{\text {th }}$ univariate Bernstein basis function of degree $p$ on the unit interval $[0,1]$ is defined by

$$
\begin{equation*}
B_{i}^{p}(\xi)=\binom{p}{i} \xi^{i}(1-\xi)^{p-i} \tag{2.1}
\end{equation*}
$$

where the binomial coefficient $\binom{p}{i}=\frac{p!}{i!(p-i)!}, 0 \leq i \leq p$. The polynomial degree superscript will be omitted when unnecessary. Matrix-vector notation will be used throughout, with bold fonts indicating matrices and vectors, e.g. the vector form of a set of Bernstein basis functions is denoted by

$$
\mathbf{B}^{p}(\xi)=\left[\begin{array}{c}
B_{0}^{p}(\xi)  \tag{2.2}\\
B_{1}^{p}(\xi) \\
\vdots \\
B_{p}^{p}(\xi)
\end{array}\right] .
$$

The Bernstein basis of degree $p$ spans the space of polynomials of degree $p$. The Gramian matrix $\mathbf{G}^{p}=\left[G_{i, j}^{p}\right]$ can be computed by

$$
\begin{equation*}
G_{i, j}^{p}=\int_{0}^{1} B_{i}^{p}(\xi) B_{j}^{p}(\xi) d \xi, \quad i, j \in\{0,1, \ldots, p\} \tag{2.3}
\end{equation*}
$$

Eq. (2.3) can be evaluated in closed form (see [76]) as

$$
\begin{equation*}
G_{i, j}^{p}=\frac{\binom{p}{i}\binom{p}{j}}{(2 p+1)\binom{2 p}{i+j}} \tag{2.4}
\end{equation*}
$$

and its inverse (see [77]) as

$$
\begin{equation*}
\left[G_{i, j}^{p}\right]^{-1}=\frac{(-1)^{i+j}}{\binom{p}{i}\binom{p}{j}} \sum_{k=0}^{\min (i, j)}\binom{p+k+1}{p-i}\binom{p-k}{p-i}\binom{p+k+1}{p-j}\binom{p-k}{p-j} . \tag{2.5}
\end{equation*}
$$

A Bernstein basis defined over an arbitrary interval $\left[\xi_{\alpha}, \xi_{\beta}\right]$ can be evaluated from

$$
\begin{equation*}
B_{i}^{p}\left(\frac{\xi-\xi_{\alpha}}{\xi_{\beta}-\xi_{\alpha}}\right), \quad \xi \in\left[\xi_{\alpha}, \xi_{\beta}\right] \tag{2.6}
\end{equation*}
$$

The corresponding Gramian and inverse can be obtained by multiplying and dividing the matrices in Eq. (2.4) and Eq. (2.5) by the scaling factor $\left(\xi_{\beta}-\xi_{\alpha}\right)$, respectively. For the sake of simplicity, we use the same symbols to represent the Bernstein basis defined on different intervals. A closed form expression for the $L^{2}$ inner product between the Bernstein basis $B_{i}^{p}(\xi)$ and polynomial $\xi^{j}$ is given by

$$
\begin{equation*}
\int_{0}^{1} B_{i}^{p}(\xi) \xi^{j} d \xi=\binom{p}{i} \frac{(i+j)!(p-i)!}{(p+j+1)!} . \tag{2.7}
\end{equation*}
$$

Bernstein basis possess the following properties:

- Nonnegativity: $B_{i}^{p}(\xi) \geq 0$ for all $i, p$, and $0 \leq \xi \leq 1$;
- Partition of unity: $\sum_{i=0}^{p} B_{i}^{p}(\xi)=1$, for all $0 \leq \xi \leq 1$;
- Interpolatory at the ends: $B_{0}^{p}(0)=B_{p}^{p}(1)=1$.

However, the global support of the Bernstein basis makes it impossible to locally edit a Bézier curve, which is a urgent requirement for geometry modeling. This problem can be overcome by using B-splines.

### 2.1.2 The univariate $B$-spline basis

A set of univariate B -spline basis functions of degree $p$ can be uniquely defined by a nondecreasing knot vector $\boldsymbol{\Xi}=\left\{\xi_{i}\right\}_{i=0}^{n+p}$, where $n$ is the number of B-spline basis functions. In this work, we only use open knot vectors, i.e., $\xi_{0}=\xi_{1}=\cdots=\xi_{p}$ and $\xi_{n}=\xi_{n+1}=\cdots=\xi_{n+p}$ defined over the interval $[0,1]$. The value of the $i^{\text {th }} \mathrm{B}$-spline basis function is recursively defined using the Cox-de Boor formula [78]

$$
\begin{align*}
& N_{i}^{0}(\xi)= \begin{cases}1 & \xi_{i} \leq \xi \leq \xi_{i+1} \\
0 & \text { otherwise }\end{cases}  \tag{2.8}\\
& N_{i}^{p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} N_{i}^{p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p+1}-\xi_{i+1}} N_{i+1}^{p-1}(\xi) . \tag{2.9}
\end{align*}
$$

In addition to the properties of Bernstein basis, B-splines also possess:

- Compact support: $\operatorname{supp}\left(N_{i}^{p}\right) \subset\left[\xi_{i}, \xi_{i+p+1}\right]$.

This feature is crucial for both geometry modeling and finite element analysis. In modeling, it allows the changing in a localized region while keeping other parts unchanges. In finite element analysis, it ensures the sparse structure of the discretized linear system.

B-splines of different degrees are shown in Figure 2.1. As can be seen, linear B-spline basis functions are identical to the classic hat functions that widely used in finite element analysis. Compared with quadratic Lagrange polynomials in Figure 2.2, quadratic B-splines are smoother across each mesh grids. Indeed, B-splines of degree $p$ have up to $p-1$ continuous derivatives. The inter-element continuity can be manipulated by repeating knots. In general, basis functions at knot of multiplicity $m$ have $C^{p-m}$ continuity.

A $d$-dimensional B-spline curve $\mathbf{S}(\xi) \in \mathbb{R}^{d}$ can then be defined as

$$
\begin{equation*}
\mathbf{S}(\xi)=\sum_{A} N_{A, p}(\xi) \mathbf{P}_{A} \tag{2.10}
\end{equation*}
$$



Figure 2.1: B-spline basis functions of different degrees. Top: linear spline basis functions defined by $\{0,0,1 / 3,2 / 3,1,1\}$. Bottom: quadratic spline basis functions defined by $\{0,0,0,1 / 3,2 / 3,1,1,1\}$.


Figure 2.2: Quadratic Lagrange polynomials defined on the same mesh grid as the splines in Figure 2.1.
where $\mathbf{P}_{A}=\left(p_{A}^{1}, p_{A}^{2}, \ldots, p_{A}^{d}\right)^{T}$ is a $d$-dimensional control point. An example of a B-spline curve is illustrated in Figure 2.3.

### 2.1.3 The univariate NURBS basis

B-splines can be used to represent piecewise polynomial functions but are not capable of representing conic sections (e.g. circles, ellipses and hyperbolas). NURBS(Non-Uniform Rational B-Spline) overcome this shortcoming. A NURBS basis function can be written as

$$
\begin{equation*}
R_{A, p}(\xi)=\frac{N_{A, p}(\xi) w_{A}}{W(\xi)} \tag{2.11}
\end{equation*}
$$



Figure 2.3: A B-spline piecewise quadratic curve in $\mathbb{R}^{2}$ and the corresponding B-spline basis.
where $w_{A}$ is called a weight and

$$
\begin{equation*}
W(\xi)=\sum_{A} N_{A, p}(\xi) w_{A} \tag{2.12}
\end{equation*}
$$

is called the weight function. A $d$-dimensional rational curve $\mathbf{S}(\xi) \in \mathbb{R}^{d}$ can then be defined as

$$
\begin{equation*}
\mathbf{S}(\xi)=\sum_{A} R_{A, p}(\xi) \mathbf{P}_{A} \tag{2.13}
\end{equation*}
$$

It is often more convenient to represent the $d$-dimensional NURBS in a $(d+1)$-dimensional homogeneous space by defining $\mathbf{P}_{A}^{w}=\left(p_{A}^{1} w_{A}, p_{A}^{2} w_{A}, \ldots, p_{A}^{d} w_{A}, w_{A}\right)^{T}$ and the corresponding $(d+1)$ dimensional B-spline curve as

$$
\begin{equation*}
\mathbf{S}^{w}(\xi)=\sum_{A} N_{A, p}(\xi) \mathbf{P}_{A}^{w} \tag{2.14}
\end{equation*}
$$

such that each component of $\mathbf{S}^{w}$ can be written as

$$
\begin{equation*}
S_{i}(\xi)=\frac{S_{i}^{w}(\xi)}{S_{d+1}^{w}(\xi)} \tag{2.15}
\end{equation*}
$$

In the homogeneous form, NURBS can be manipulated with standard B-spline algorithms.

### 2.1.4 The multivariate spline basis

In higher dimensions, Bernstein, B-spline, and NURBS basis functions are formed by the Kronecker product of univariate basis functions. For example, two-dimensional B-spline basis functions of degree $\mathbf{p}=\left(p_{\xi}, p_{\eta}\right)$ are defined by

$$
\begin{equation*}
\mathbf{N}^{\mathbf{p}}(\xi, \eta)=\mathbf{N}^{p_{\xi}}(\xi) \otimes \mathbf{N}^{p_{\eta}}(\eta) \tag{2.16}
\end{equation*}
$$

where $\mathbf{N}^{p_{\xi}}(\xi)$ and $\mathbf{N}^{p_{\eta}}(\eta)$ are vectors of basis functions in the $\xi$ and $\eta$ directions, respectively. A particular multivariate basis function can be written as

$$
\begin{equation*}
N_{A(i, j)}^{\mathbf{p}}(\xi, \eta)=N_{i, p_{\xi}}(\xi) N_{j, p_{\eta}}(\eta) \tag{2.17}
\end{equation*}
$$

where the index mapping is defined as

$$
\begin{equation*}
A(i, j)=n_{\eta} i+j . \tag{2.18}
\end{equation*}
$$

The integer $n_{\eta}$ is the number of basis functions in $\eta$ direction. In three-dimensional space, a set of basis functions can be constructed by the Kronecker product between two-dimensional basis functions and univariate basis functions.

### 2.2 Geometric algorithms

### 2.2.1 Knot insertion

The knot insertion algorithm ensures the insertion of one or multiple knots into a knot vector $\boldsymbol{\Xi}$ without changing the shape and parameterization of the curve. It allows us to conduct
$h$-refinement (subdividing elements into smaller ones without changing the type of basis functions used) in the context of Isogeometric Analysis. The detailed algorithm of knot insertion can be found in [78].

An example of knot insertion of the B-spline curve in Figure 2.3 is illustrated in Figure 2.4. A set of knots $\left\{\frac{1}{6}, \frac{1}{2}, \frac{5}{6}\right\}$ are inserted into the original knot vector $\boldsymbol{\Xi}=\{0,0,0,1 / 3,2 / 3,1,1,1\}$. The inserted curve remains geometrically and parametrically identical to the original curve. Meanwhile, knot spans $\left[\xi_{i}, \xi_{i+1}\right)$ are splitted into smaller ones.


Figure 2.4: Knot insertion for the curve in Figure 2.3. The inserted curve is geometrically and parametrically identical to the original curve.

### 2.2.2 Degree elevation

The degree elevation algorithm increases the polynomial degree of each B-spline basis functions while preserves the geometry and parameterization of the curve. It allows us to conduct p-refinement (increasing the degree of basis functions without changing the number of element used) in the context of Isogemetric Analysis. The detailed algorithm of degree elevation can be found in [78].

An example of degree elevation of the B-spline curve in Figure 2.3 is illustrated in Figure 2.5 , where the original quadratic spline curve is elevated to cubic and the shape remains unchanged. Recalling that the basis is $C^{p-m}$ continuous at a knot of multiplicity $m$, it is clear that, to preserve the inter-element continuity, the multiplicity of each knots must be increased as the increase of the polynomial degree. In Figure 2.5, the multiplicity each knot is increased by one.


Figure 2.5: Degree elevation for the curve in Figure 2.3. The degree elevated curve is geometrically and parametrically identical to the original curve.

### 2.2.3 Bézier extration

Bézier extraction is a technique that is often used to facilitate the incorporation of isogeometric analysis into existing finite element codes [79], [80]. Bézier extraction defines an injection that maps a space spanned by B-spline basis to a space spanned by piecewise Bernstein basis. Bézier extraction is accomplished by repeating all interior knots of a knot vector until they have a multiplicity equal to $p+1$. The interior knots repeating process defines a linear operator $\mathbf{C}$ (see [79]) such that

$$
\begin{equation*}
\mathbf{N}(\xi)=\mathbf{C B}(\xi) \tag{2.19}
\end{equation*}
$$



(a)

(b)

Figure 2.6: Illustration of Bézier extraction and projection in one dimension for a B-spline of degree 2 and knot vector $\{0,0,0,1 / 3 / 2 / 3,1,1,1\}$. (a) The element extraction and projection for the second element. (b) Bézier extraction over the entire domain.

The localization of $\mathbf{C}$ to an element domain produces the element extraction operator $\mathbf{C}^{e}$. Given control points $\mathbf{P}^{e}$, the corresponding Bézier control points $\mathbf{Q}^{e}$ can be computed directly as

$$
\begin{equation*}
\mathbf{Q}^{e}=\left(\mathbf{C}^{e}\right)^{T} \mathbf{P}^{e} . \tag{2.20}
\end{equation*}
$$

A graphical depiction of Bézier extraction over an element is shown in Figure 2.6a.
It is possible to view Bézier projection as a global assembly procedure. The B-spline basis vector $\mathbf{N}$ of dimension $n_{N}$ can be represented by a set of Bernstein basis functions $\mathbf{B}$ of dimension
$n_{B}$ defined on each element as

$$
\begin{equation*}
\mathbf{N}=\mathbf{A}^{T} \mathbf{C B} \tag{2.21}
\end{equation*}
$$

where $\mathbf{C}$ is a block diagonal matrix with Bézier element extraction operators on the diagonal and the rectangular assembly operator $\mathbf{A}$ is the permutation matrix that maps local element degrees of freedom to global degrees of freedom. The assembly operator $\mathbf{A}$ satisfies the following properties:

- Each row of A contains a single unity-valued entry; all other entries are zero.
- Each column of $\mathbf{A}$ contains at most $p+1$ unity-valued entries; all other entries are zero.
- Compact support. The non-zero entries can be associated to no more than $p+1$ consecutive elements.
- If we consider the column vectors $\mathbf{A}_{i}$ of $\mathbf{A}$, the space span $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$ is an $n_{N}$ dimensional subspace of $\mathbb{R}^{n_{B}}$ and $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$ are orthogonal, i.e.

$$
\begin{equation*}
\mathbf{A}_{i} \cdot \mathbf{A}_{j} \neq 0 \Longleftrightarrow i=j . \tag{2.22}
\end{equation*}
$$

The Bézier extraction process for the quadratic B-spline basis defined by the knot vector $\{0,0,0,1 / 3,2 / 3,1,1,1\}$ is shown in Fig. 2.6b. The assembly operator $\mathbf{A}$ for this example is given by
where the highlighted submatrix is the restriction of $\mathbf{A}$ onto elements $\Omega_{0}$ and $\Omega_{1}$, and onto the B-spline basis functions $N_{1}$ and $N_{2}$.

### 2.2.4 Bézier projection

Bézier projection can be viewed as the inverse of extraction [81]. It defines an surjection that maps a space spanned by piecewise Bernstein basis onto a space spanned by B-spline basis. Bézier projection uses an element reconstruction operator $\mathbf{R}^{e} \equiv\left(\mathbf{C}^{e}\right)^{-1}$ such that the global control point values, corresponding to those basis functions defined over the support of an element $e$, can be determined directly from Bézier control values as

$$
\begin{equation*}
\mathbf{P}^{e}=\left(\mathbf{R}^{e}\right)^{T} \mathbf{Q}^{e} \tag{2.24}
\end{equation*}
$$

where $\mathbf{Q}^{e}$ is any field in Bézier form. The action of the element reconstruction operator is depicted graphically in Figure 2.6a. For example, given any function $u \in L^{2}$, we can compute $\mathbf{Q}^{e}$ as

$$
\begin{equation*}
\mathbf{Q}^{e}=\left(\mathbf{G}^{e}\right)^{-1} \mathbf{F}^{e} \tag{2.25}
\end{equation*}
$$

where $\mathbf{G}^{e}$ is the Gramian matrix corresponding to the Bernstein basis with components

$$
\begin{equation*}
G_{i j}^{e}=\int_{\Omega^{e}} B_{i}^{e} B_{j}^{e} d \Omega=\left\langle B_{i}^{e}, B_{j}^{e}\right\rangle_{\Omega^{e}} \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i}^{e}=\int_{\Omega^{e}} B_{i}^{e} u d \Omega=\left\langle B_{i}^{e}, u\right\rangle_{\Omega^{e}} . \tag{2.27}
\end{equation*}
$$

Note that efficiency gains can be had at the expense of accuracy by instead performing the integration in the parametric domain of the element [81].

The element-wise projection produces one control value for each element in the support of the function. These values must be combined in order to provide the final control value. A core component of the Bézier projection algorithm is the definition of an appropriate averaging operation. The process of computing the weights is illustrated in Figure 2.7. A weighted average
of the values is computed using the weighting

$$
\begin{equation*}
\omega_{a}^{e}=\frac{\int_{\Omega^{e}} N_{a}^{e} d \Omega}{\int_{\Omega^{A}} N_{A(e, a)} d \Omega} \tag{2.28}
\end{equation*}
$$

where $\Omega^{e}$ corresponds to the physical domain of element $e, A(e, a)$ is a mapping from a local nodal index $a$ defined over element $e$ to a corresponding global node index $A$, and $\Omega^{A}$ corresponds to the physical support of $N_{A}$. The final averaged global control point is then calculated as

$$
\begin{equation*}
P_{A}=\sum_{\Omega^{e} \in \Omega^{A}} \omega_{A(e, a)} P_{A(e, a)} \tag{2.29}
\end{equation*}
$$

Bézier projection onto NURBS functions can be defined in an analogous manner [81].
The individual steps comprising the Bézier projection algorithm are illustrated in Figure 2.8 where the curve defined by $\mathbf{f}(t)=\left(\frac{t}{3}\right)^{3 / 2} \mathbf{e}_{1}+\frac{1}{10} \sin (\pi t) \mathbf{e}_{2}, t \in[0,3]$ is projected onto the quadratic Bspline basis defined by the knot vector $\left\{0,0,0, \frac{1}{3}, \frac{2}{3}, 1,1,1\right\}$. For this example, the algorithm proceeds as follows:

Step 1: The function $\mathbf{f}$ is projected onto the Bernstein basis of each element. This results in a set of Bézier coefficients that define an approximation to $\mathbf{f}$. The Bézier coefficients are indicated in part (1) of Figure 2.8 by square markers that have been colored to match the corresponding element. Each Bézier segment is discontinuous.

Step 2: The element reconstruction operator $\mathbf{R}^{e}$ is used to convert the Bézier control points into spline control points associated with the basis function segments over each element. The new control points are marked with inverted triangles and again colored to indicate the element with which the control point is associated. The control points occur in clusters. The clusters of control points represent the contributions from multiple elements to a single spline basis function control point.

Step 3: Each cluster of control points is averaged to obtain a single control point by weighting each point in the cluster according to the weighting given in (2.28). The resulting control points are shown as circles with the relative contribution from each element to each control
point indicated by the colored fraction of the control point marker. Colors in Figures 2.7 and 2.8 are coordinated to illustrate where the averaging weights come from and their values.


Figure 2.7: Weights over each knot span associated with the basis function defined by the knot vector $\left[0,0,0, \frac{1}{3}, \frac{2}{3}, 1,1,1\right]$.

### 2.3 Dual basis

In this section, we give a brief introduction to the concept of global and Bézier dual basis functions. Bézier dual basis functions will be used in Section to facilitate the solution of domain coupling problems in the dual mortar method. A dual basis is defined as a set of basis functions $\left\{\hat{N}_{i}\right\}_{i=1}^{n}$, which are dual to a corresponding set of primal basis functions $\left\{N_{i}\right\}_{i=1}^{n}$ in the sense that

$$
\begin{equation*}
\left\langle\hat{N}_{i}, N_{j}\right\rangle_{\Omega}:=\int_{\Omega} \hat{N}_{i} N_{j} d \Omega=\delta_{i j}, \quad \forall i, j \in[1,2, \ldots, n] \tag{2.30}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta.
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Apply smoothing algorithm (contribution of each element to each control point shown by colored fraction)
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Comparison of final function (light blue) and target function (dashed)

Figure 2.8: Steps of Bézier projection.

### 2.3.1 Global dual basis

The global dual basis functions $\left\{\hat{N}_{i}^{G}\right\}_{i=1}^{n}$ for a given set of primal basis function $\left\{N_{i}\right\}_{i=1}^{n}$ can be computed as

$$
\begin{equation*}
\hat{N}_{i}^{G}=\sum_{j} G_{i j}^{-1} N_{j} \tag{2.31}
\end{equation*}
$$

where $G_{i j}^{-1}$ are the components of the inverse of the Gramian matrix $\mathbf{G}$ with components $G_{i j}=$ $\left\langle N_{i}, N_{j}\right\rangle_{\Omega}$.


Figure 2.9: A comparison of a B-spline basis function (a) with the corresponding global dual basis function (b) and the Bézier dual basis function (c).

In Isogeometric Analysis, we choose B-spline functions as the primal basis. One important property of B-spline functions is that they have compact support. This leads to sparse linear systems when these functions are used to define the trial and weighting function spaces in a Galerkin method. The global dual basis functions, however, do not have compact support and will result in dense linear systems when used as the weighting function space in a Galerkin method. Dual basis supports are shown in Figure 2.9 where we have highlighted one B-spline function in Figure 2.9a and then shown the corresponding global dual basis function in Figure 2.9b.

### 2.3.2 Bézier dual basis

To maintain the sparsity of linear systems we will use Bézier dual basis functions, which are computed locally and have compact support. These functions are computed using the Bézier
projection operator introduced in [81]. The Bézier dual basis has been shown to be effective in reducing volumetric and shear locking [82], alleviating membrane locking in Kirchhoff-Love shells [83], and as a dual mortaring strategy for elasticity problems [84].

The construction of Bézier dual basis functions leverages Bézier extraction/projection [79], [85] and can be performed in several simple steps. For a given Bézier element, $\Omega_{e}$, the element extraction operator $\mathbf{C}^{e}$ is computed. The element extraction operator maps a set of Bernstein polynomials $\left\{B_{i}\right\}_{i=1}^{m}$ defined over a Bézier element, where $m$ depends on the polynomial degree of the Bézier element in each parametric direction, into the set of global B-spline basis functions that have support over that element. The element reconstruction operator, $\mathbf{R}^{e}$, and the Gramian matrix, $\mathbf{G}^{e}(2.26)$, of the Bernstein polynomials defined over the element are then computed. The element extraction operator for the dual basis is then simply

$$
\begin{equation*}
\hat{\mathbf{D}}^{e}=\operatorname{diag}\left(\omega^{e}\right) \mathbf{R}^{e}\left[\mathbf{G}^{e}\right]^{-1} \tag{2.32}
\end{equation*}
$$

where $\operatorname{diag}\left(\omega^{e}\right)$ is a diagonal matrix with the Bézier projection weights (2.28) on the diagonal.
The restriction of a Bézier dual basis functions $\hat{N}_{i}^{B}$ to $\Omega_{e}$ is then computed as

$$
\begin{equation*}
\left.\hat{N}_{i}^{B}\right|_{\Omega_{e}}=\sum_{j=1}^{m} \hat{D}_{i j}^{e} B_{j} \tag{2.33}
\end{equation*}
$$

From this local definition of the dual basis over an element we have

$$
\begin{equation*}
\int_{\Omega_{e}} \hat{N}_{i}^{B} N_{j} d \Omega=\omega_{i}^{e} \delta_{i j} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}_{e} \int_{\Omega_{e}} \hat{N}_{i}^{B} N_{j} d \Omega=\delta_{i j} \tag{2.35}
\end{equation*}
$$

where $A$ is the standard assembly operator [86] . The Bézier dual basis of the B-spline basis function highlighted in Figure 2.9a is shown in Figure 2.9c. Note that the Bézier dual basis function has the same compact support as the primal B-spline basis function.

### 2.3.3 Rational dual basis functions

If rational basis functions are used, the construction of the dual basis must be modified slightly. A rational dual basis must satisfy the biorthogonality requirement

$$
\begin{equation*}
\int_{\Omega} \bar{R}_{A} R_{B} d \Omega=\delta_{A B} \tag{2.36}
\end{equation*}
$$

A simple way to achieve biorthogonality is to define

$$
\begin{equation*}
\bar{R}_{A}=W \bar{N}_{A} / w_{A} \tag{2.37}
\end{equation*}
$$

where $W$ is the rational weight given in (2.12). Now

$$
\begin{equation*}
\int_{\Omega} \bar{R}_{A} R_{B} d \Omega=\int_{\Omega} \bar{N}_{A} N_{B} d \Omega=\delta_{A B} . \tag{2.38}
\end{equation*}
$$

Remark 1. The Bézier dual basis functions define a quasi-interpolation operator $\mathcal{T}(f)=\sum_{i}\left\langle\hat{N}_{i}^{B}, f\right\rangle N_{i}$, which possesses the following properties:

- Optimal approximation: for $p^{\text {th }}$ order spline basis function and $f \in C^{\infty}$, the approximation error is given by [81]

$$
\begin{equation*}
\|\mathcal{T}(f)-f\|_{L^{2}} \leq C h^{p+1}\|f\|_{H^{p+1}} \tag{2.39}
\end{equation*}
$$

- Boundary interpolation: for two sets of $p^{\text {th }}$ order spline basis functions $\left\{N_{i}^{s}\right\}_{i=1}^{n_{s}}$ and $\left\{N_{i}^{m}\right\}_{i=1}^{n_{m}}$ defined on $[0, L]$, if the first and last elements of s are subsets of the first and last elements of $m$, then

$$
\begin{equation*}
\mathcal{T}^{s}\left(f^{m}\right)(0)=f^{m}(0) \text { and } \mathcal{T}^{s}\left(f^{m}\right)(L)=f^{m}(L), \quad \forall f^{m} \in \operatorname{span}\left\{N_{i}^{m}\right\}_{i=1}^{n_{m}} . \tag{2.40}
\end{equation*}
$$

The second property is critical for the coercivity of the biharmonic problem on multi-patch domains.

## CHAPTER 3. ISOGEOMETRIC BÉZIER DUAL MORTARING: THE BIHARMONIC PROBLEM

In this dissertation, we assume that some form of reparameterization has been performed (see Figure 1.2 on the right) on a CAD model to either remove some or all of the trimming curves and/or to restructure the underlying patch layout to improve the parameterization (e.g., reduce degree, distortion, complexity, etc.). However, we relax the requirement that adjacent patches share a consistent parameterization along shared edges and instead introduce a dual mortaring along the shared interfaces. Relaxing this requirement can simplify the reparameterization process leading to more robust approaches [87]. This dual mortaring can be built into the simulation technology directly or can be used to build a weakly continuous basis which can then be used for either design or analysis. The present work leverages Bézier dual mortaring along each patch interface. In particular, in this work, the Bézier dual mortaring approach, introduced in [84], is extended to biharmonic problems, which require the weak satisfaction of $C^{1}$ continuity. To preserve the sparsity of the condensed linear system, we propose a dual mortar suitable $C^{1}$ constraint and the corresponding Lagrange multiplier. Several different treatments of extraordinary points are considered. Numerical benchmarks illustrate the accuracy and robustness of the proposed method for both $2^{\text {nd }}$ and $4^{\text {th }}$ order problems.

### 3.1 The dual mortar method

We introduce the dual mortar method in the context of an abstract formulation for a constrained problem: find $u \in \mathcal{X}$ and $\lambda \in \mathcal{M}$ such that

$$
\left\{\begin{array}{rlrl}
a(v, u)+b(v, \lambda) & =l(v) & & \forall v \in \mathcal{X}  \tag{3.1}\\
b(\mu, u) & =0 & \forall \mu \in \mathcal{M}
\end{array}\right.
$$

where $a(\cdot, \cdot)$ is a bilinear form representing a potential energy, $l(\cdot)$ is a linear form representing the external load and $b(\cdot, \cdot)$ is a bilinear form representing a set of constraints on the solution $u$. In Section $3.2, b(\cdot, \cdot)$ will represent the continuity constraints across patch boundaries.

If we introduce a pair of discrete function spaces $\mathcal{X}^{h} \subset \mathcal{X}$ and $\mathcal{M}^{h} \subset \mathcal{M}$ we can represent the weak form (3.1) as the matrix problem

$$
\mathbf{K}^{\mathrm{LM}} \mathbf{U}^{\mathrm{LM}}=\left[\begin{array}{cc}
\mathbf{K} & \mathbf{B}^{T}  \tag{3.2}\\
\mathbf{B} & \mathbf{0}
\end{array}\right] \mathbf{U}^{\mathrm{LM}}=\left[\begin{array}{l}
\mathbf{F} \\
\mathbf{0}
\end{array}\right],
$$

where $\mathbf{K}$ is the discretized stiffness matrix, $\mathbf{F}$ is the discretized external force vector, $\mathbf{B}$ is the discretized constraints matrix and $\mathbf{U}^{\mathrm{LM}}$ is a vector containing the control values of the displacement field $u^{h} \in \mathcal{X}^{h}$ and Lagrange multiplier field $\lambda^{h} \in \mathcal{M}^{h}$. The stiffness matrix $\mathbf{K}^{\mathrm{LM}}$ for the discrete problem (3.2) always contains both positive and negative eigenvalues, for which iterative methods are known to be less efficient than for symmetric positive definite systems. More importantly, the constraint matrix B might be row-wise linearly dependent if the Lagrange multiplier space $\mathcal{M}^{h}$ is not discretized with caution. This will lead to a non-invertible linear system. The mortar method resolves these issues by introducing a constrained function space

$$
\begin{equation*}
\mathcal{K}:=\{u \in \mathcal{X} \mid b(\lambda, u)=0, \quad \forall \lambda \in \mathcal{M}\} . \tag{3.3}
\end{equation*}
$$

The saddle point problem (3.1) can now be transformed into a minimization problem: find $u \in \mathcal{K}$ such that

$$
\begin{equation*}
a(v, u)=l(v), \quad \forall v \in \mathcal{K} . \tag{3.4}
\end{equation*}
$$

Given $\mathbf{N}$, the vector containing the basis functions of $\mathcal{X}^{h}$, the vector containing the basis functions of $\mathcal{K}^{h}$ is given by

$$
\begin{equation*}
\mathbf{N}^{k}=\mathbf{C}^{T} \mathbf{N} \tag{3.5}
\end{equation*}
$$

where the matrix $\mathbf{C}$ is the vector basis of the null space of the constraint matrix $\mathbf{B}$. If the Lagrange multiplier space is discretized by a set of dual basis functions, the constraint matrix $\mathbf{B}$ can be written as [88]

$$
\mathbf{B}=\left[\begin{array}{ll}
\mathbf{B}_{1} & \mathbf{B}_{2} \tag{3.6}
\end{array}\right],
$$

where $\mathbf{B}_{1}$ is an identity matrix, and the bandwidth of $\mathbf{B}_{2}$ depends on the support size of dual basis functions. For a constraint matrix $\mathbf{B}$ constructed using Bézier dual basis functions, $\mathbf{B}_{2}$ is a sparse matrix with limited bandwidth, while the global dual basis functions leads to a dense $\mathbf{B}_{2}$.

For a $\mathbf{B}$ in the form (3.6) with $\mathbf{B}_{1}=\mathbf{I}$, the vector basis of its null space can be obtained from

$$
\mathbf{C}=\left[\begin{array}{c}
-\mathbf{B}_{2}  \tag{3.7}\\
\mathbf{I}
\end{array}\right]
$$

The mortar linear system can now be written as

$$
\begin{equation*}
\mathbf{K}^{\text {mortar }} \mathbf{U}^{\text {mortar }}=\mathbf{C}^{T} \mathbf{K} \mathbf{C} \mathbf{U}^{\text {mortar }}=\mathbf{C}^{T} \mathbf{F} . \tag{3.8}
\end{equation*}
$$

The relation between the mortar displacement nodal value vector $\mathbf{U}^{\text {mortar }}$ and $\mathbf{U}^{\mathrm{LM}}$ is given by

$$
\begin{equation*}
\mathbf{U}^{\mathrm{LM}}=\mathbf{C U}^{\text {mortar }} \tag{3.9}
\end{equation*}
$$

With a sparse $\mathbf{C}$ obtained from the Bézier dual basis, the stiffness matrix of the mortar formulation $\mathbf{K}^{\text {mortar }}$ will remain sparse, resulting in an efficient linear system.

### 3.2 A dual mortar formulation for the multi-patch biharmonic problem

In this section, we present a formulation for the biharmonic problem over multi-patch tensor product domains. Because the biharmonic problem requires trial and test functions that are in $H^{2}$, we will use the dual mortar method to add constraints between patch boundaries to weakly enforce $C^{1}$ continuity. We begin by introducing concepts from domain decomposition.

### 3.2.1 Domain decomposition

Let $\Omega$ be a bounded open domain in $\mathbb{R}^{2}$ with its boundary denoted by $\partial \Omega$. We assume that $\Omega$ can be subdivided into $K$ non-overlapping patches $\Omega_{k}$ for $1 \leq k \leq K$, i.e.

$$
\begin{equation*}
\bar{\Omega}=\bigcup_{k=1}^{K} \bar{\Omega}_{k} \quad \text { and } \quad \Omega_{k} \bigcap \Omega_{l}=\emptyset, \quad \forall k \neq l \tag{3.10}
\end{equation*}
$$

where $\bar{\Omega}_{k}$ is the closure of $\Omega_{k}$. For simplicity, we only consider the case where the intersection of two patches is either empty, a single vertex, or the entire edge. We denote the common interface of two neighboring patches as $\Gamma_{k l}=\partial \Omega_{k} \bigcap \partial \Omega_{l}$ so that $\Gamma_{k l}=\emptyset$ if $\Omega_{k}$ is not a neighbor of $\Omega_{l}$. We also define the skeleton $\mathbf{S}=\bigcup_{k, l \in K, k<l} \Gamma_{k l}$ as the union of all interfaces in $\Omega$. The set $\mathbf{V}$ denotes the set of all vertices in $\Omega$. A representative example of a multi-patch geometry is shown in Figure 3.1.


Figure 3.1: An example of a domain decomposition of a triangular domain. The patches are defined on different parametric domains and are connected via geometric mappings.

For each patch, there exists a bijective geometric mapping from the parametric domain $\hat{\Omega}_{k}$ to the physical domain $\Omega_{k}$, which is defined as

$$
\begin{equation*}
\mathbf{F}_{k}\left(\xi_{k}, \eta_{k}\right): \hat{\Omega}_{k} \mapsto \Omega_{k} \in \mathbb{R}^{2} \tag{3.11}
\end{equation*}
$$

where $\left(\xi_{k}, \eta_{k}\right)$ are the coordinates of the parametric domain. For simplicity and without loss of generality, we assume the parametric domain is $\hat{\Omega}_{k}=[0,1] \times[0,1]$ for all patches.

We can use the mappings $\mathbf{F}_{k}$ to create connections between neighboring patches. Due to the fact that $\mathbf{F}_{k}$ is a bijection, there exists an inverse mapping denoted by $\mathbf{F}_{k}^{-1}$. We can construct a bijective transformation on the intersection $\Gamma_{k l}$ as

$$
\begin{equation*}
\mathbf{E}_{k l}=\mathbf{F}_{l}^{-1} \circ \mathbf{F}_{k}, \tag{3.12}
\end{equation*}
$$

which maps a parametric point on $\partial \hat{\Omega}_{k} \bigcap \hat{\Gamma}_{k l}$ to a physical point on the intersection $\Gamma_{k l}$ and then to a parametric point on $\partial \hat{\Omega}_{l} \cap \hat{\Gamma}_{k l}$. With the mapping $\mathbf{E}_{k l}$ in hand, we are now ready to formulate the biharmonic problem over multi-patch domains.

### 3.2.2 The biharmonic problem

The strong form governing equation and boundary conditions of the homogeneous biharmonic problem defined over the domain $\Omega$ is given by the following:

$$
\left\{\begin{array}{cc}
\Delta^{2} u=f & \text { on } \Omega  \tag{3.13}\\
u=\frac{\partial u}{\partial \mathbf{n}}=0 & \text { on } \partial \Omega
\end{array}\right.
$$

with $f \in L^{2}(\Omega)$ and $u \in C^{4}(\Omega)$. This problem can be restated in the weak form as: find $u \in H_{0}^{2}(\Omega)$ such that

$$
\begin{equation*}
a_{b}(u, v)=l(v), \quad \forall v \in H_{0}^{2}(\Omega) \tag{3.14}
\end{equation*}
$$

with

$$
\begin{align*}
a_{b}(u, v) & =\int_{\Omega} \nabla u \nabla v d \Omega \\
l(v) & =\int_{\Omega} f v d \Omega \tag{3.15}
\end{align*}
$$

where $H_{0}^{2}(\Omega)$ is the Sobolev space containing all functions in the space $H^{2}(\Omega)$ that also satisfy the homogeneous Dirichlet boundary conditions in (3.13).

For a partitioned domain $\Omega$, as defined in Section 3.2.1, the construction of a finite dimensional subspace of $H_{0}^{2}(\Omega)$ is a nontrivial task because there is no guarantee that the discretization of neighboring domains is smooth enough across shared boundaries to satisfy the $H^{2}(\Omega)$ requirement. In order to handle multi-patch geometries, we will recast the biharmonic problem in terms of the following Lagrange multiplier formulation: find $u \in \mathcal{X}_{b}, \lambda_{0} \in \mathcal{M}_{0}$ and $\lambda_{1} \in \mathcal{M}_{1}$ such that:

$$
\left\{\begin{align*}
a_{b}(u, v)+b_{0}\left(\lambda_{0}, v\right)+b_{1}\left(\lambda_{1}, v\right)=l(v) & \forall v \in \mathcal{X}_{b}  \tag{3.16}\\
b_{0}\left(\mu_{0}, u\right)=0 & \forall \mu_{0} \in \mathcal{M}_{0} \\
b_{1}\left(\mu_{1}, u\right)=0 & \forall \mu_{1} \in \mathcal{M}_{1}
\end{align*}\right.
$$

where

$$
\begin{equation*}
\mathcal{X}_{b}:=\left\{v \in L^{2}(\Omega)|v|_{\Omega_{k}} \in H^{2}\left(\Omega_{k}\right), 1 \leq k \leq K \text { and }\left.v\right|_{\partial \Omega}=\left.\frac{\partial v}{\partial \mathbf{n}}\right|_{\partial \Omega}=0\right\} \tag{3.17}
\end{equation*}
$$

is an unconstrained broken Sobolev space endowed with the norm $\|u\|_{H_{*}^{2}(\Omega)}=\left(\sum_{k=1}^{K}\|u\|_{H^{2}\left(\Omega_{k}\right)}\right)^{1 / 2}$, $\mathcal{M}_{0}$ and $\mathcal{M}_{1}$ are Lagrange multiplier spaces, and $b_{0}$ and $b_{1}$ impose the required constraints on $u$ to satisfy the $H^{2}$ requirement. We will define $b_{0}$ and $b_{1}$ in the following section.

Remark 2. Strictly speaking, the restriction of $u \in H^{2}(\Omega)$ to the boundary $\partial \Omega$ is ill-defined. To rigorously define the value of $u$ and its normal derivative on $\partial \Omega$, we need the help of the trace operator $T$. A standard trace theorem states [89]: Given $\Omega$ with a boundary $\partial \Omega$ of class $C^{k, 1}$ (i.e., $k$ times continuously differentiable and its $k^{\text {th }}$ order derivatives are Lipschitz continuous). Assume that $l \leq k$. Then the mapping

$$
\begin{equation*}
u \rightarrow\left\{T u, T \frac{\partial u}{\partial \mathbf{n}}, \ldots, T \frac{\partial^{l} u}{\partial^{l} \mathbf{n}}\right\} \tag{3.18}
\end{equation*}
$$

is a bounded linear operator from $H^{k+1}(\Omega)$ onto $\prod_{j=0}^{l} H^{k-j+\frac{1}{2}}(\partial \Omega)$. And if $u \in H^{k+1}(\Omega) \cap C^{\infty}(\Omega)$, we have the following relation

$$
\begin{equation*}
\left\{u, \frac{\partial u}{\partial \mathbf{n}}, \ldots, \frac{\partial^{l} u}{\partial^{l} \mathbf{n}}\right\}=\left\{T u, T \frac{\partial u}{\partial \mathbf{n}}, \ldots, T \frac{\partial^{l} u}{\partial^{l} \mathbf{n}}\right\} \tag{3.19}
\end{equation*}
$$

Hence, for $u \in H^{2}(\Omega)$, we have $T u \in H^{\frac{3}{2}}(\partial \Omega)$ and $T \frac{\partial u}{\partial \mathbf{n}} \in H^{\frac{1}{2}}(\partial \Omega)$. If $u \circ \mathbf{F} \in H^{2}(\hat{\Omega})$ and each entries of $\nabla \mathbf{F}^{-1}$ are in $L^{\infty}(\Omega)$, then [90]

$$
\left[\begin{array}{c}
\frac{\partial u \circ \mathbf{F}}{\partial \xi} \circ \mathbf{F}^{-1}  \tag{3.20}\\
\frac{\partial u \circ \mathbf{F}}{\partial \eta} \circ \mathbf{F}^{-1}
\end{array}\right] \in H^{1}(\Omega)^{2} .
$$

As a result, $T\left(\frac{\partial u \circ \mathbf{F}}{\partial \xi} \circ \mathbf{F}^{-1}\right) \in H^{\frac{1}{2}}(\partial \Omega)$ and $T\left(\frac{\partial u \circ \mathbf{F}}{\partial \eta} \circ \mathbf{F}^{-1}\right) \in H^{\frac{1}{2}}(\partial \Omega)$.
This result guarantees $H_{0}^{2}(\Omega)$ and the inter-patch constraints that will be discussed in the next section are all well-defined. In order to avoid cumbersome notation, the trace operator $T(\cdot)$ is suppressed and we will use $\left\{\frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\right\}$ to refer to $\left\{\frac{\partial u \circ \mathbf{F}}{\partial \xi} \circ \mathbf{F}^{-1}, \frac{\partial u \circ \mathbf{F}}{\partial \eta} \circ \mathbf{F}^{-1}\right\}$.

### 3.2.3 Dual-compatible $C^{1}$ constraints

We now develop a set of constraints to impose $C^{1}$ continuity across patch boundaries under the dual mortar framework. Since $C^{1}(\Omega) \subset H^{2}(\Omega)$, we will be able to use these constraints to solve the multi-patch biharmonic problem.

To illustrate our method, we consider the construction of $C^{1}$ constraints for the two-patch domain shown in Figure 3.2. We call $\Omega_{s}$ the slave domain and $\Omega_{m}$ the master domain. For a function $u \in C^{1}\left(\Omega_{s} \cup \Omega_{m}\right)$ with

$$
u= \begin{cases}u_{s} & \text { in } \Omega_{s}  \tag{3.21}\\ u_{m} & \text { in } \Omega_{m},\end{cases}
$$

and $u_{s} \in C^{1}\left(\Omega_{s}\right), u_{m} \in C^{1}\left(\Omega_{m}\right)$ the following two constraints are required across the intersection $\Gamma_{s m}:$

$$
\begin{align*}
{[u]_{\Gamma_{s m}} } & =0,  \tag{3.22a}\\
{\left[\frac{\partial u}{\partial \mathbf{n}}\right]_{\Gamma_{s m}} } & =0, \quad \text { with } \mathbf{n}=\mathbf{n}_{s}=-\mathbf{n}_{m}, \tag{3.22b}
\end{align*}
$$

where $\mathbf{n}_{k}$ is the outward normal direction of $\partial \Omega_{k}$ and

$$
\begin{equation*}
[\cdot]_{\Gamma_{s m}}:=\left.\cdot\right|_{\Omega_{s}}-\left.\cdot\right|_{\Omega_{m}} \tag{3.23}
\end{equation*}
$$

is the jump operator. The continuity constraint (3.22a) can naturally be incorporated into the framework of the dual mortar formulation. The smoothness constraint (3.22b), however, can not be directly imposed. First, the existence of a dual basis for $\left.\frac{\partial N_{i}}{\partial \mathbf{n}}\right|_{s m}$ is doubtful. Even if these dual basis functions do exist, since they are biorthogonal to the normal derivative of the basis functions, their formulation will depend on the parameterization of $\Gamma_{s m}$ and the geometric information of $\Omega_{s}$. This complex geometric dependence would destroy the simplicity of the dual basis formulation. To overcome this issue, we instead propose a smoothness constraint involving parametric derivatives only.


Figure 3.2: A two-patch planar domain $\Omega$ consisting of two patches $\Omega_{s}$ and $\Omega_{m}$ that are defined by the two mappings $\mathbf{F}_{s}$ and $\mathbf{F}_{m}$.

Lemma 1. Given two differentiable bijective geometric mappings $\mathbf{F}_{s}: \hat{\Omega}_{s} \rightarrow \Omega_{s}$ and $\mathbf{F}_{m}: \hat{\Omega}_{m} \rightarrow$ $\Omega_{m}, a C^{0}$-continuous function $и$ is $C^{1}$-continuous in the physical domain if and only if

$$
\begin{equation*}
\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}}=0 \quad \text { and } \quad\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma_{s m}}=0 \tag{3.24}
\end{equation*}
$$

Proof. It suffices to consider two neighboring patches as shown in Figure 3.2. In this configuration, if $u$ is a $C^{0}$-continuous function then $\left[\frac{\partial u}{\partial \eta_{s}}\right]_{s m}=0$. If $u$ is also $C^{1}$-continuous, we have

$$
\begin{equation*}
0=\left[\frac{\partial u}{\partial \mathbf{n}}\right]_{\Gamma_{s m}}=\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}} \frac{\partial \xi_{s}}{\partial \mathbf{n}}+\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma_{s m}} \frac{\partial \eta_{s}}{\partial \mathbf{n}} \Longrightarrow\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}} \frac{\partial \xi_{s}}{\partial \mathbf{n}}=0 \tag{3.25}
\end{equation*}
$$

The fact that $\mathbf{F}_{s}$ is bijective and $\frac{\partial \eta_{s}}{\partial \mathbf{n}}=0$ indicates $\frac{\partial \xi_{s}}{\partial \mathbf{n}} \neq 0$. Hence, $\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}}=0$. On the other hand,

$$
\left\{\begin{array}{l}
{\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}}=0}  \tag{3.26}\\
{\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma_{s m}}=0}
\end{array} \Longrightarrow\left[\frac{\partial u}{\partial \mathbf{n}}\right]_{\Gamma_{s m}}=\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}} \frac{\partial \xi_{s}}{\partial \mathbf{n}}+\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma_{s m}} \frac{\partial \eta_{s}}{\partial \mathbf{n}}=0\right.
$$

This concludes the proof.
Hence, the constraints in (3.24) are equivalent to constraint (3.22b). On an intersection that is parallel to the $\eta_{s}$ direction in the parametric domain, the constraint $\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}}=0$ is utilized; on an
intersection that is parallel to the $\xi_{s}$ direction in the parametric domain, the constraint $\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma_{s m}}=0$ is utilized.

Remark 3. In order to demonstrate the advantages of the constraints in (3.24), we consider the following intergral:

$$
\begin{align*}
\int_{\Gamma_{s m}} \frac{\partial N_{a}\left(\xi_{s}, \eta_{s}\right)}{\partial \xi_{s}} \hat{N}_{j}\left(\eta_{s}\right) d \Gamma & =\int_{\Gamma_{s m}} \frac{\partial N_{n_{\xi_{s}}-1}(1) N_{i}\left(\eta_{s}\right)}{\partial \xi_{s}} \hat{N}_{j}\left(\eta_{s}\right) d \Gamma \\
& =\frac{\partial N_{n_{\xi_{s}}-1}(1)}{\partial \xi_{s}} \int_{\Gamma_{s m}} N_{i}\left(\eta_{s}\right) \hat{N}_{j}\left(\eta_{s}\right) d \Gamma \tag{3.27}
\end{align*} \quad i, j \in\left\{1,2, \ldots, n_{\eta_{s}}\right\}
$$

where $n_{\xi_{s}}$ and $n_{\eta_{s}}$ are the number of nodes in the $\xi_{s}$ and $\eta_{s}$ directions of the slave patch, respectively, and the index $a=n_{\xi_{s}} i-1$. This integral is one term that is involved in the discretization of the constraint (3.22b) and is constructed by a Lagrange multiplier basis function $\hat{N}_{j}\left(\eta_{s}\right)$ and an activated basis function of the slave patch $N_{a}\left(\xi_{s}, \eta_{s}\right)$ that is one column away from the intersection (denoted by the blue triangles in Figure 3.2). Due to the tensor product structure of multivariate spline basis functions, the derivative in one direction ( $\xi_{s}$ for this case) will not influence the contributions coming from other directions. Hence, the dual basis function of an activated basis function in the constraint $\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma_{s m}}=0$ can be constructed by the dual basis function of its $\eta_{s}$ component divided by $\frac{\partial N_{n_{\xi_{s}}-1}(1)}{\partial \xi_{s}}$.

The only issue now is how to evaluate the derivative of $u_{m}$ w.r.t. $\xi_{s}$ or $\eta_{s}$ directions. This can be done by considering the following chain rule

$$
\left[\begin{array}{l}
\frac{\partial u_{m}}{\partial \xi_{s}}  \tag{3.28}\\
\frac{\partial u_{m}}{\partial \eta_{s}}
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial \xi_{m}}{\partial \xi_{s}} & \frac{\partial \xi_{m}}{\partial \eta_{s}} \\
\frac{\partial \eta_{m}}{\partial \xi_{s}} & \frac{\partial \eta_{m}}{\partial \eta_{s}}
\end{array}\right]^{T} \cdot\left[\begin{array}{l}
\frac{\partial u_{m}}{\partial \xi_{m}} \\
\frac{\partial u_{m}}{\partial \eta_{m}}
\end{array}\right]=\nabla \mathbf{E}_{s m}^{T} \cdot\left[\begin{array}{l}
\frac{\partial u_{m}}{\partial \xi_{m}} \\
\frac{\partial u_{m}}{\partial \eta_{m}}
\end{array}\right] .
$$

The Jacobian of the composition mapping $\mathbf{E}_{s m}$ can be written as

$$
\begin{equation*}
\nabla \mathbf{E}_{s m}=\nabla\left(\mathbf{F}_{m}^{-1} \circ \mathbf{F}_{s}\right)=\nabla\left(\mathbf{F}_{m}^{-1}\right) \cdot \nabla \mathbf{F}_{s}=\left(\nabla \mathbf{F}_{m}\right)^{-1} \cdot \nabla \mathbf{F}_{s} . \tag{3.29}
\end{equation*}
$$

### 3.2.4 The dual mortar formulation

The Lagrange multiplier formulation for the multi-patch biharmonic problem can be defined as: find $u \in \mathcal{X}_{b}, \lambda_{0} \in \mathcal{M}_{0}$ and $\lambda_{1} \in \mathcal{M}_{1}$ such that

$$
\left\{\begin{align*}
a_{b}(u, v)+b_{0}\left(\lambda_{0}, v\right)+b_{1}\left(\lambda_{1}, v\right)=l(v) & \forall v \in \mathcal{X}_{b},  \tag{3.30}\\
b_{0}\left(\mu_{0}, u\right)=0 & \forall \mu_{0} \in \mathcal{M}_{0}, \\
b_{1}\left(\mu_{1}, u\right)=0 & \forall \mu_{1} \in \mathcal{M}_{1},
\end{align*}\right.
$$

with

$$
\begin{align*}
& b_{0}\left(\lambda_{0}, v\right)=\sum_{\Gamma \in \mathbf{S}} \int_{\Gamma}[u]_{\Gamma} \lambda_{0} d \Gamma  \tag{3.31a}\\
& b_{1}\left(\lambda_{1}, v\right)=\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma}\left[\frac{\partial u}{\partial \xi_{s}}\right]_{\Gamma} \lambda_{1} d \Gamma \text { if } \Gamma \| \eta_{s} \text { or } \int_{\Gamma}\left[\frac{\partial u}{\partial \eta_{s}}\right]_{\Gamma} \lambda_{1} d \Gamma \text { if } \Gamma \| \xi_{s}\right) . \tag{3.31b}
\end{align*}
$$

The constrained function space required by the dual mortar formulation of the multi-patch biharmonic problem can then be defined as

$$
\begin{equation*}
\mathcal{K}_{b}:=\left\{u \in \mathcal{X}_{b} \mid b_{0}\left(\mu_{0}, u\right)=0 \text { and } b_{1}\left(\mu_{1}, u\right)=0 \forall\left(\mu_{0}, \mu_{1}\right) \in \mathcal{M}_{0} \times \mathcal{M}_{1}\right\} . \tag{3.32}
\end{equation*}
$$

### 3.2.5 Discretization

For each intersection, the two adjacent patches are classified as either slave $\Omega_{s}$ or master $\Omega_{m}$. One patch can, at the same time, be a master for one intersection and a slave for another intersection. To approximate the solution of the variational problem, we use B-spline basis functions $\left\{N_{i}^{s}\right\}_{i \in I_{s}}$ and $\left\{N_{i}^{m}\right\}_{i \in I_{m}}$ to discretize $\Omega_{s}$ and $\Omega_{m}$, respectively. Note that, on the intersection, we select the side with finer trace mesh as the slave patch and denote the other side as the master patch. This selection strategy can minimize the error from variational crimes [91], [92]. An appropriate indexing is chosen so that there is no overlap between the index sets $I_{s}$ and $I_{m}$ (i.e., given $n_{s}$ basis functions in $\Omega_{s}$, we can assume the starting index in the index set $I_{m}$ is $n_{s}+1$ ). The discretized
geometrical mappings are represented by

$$
\begin{gather*}
\mathbf{F}_{s}=\sum_{i \in I_{s}} \mathbf{P}_{i}^{s} N_{i}^{s}  \tag{3.33}\\
\mathbf{F}_{m}=\sum_{i \in I_{m}} \mathbf{P}_{i}^{m} N_{i}^{m} \tag{3.34}
\end{gather*}
$$

where the control points $\mathbf{P}_{i}^{s}, \mathbf{P}_{i}^{m} \in \mathbb{R}^{2}$. The discrete space $\mathcal{X}_{b}^{h} \subset \mathcal{X}_{b}$ contains the discretized test and weighting functions. In other words,

$$
\begin{equation*}
u^{h}=\sum_{i \in I_{s} \cup I_{m}} U_{i} N_{i}, \quad v^{h}=\sum_{i \in I_{s} \cup I_{m}} V_{i} N_{i} \tag{3.35}
\end{equation*}
$$

with

$$
N_{i}= \begin{cases}N_{i}^{s} & i \in I_{s}  \tag{3.36}\\ N_{i}^{m} & i \in I_{m}\end{cases}
$$

The discrete Lagrange multiplier spaces $\mathcal{M}_{0}^{h} \subset \mathcal{M}_{0}$ and $\mathcal{M}_{1}^{h} \subset \mathcal{M}_{1}^{h}$ are created using the dual basis. Depending on the orientation of the intersection, we have that

- for the intersection $\xi_{s}=0$,

$$
\begin{array}{ll}
\lambda_{0}^{h}=\sum_{i=1}^{n_{\eta_{s}}} \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\eta_{s}\right), \quad \mu_{0}^{h}=\sum_{i=1}^{n_{\eta s}} \delta \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\eta_{s}\right)  \tag{3.37}\\
\lambda_{1}^{h}=\sum_{i=1}^{n_{\eta_{s}}} \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\eta_{s}\right)}{c}, \quad \mu_{1}^{h}=\sum_{i=1}^{n_{\eta_{s}}} \delta \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\eta_{s}\right)}{c}, \quad c=\left.\frac{\partial N_{2}^{s}\left(\xi_{s}\right)}{\partial \xi_{s}}\right|_{\xi_{s}=0}
\end{array}
$$

- for the intersection $\xi_{s}=1$,

$$
\begin{align*}
& \lambda_{0}^{h}=\sum_{i=1}^{n_{\eta s}} \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\eta_{s}\right), \quad \mu_{0}^{h}=\sum_{i=1}^{n_{\eta s}} \delta \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\eta_{s}\right) \\
& \lambda_{1}^{h}=\sum_{i=1}^{n_{\eta s}} \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\eta_{s}\right)}{c}, \quad \mu_{1}^{h}=\sum_{i=1}^{n_{\eta s}} \delta \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\eta_{s}\right)}{c}, \quad c=\left.\frac{\partial N_{n_{\xi_{s}-1}}^{s}\left(\xi_{s}\right)}{\partial \xi_{s}}\right|_{\xi_{s}=1} \tag{3.38}
\end{align*}
$$

- for the intersection $\eta_{s}=0$,

$$
\begin{align*}
& \lambda_{0}^{h}=\sum_{i=1}^{n_{\xi_{s}}} \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\xi_{s}\right), \quad \mu_{0}^{h}=\sum_{i=1}^{n_{\xi_{s}}} \delta \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\xi_{s}\right)  \tag{3.39}\\
& \lambda_{1}^{h}=\sum_{i=1}^{n_{\xi_{s}}} \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\xi_{s}\right)}{c}, \quad \mu_{1}^{h}=\sum_{i=1}^{n_{\xi_{s}}} \delta \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\xi_{s}\right)}{c}, \quad c=\left.\frac{\partial N_{2}^{s}\left(\eta_{s}\right)}{\partial \eta_{s}}\right|_{\eta_{s}=0}
\end{align*}
$$

- for the intersection $\eta_{s}=1$,

$$
\begin{align*}
& \lambda_{0}^{h}=\sum_{i=1}^{n_{\xi s}} \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\xi_{s}\right), \quad \mu_{0}^{h}=\sum_{i=1}^{n_{\xi_{s}}} \delta \Lambda_{i}^{0} \hat{N}_{i}^{s}\left(\xi_{s}\right) \\
& \lambda_{1}^{h}=\sum_{i=1}^{n_{\xi_{s} s}} \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\xi_{s}\right)}{c}, \quad \mu_{1}^{h}=\sum_{i=1}^{n_{\xi s}} \delta \Lambda_{i}^{1} \frac{\hat{N}_{i}^{s}\left(\xi_{s}\right)}{c}, \quad c=\frac{\left.\partial N_{n_{\eta_{s}-1}^{s}\left(\eta_{s}\right)}^{\partial \eta_{s}}\right|_{\eta_{s}=1} .}{} . \tag{3.40}
\end{align*}
$$

By substituting the discretized displacement field and Lagrange multipliers into the bilinear form $a_{b}(\cdot, \cdot), b_{0}(\cdot, \cdot)$ and $b_{1}(\cdot, \cdot)$, we obtain the following stiffness and constraint matrices

$$
\mathbf{V}^{T} \mathbf{K}_{b} \mathbf{U}=a_{b}\left(u^{h}, v^{h}\right) \quad \text { and } \quad\left[\begin{array}{l}
\delta \boldsymbol{\Lambda}^{0}  \tag{3.41}\\
\delta \boldsymbol{\Lambda}^{1}
\end{array}\right]^{T} \mathbf{B}_{b} \mathbf{U}=\left[\begin{array}{l}
b_{0}\left(\mu_{0}^{h}, u^{h}\right) \\
b_{1}\left(\mu_{1}^{h}, u^{h}\right)
\end{array}\right] .
$$

The remaining question is how to effectively construct the vector basis (in matrix form $\mathbf{C}_{b}$ ) of the null space of $\mathbf{B}_{b}$ such that the resulting basis functions (constructed by Equation (3.5)) of $\mathcal{K}_{b}^{h} \subset \mathcal{K}_{b}$ have compact support and lead to a sparse stiffness matrix in (5.11).

### 3.3 Building a basis for the null space of $\mathbf{B}_{b}$

### 3.3.1 The two-patch case

Recall from Section 3.1 that for a constraint matrix taking the form (3.6) the corresponding operator $\mathbf{C}$ can be constructed in an elegant manner via Equation (3.7). In this section, we will show how to recover form (3.6) from the constraint matrix $\mathbf{B}_{b}$ via a simple linear transformation. We first classify the basis functions of $\mathcal{X}_{b}^{h}$ into five different types, depending on their proximity to an interface, as shown in Figure 3.2:

1. The basis functions $N_{i}^{s}$ such that $\operatorname{supp}\left(N_{i}^{s}\right) \bigcap \Gamma_{s m}=\emptyset$ and $\operatorname{supp}\left(\frac{\partial N_{i}^{s}}{\partial \xi_{s}}\right) \cap \Gamma_{s m} \neq \emptyset$ (the second closest column of slave basis functions to the intersection $\Gamma_{s m}$ ), whose indices are denoted by the index set $I_{\mathrm{i}}$. (denoted by blue triangles)
2. The basis functions $N_{i}^{s}$ such that $\operatorname{supp}\left(N_{i}^{s}\right) \cap \Gamma_{s m} \neq \emptyset$ (the column of slave basis functions on the intersection $\Gamma_{s m}$ ), whose indices are denoted by the index set $I_{\mathrm{ii}}$. (denoted by red squares)
3. The basis functions $N_{i}^{m}$ such that $\operatorname{supp}\left(N_{i}^{m}\right) \cap \Gamma_{s m} \neq \emptyset$ (the column of master basis functions on the intersection $\Gamma_{s m}$ ), whose indices are denoted by the index set $I_{\mathrm{iii}}$. (denoted by green circles)
4. The basis functions $N_{i}^{m}$ such that $\operatorname{supp}\left(N_{i}^{m}\right) \cap \Gamma_{s m}=\emptyset$ and $\operatorname{supp}\left(\frac{\partial N_{i}^{m}}{\partial \xi_{s}}\right) \cap \Gamma_{s m} \neq \emptyset$ (the second closest column of master basis functions to the intersection $\Gamma_{s m}$ ), whose indices are in the index set $I_{\mathrm{iv}}$. (denoted by purple diamonds)
5. The basis functions $N_{i}^{m}$ whose values and first order derivative values in the $\xi_{s}$ direction are zero on $\Gamma_{s m}$, whose indices are denoted by the index set $I_{\mathrm{v}}$. (denoted by grey circles)

Since the structure of the constraint matrix $\mathbf{B}_{b}$ depends on the index sets $I_{s}$ and $I_{m}$ and the ordering of the Lagrange multiplier basis functions we introduce two permutation matrices $\mathbf{P}_{c}$ and $\mathbf{P}_{r}$ (this step is not neccessary from the implementation point-of-view, but is helpful during the derivation, especially for multi-patch problems). We define the column-wise permutation matrix $\mathbf{P}_{c}$ as

$$
\left[\begin{array}{c}
\mathbf{I}_{\mathrm{i}}  \tag{3.42}\\
\mathbf{I}_{\mathrm{ii}} \\
\mathbf{I}_{\mathrm{iii}} \\
\mathbf{I}_{\mathrm{iv}} \\
\mathbf{I}_{\mathrm{v}}
\end{array}\right]=\mathbf{P}_{c}\left[\begin{array}{c}
\mathbf{I}_{s} \\
\mathbf{I}_{m}
\end{array}\right],
$$

where $\mathbf{I}_{i}$ is the vector form of the index set $I_{i}$. We also define a row-wise permutation matrix $\mathbf{P}_{r}$ such that the permuted constraint matrix can be written in the partitioned form

$$
\mathbf{B}_{p}=\mathbf{P}_{r} \mathbf{B}_{b} \mathbf{P}_{c}^{T}=\left[\begin{array}{ccccc}
\mathbf{B}_{1}^{1} & \mathbf{B}_{1}^{2} & \mathbf{B}_{1}^{3} & \mathbf{B}_{1}^{4} & \mathbf{0}  \tag{3.43}\\
\mathbf{0} & \mathbf{B}_{2}^{2} & \mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0}
\end{array}\right],
$$

where $\mathbf{B}_{1}^{1}$ is the contribution of the first type of B-spline basis function in the discretization of $b_{1}$ and $\mathbf{B}_{2}^{2}$ is the contribution of the second type of B -spline basis function in the discretization of $b_{0}$. Under the row-wise permutation matrix $\mathbf{P}_{r}, \mathbf{B}_{1}^{1}$ and $\mathbf{B}_{2}^{2}$ become identity submatrices. Under a rank-preserving transformation $\mathbf{T}$ we can eliminate the submatrix $\mathbf{B}_{1}^{2}$ such that

$$
\mathbf{T B}_{p}=\left[\begin{array}{c:ccc} 
& \mathbf{I} & \mathbf{B}_{1}^{3}-\mathbf{B}_{1}^{2} \mathbf{B}_{2}^{3} & \mathbf{B}_{1}^{4}  \tag{3.44}\\
\mathbf{0} \\
& \mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

We may now take

$$
\mathbf{C}_{p}=\left[\begin{array}{ccc}
\mathbf{B}_{1}^{2} \mathbf{B}_{2}^{3}-\mathbf{B}_{1}^{3} & -\mathbf{B}_{1}^{4} & \mathbf{0}  \tag{3.45}\\
-\mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0} \\
\hdashline \cdots & & \\
\mathbf{I} & &
\end{array}\right]
$$

The vector basis of the null space of $\mathbf{B}_{b}$ can now be obtained from

$$
\begin{equation*}
\mathbf{C}_{b}=\mathbf{P}_{c}^{T} \mathbf{C}_{p} \tag{3.46}
\end{equation*}
$$

Examples of basis functions, represented by vectors of $\mathbf{C}_{b}$, are shown in Figure 3.3.

Figure 3.3: Two exemplary basis functions in the constrained space $\mathcal{K}_{b}^{h}$.

### 3.3.2 The multi-patch case

To extend this approach to more complex geometries requires the ability to stitch together multiple patches as shown in Figure 3.4. To build the null space of a constraint matrix in the
neighborhood of a vertex requires special care. From an implementation perspective, if we naively let the Lagrange multiplier spaces along all the interfaces adjacent to the vertex have the same dimension as the univariate spline basis along the slave side of the interface, there will be basis functions which serve as both slave and master. As an example, consider the the basis functions corresponding to the black pentagons of patch $\Omega_{2}$ in Figure 3.4. As a result, there is no permutation under which the constraint matrix $\mathbf{B}$ can be modified to form (3.6) so that the basis of the null space can be found in a trivial way. Additionally, although the constraint matrices defined on each interface adjacent to a vertex are full row rank, the assembled constraint matrix $\mathbf{B}$ may not be full row rank. To overcome this problem, one may adopt matrix factorization techniques to solve the null space problem of a general constraint matrix B, including LU, QR, SVD, etc. For example, a rank-revealing QR factorization of a rank-deficient constraint matrix $\mathbf{B}$ yields

$$
\mathbf{B P}=\mathbf{Q}\left[\begin{array}{cc}
\mathbf{R}_{1} & \mathbf{R}_{2}  \tag{3.47}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

where $\mathbf{P}$ is a permutation matrix, $\mathbf{Q}$ is a unitary matrix, $\mathbf{R}_{1}$ is an upper triangular matrix and $\mathbf{R}_{2}$ is a rectangular matrix. The vector basis of the null space can then be taken to be

$$
\mathbf{C}=\mathbf{P}\left[\begin{array}{c}
-\mathbf{R}_{1}^{-1} \mathbf{R}_{2}  \tag{3.48}\\
\mathbf{I}
\end{array}\right]
$$

This type of global factorization has been utilized for patch coupling problems in [93]-[95]. However, it requires a global factorization of the entire constraint matrix $\mathbf{B}$, and fails to leverage the local properties of the dual basis. Moreover, the sparsity of the resulting constrained stiffness matrix might be negatively impacted since the inverse of $\mathbf{R}_{1}$ is a dense matrix. Additionally, inf-sup stability may be violated and pathologies can be activated such as spurious oscillations and locking [52]. For $2^{\text {nd }}$ order problems, one approach is to reduce the polynomial order of elements adjacent to vertices by one [49]-[51], [53]. Then the modified Lagrange multiplier discretization is a subspace of the trace space of the slave patch of codimension 2. By reducing the number of constraints, the basis functions in the neighborhood of vertices can now be considered masters. In addition, the modified Lagrange multiplier discretization is inf-sup stable.

We introduce a sixth kind of B-spline basis function near a vertex $v \in \mathbf{V}$,
6. The basis function $N_{i}$ such that $\operatorname{supp}\left(N_{i}\right) \bigcap v \neq 0$, or $\operatorname{supp}\left(\frac{\partial N_{i}}{\partial \xi}\right) \bigcap v \neq 0$, or $\operatorname{supp}\left(\frac{\partial N_{i}}{\partial \eta}\right) \bigcap v \neq 0$ or $\operatorname{supp}\left(\frac{\partial^{2} N_{i}}{\partial \xi \partial \eta}\right) \bigcap v \neq 0$, whose indices are denoted by the index set $I_{\mathrm{vi}}$ (denoted by black pentagons in Figure 3.4).

The definitions of the other five kinds of B-spline basis functions remain the same except that their intersection with the sixth kind are excluded, that is

$$
\begin{equation*}
I_{k}=I_{k}-I_{\mathrm{vi}} \bigcap I_{k}, \quad k \in\{\mathrm{i}, \mathrm{ii}, \ldots, \mathrm{v}\} . \tag{3.49}
\end{equation*}
$$



Figure 3.4: A three-patch planar domain $\Omega$ consisting of $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$.

## Global dual basis multi-patch treatment

In this approach, we reduce the number of constraints on each interface such that all of the sixth kind of B-spline basis functions can be classified as masters. For the biharmonic problem this requires a reduction of four constraints per vertex per patch. We accomplish this by coarsening the


Figure 3.5: A coarsening procedure for cubic B-spline basis functions. Top: original cubic basis functions. Bottom: basis functions of the coasened mesh, where two knots on each end are removed.
mesh in the neighborhood of each vertex. Specifically, we remove the two knots adjacent to each vertex. An example of this coarsening procedure for cubic univariate $B$-spline basis functions is shown in Figure 3.5. The corresponding global dual basis can then be constructed by using (4.1). For a set of B-spline basis functions $\left\{N_{i}\right\}_{i=1}^{n}$ and the corresponding coarsened global dual basis $\left\{\hat{N}_{i}^{G}\right\}_{i=1}^{n-4}$, the biorthogonality relation is then given as

$$
\begin{equation*}
\int_{\Gamma} \hat{N}_{i}^{G} N_{j+2} d \Gamma=\delta_{i j}, \quad \forall 1 \leq i, j-2 \leq n-4 . \tag{3.50}
\end{equation*}
$$

In other words, the biorthogonality relation holds for all but the two basis functions nearest the vertices.

A column-wise permutation matrix $\mathbf{P}_{c}$ which handles the multi-patch case can be defined as

$$
\left[\begin{array}{c}
\mathbf{I}_{\mathrm{i}}  \tag{3.51}\\
\mathbf{I}_{\mathrm{ii}} \\
\mathbf{I}_{\mathrm{iii}} \\
\mathbf{I}_{\mathrm{iv}} \\
\mathbf{I}_{\mathrm{v}} \\
\mathbf{I}_{\mathrm{vi}}
\end{array}\right]=\mathbf{P}_{c}\left[\begin{array}{c}
\mathbf{I}_{1} \\
\mathbf{I}_{2} \\
\vdots
\end{array}\right] .
$$

With the help of a row-wise permutation matrix, $\mathbf{P}_{r}$, the permuted constraint matrix can be written in the partitioned form

$$
\mathbf{B}_{p}^{\bmod }:=\mathbf{P}_{r} \mathbf{B}_{b}^{\bmod } \mathbf{P}_{c}^{T}=\left[\begin{array}{cccccc}
\mathbf{B}_{1}^{1} & \mathbf{B}_{1}^{2} & \mathbf{B}_{1}^{3} & \mathbf{B}_{1}^{4} & \mathbf{0} & \mathbf{B}_{1}^{6}  \tag{3.52}\\
\mathbf{0} & \mathbf{B}_{2}^{2} & \mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0} & \mathbf{B}_{2}^{6}
\end{array}\right],
$$

where $\mathbf{B}_{b}^{\text {mod }}$ is the constraint matrix constructed from the coarsened dual basis, $\mathbf{B}_{1}^{1}$ is the contribution of the first type of $\mathbf{B}$-spline basis function in the discretization of $b_{1}$, and $\mathbf{B}_{2}^{2}$ is the contribution of the second type of B -spline basis function in the discretization of $b_{0}$. Under the row-wise permutation matrix $\mathbf{P}_{r}, \mathbf{B}_{1}^{1}$ and $\mathbf{B}_{2}^{2}$ become identity submatrices. Note that in the multi-patch case, basis functions in the neighborhood of in-domain vertices are excluded from the definitions of the first four types of B-spline basis functions. As a result, there is no basis function that will serve as both slave and master. As for the two patch case, the vector basis of the null space of $\mathbf{B}_{b}^{\mathrm{mod}}$, denoted by $\mathbf{C}_{b}^{\text {mod }}$, can now be obtained from Equation (3.46), with

$$
\mathbf{C}_{p}^{\bmod }=\left[\begin{array}{cccc}
\mathbf{B}_{1}^{2} \mathbf{B}_{2}^{3}-\mathbf{B}_{1}^{3} & -\mathbf{B}_{1}^{4} & \mathbf{0} & -\mathbf{B}_{1}^{6}  \tag{3.53}\\
-\mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0} & -\mathbf{B}_{2}^{6} \\
\hdashline & \mathbf{I} &
\end{array}\right]
$$

In order to guarantee the well-posedness of the mortar formulation and to improve the approximation, we further apply two continuity constraints at each vertex

$$
\left\{\begin{array}{l}
u_{s}(v)=u_{m}(v)  \tag{3.54}\\
\frac{\partial u_{s}(v)}{\partial \xi_{s}}=\frac{\partial u_{m}(v)}{\partial \xi_{s}} \text { if } \Gamma \| \eta_{s} \text { or } \frac{\partial u_{s}(v)}{\partial \eta_{s}}=\frac{\partial u_{m}(v)}{\partial \eta_{s}} \text { if } \Gamma \| \xi_{s}
\end{array}\right.
$$

where $v$ is the position of a vertex. The matrix form of the pointwise constraints (3.54) is denoted by $\mathbf{B}_{v}$. Hence, in the presence of in-domain vertices, the constraint matrix $\mathbf{B}_{b}$ is formed from both applying constraints weakly through the coarsened dual basis functions along each interface and


Figure 3.6: The activated degrees of freedom (red dots) involved in the constraint matrix $\mathbf{B}_{v}$ in section 3.3.2.
by applying constraints strongly at each vertex as

$$
\mathbf{B}_{b}=\left[\begin{array}{c}
\mathbf{B}_{v}  \tag{3.55}\\
\mathbf{B}_{b}^{\bmod }
\end{array}\right] .
$$

The null space of $\mathbf{B}_{b}$ is the intersection of the null space of $\mathbf{B}_{v}$ and the null space of $\mathbf{B}_{b}^{\mathrm{mod}}$. As a result, $\mathbf{C}_{b}$ is the vector basis of the null space of $\mathbf{B}_{v}$ constructed from $\operatorname{Im} \mathbf{C}_{b}^{\mathrm{mod}}$. First, we split the column vectors of $C_{b}^{\text {mod }}$ into two matrices

$$
\begin{align*}
& \mathbf{C}_{1}:=\left\{\mathbf{v} \in \mathbf{C}_{b}^{\bmod }: \mathbf{B}_{v} \mathbf{v}=0\right\}, \\
& \mathbf{C}_{2}:=\left\{\mathbf{v} \in \mathbf{C}_{b}^{\bmod }: \mathbf{B}_{v} \mathbf{v} \neq 0\right\} . \tag{3.56}
\end{align*}
$$

An example of this split is given in Figure 3.7. $\mathbf{C}_{1}$ contains vectors of $\mathbf{C}_{b}^{\text {mod }}$ that are also in the null space of $\mathbf{B}_{v}$. Thus, they contribute to part of $\mathbf{C}_{b}$. The null space of $\mathbf{B}_{v}$ from $\operatorname{Im} \mathbf{C}_{2}$ can be constructed as $\mathbf{C}_{2} \overline{\mathbf{C}}$, where $\overline{\mathbf{C}}$ is the vector basis of the null space of $\overline{\mathbf{B}}=\mathbf{B}_{v} \mathbf{C}_{2}$ and can be constructed through the factorization in (3.48). Since for each patch, only at most four degrees of freedom per vertex per patch are involved in the formulation of $\mathbf{B}_{v}$ (see Figure 3.6), the number of vectors in $\mathbf{C}_{2}$ is very small and the cost of the factorization of $\overline{\mathbf{B}}$ is negligible. The vector basis of
the null space of $\mathbf{B}_{b}$ can now be given as

$$
\mathbf{C}_{b}=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2} \overline{\mathbf{C}} \tag{3.57}
\end{array}\right] .
$$



Figure 3.7: Activated degrees of freedom of the vector basis (blue) defined by the columns of $\mathbf{C}_{b}^{\text {mod }}$. Left: A vector basis classified as $\mathbf{C}_{1}$; Right: A vector basis classified as $\mathbf{C}_{2}$

Remark 4. The Bézier dual basis can also be coarsened by replacing the three closest basis functions at each vertex by their summation. In other words, for a set of Bézier dual basis functions $\left\{\hat{N}_{i}^{B}\right\}_{i=1}^{n}$, the coarsened Bézier dual basis functions $\left\{\hat{N}_{i}^{m o d}\right\}_{i=1}^{n-4}$ are defined as follows

$$
\hat{N}_{i}^{\text {mod }}= \begin{cases}\hat{N}_{1}^{B}+\hat{N}_{2}^{B}+\hat{N}_{3}^{B} & i=1  \tag{3.58}\\ \hat{N}_{n}^{B}+\hat{N}_{n-1}^{B}+\hat{N}_{n-2}^{B} & i=n-4 \\ \hat{N}_{i+3}^{B} & \text { otherwise }\end{cases}
$$

This modification preserves the biorthogonality relation (3.50). However, as can be seen from numerical examples, the modified Bézier dual basis demonstrate poor performance. Hence, in the next subsection, we will introduce a multi-patch treatment for Bézier dual basis functions without resorting to a modification at each vertex.

## Bézier dual basis multi-patch treatment

In this approach, the basis functions in the discrete Lagrange multiplier spaces $\mathcal{M}_{0}^{h}$ and $\mathcal{M}_{1}^{h}$ are classified according to their proximity to a vertex. The basis functions in $\mathcal{M}_{v}^{h}$ are those in both $\mathcal{M}_{0}^{h}$ and $\mathcal{M}_{1}^{h}$ whose values and derivatives are non-zero at a vertex. The remaining basis functions are put in $\mathcal{M}_{\text {inter }}^{h}$. The constraint matrix can then be written as

$$
\mathbf{B}_{b}=\left[\begin{array}{c}
\mathbf{B}_{v}  \tag{3.59}\\
\mathbf{B}_{\text {inter }}
\end{array}\right]
$$

where $\mathbf{B}_{v}$ is the matrix form of $b_{0}$ and $b_{1}$ restricted to the functions in $\mathcal{M}_{v}^{h}$ and $\mathbf{B}_{\text {inter }}$ is the matrix form of $b_{0}$ and $b_{1}$ restricted to the functions in $\mathcal{M}_{\text {inter }}^{h}$. Note that $\mathbf{B}_{\text {inter }}$ has the same structure as $\mathbf{B}_{b}^{\text {mod }}$ in Section 3.3.2. The basis vectors of the null space of $\mathbf{B}_{\text {int }}$ can be constructed from (3.53) and is denoted by $\mathbf{C}_{\text {inter }}$. Using the approach outlined in Section 3.3.2, we construct the basis vectors of the null space of $\mathbf{B}_{v}$ from $\operatorname{Im} \mathbf{C}_{\text {inter }}$. $\mathbf{C}_{\text {inter }}$ can also be split into two submatrices $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$. However, owing to the fact that $\mathbf{B}_{v}$ is constructed variationally, slightly more degrees of freedom are involved than in the approach described in Section 3.3.2 (see Figure 3.8). However, thanks to the locality of the Bézier dual basis, the number of vectors in $\mathbf{C}_{2}$ is fixed. An example of this split is given in Figure 3.9. Following the same procedure as described in Section 3.3.2, we can construct $\mathbf{C}_{b}$ from Equation (3.57).

Remark 5. This approach can be directly extended to the global dual basis as well. However, as can be seen from numerical examples, the global dual basis without the coarsening procedure is not inf-sup stable.

### 3.4 Finite element error analysis

In this section, we study the finite element approximation of (3.30). Suppose that $\mathcal{X}_{b}^{h} \subset \mathcal{X}_{b}$, $\mathcal{K}_{b}^{h} \subset \mathcal{K}_{b}, \mathcal{M}_{0}^{h} \subset \mathcal{M}_{0}$ and $\mathcal{M}_{1}^{h} \subset \mathcal{M}_{1}$ are finite-dimensional linear subspaces of the spaces $\mathcal{X}_{b}, \mathcal{K}_{b}$, $\mathcal{M}_{0}$, and $\mathcal{M}_{1}$.


Figure 3.8: The degrees of freedom (red dots) involved in the constraint matrix $\mathbf{B}_{v}$ in section 3.3.2 formed from quadratic B -splines.


Figure 3.9: Activated degrees of freedom of the vector basis (blue) defined by columns of $\mathbf{C}_{\text {inter }}$. Left: A vector basis classified as $\mathbf{C}_{1}$; Right: A vector basis classified as $\mathbf{C}_{2}$

Lemma 2. (bounded above) The bilinear functionals $a_{b}(\cdot, \cdot), b_{0}(\cdot, \cdot)$ and $b_{1}(\cdot, \cdot)$ are all bounded; i.e., there exists positive constants $C_{a}, C_{b_{0}}$ and $C_{b_{1}}$ such that

$$
\begin{array}{rr}
\left|a_{b}(u, v)\right| \leq C_{a}\|u\|_{H_{*}^{2}}\|v\|_{H_{*}^{2}}, & \forall u, v \in \mathcal{X}_{b}, \\
\left|b_{0}\left(\mu_{0}, u\right)\right| \leq C_{b_{0}}\left\|\mu_{0}\right\|_{H^{-\frac{3}{2}}}\|u\|_{H_{*}^{2}}, & \forall \mu_{0} \in \mathcal{M}_{0}, u \in \mathcal{X}_{b},  \tag{3.60}\\
\left|b_{1}\left(\mu_{1}, u\right)\right| \leq C_{b_{1}}\left\|\mu_{1}\right\|_{H^{-\frac{1}{2}}}\|u\|_{H_{*}^{2}}, & \forall \mu_{1} \in \mathcal{M}_{1}, u \in \mathcal{X}_{b} .
\end{array}
$$

Proof. The continuity of $a_{b}(\cdot, \cdot)$ follows from the Cauchy-Schwarz inequality, the continuities of $b_{0}(\cdot, \cdot)$ and $b_{1}(\cdot, \cdot)$ follow from the definition of the dual norm and the trace theorem.

Lemma 3. (bounded below) The bilinear functional $a_{b}(\cdot, \cdot)$ is coercive on the space $\mathcal{K}_{b}^{h}$ that is constructed from both the global dual basis functions and the Bézier dual basis functions, i.e.,

$$
\begin{equation*}
\exists c_{a}>0 \text { that is independent of the mesh size } h \text { such that } \forall v^{h} \in \mathcal{K}_{b}^{h}, a_{b}\left(v^{h}, v^{h}\right) \geq c_{a}\left\|v^{h}\right\|_{H_{*}^{2}} . \tag{3.61}
\end{equation*}
$$

Proof. We introduce the function space $\bar{X}_{b}$ as all functions in $\mathcal{X}_{b}$ that satisfy the pointwise constraint (3.54) on each vertex and are also $C^{\infty}$ in each patch. Then we have the following inclusion, $\mathcal{K}_{b}^{h} \subset \bar{X}_{b} \subset \mathcal{X}_{b}$. For the case of the Bézier dual basis, the inclusion comes from (2.40); for the case of the global dual basis, the inclusion comes from the pointwise constraints at the vertex. We consider the coercivity of $a_{b}(\cdot, \cdot)$ on $\bar{X}_{b}$. Suppose that this statement is false, then there exists a sequence $\left\{v_{n}\right\}_{n=1}^{\infty} \in \bar{X}_{b}$ such that

$$
\begin{equation*}
\sum_{k=1}^{K}\left|v_{n}\right|_{H^{2}\left(\Omega_{k}\right)} \leq \frac{1}{n} \text { and } \sum_{k=1}^{K}\left\|v_{n}\right\|_{H^{2}\left(\Omega_{k}\right)}=1 \tag{3.62}
\end{equation*}
$$

For any $1 \leq k \leq K$, the sequence $\left\{v_{n} \mid \Omega_{k}\right\}_{n=1}^{\infty}$ is bounded in $H^{2}\left(\Omega_{k}\right)$. Hence, there exists a subsequence $\left\{\left(v_{n}\right)_{m} \mid \Omega_{k}\right\}_{m=1}^{\infty}$ such that

$$
\begin{equation*}
\left.\left.\left(v_{n}\right)_{m}\right|_{\Omega_{k}} \rightharpoonup v\right|_{\Omega_{k}} \text { weakly in } H^{2}\left(\Omega_{k}\right) \tag{3.63}
\end{equation*}
$$

By the Rellich-Kondrachov theorem, $\left\{\left(v_{n}\right)_{m} \mid \Omega_{k}\right\}_{m=1}^{\infty}$ converges to $\left.v\right|_{\Omega_{k}}$ strongly in $H^{1}\left(\Omega_{k}\right)$. In other words,

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|\left(v_{n}\right)_{m}{\mid \Omega_{k}}-\left.v\right|_{\Omega_{k}}\right\|_{H^{1}\left(\Omega_{k}\right)}=0 \tag{3.64}
\end{equation*}
$$

From $\left|v_{n}\right|_{H^{2}\left(\Omega_{k}\right)} \rightarrow 0$, we have that $\left\{\left.\left(v_{n}\right)_{m}\right|_{\Omega_{k}}\right\}_{m=1}^{\infty}$ is a Cauchy sequence in $H^{2}\left(\Omega_{k}\right)$. Thus, we have that $\left.v\right|_{\Omega_{k}} \in H^{2}\left(\Omega_{k}\right)$ and

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|\left.\left(v_{n}\right)_{m}\right|_{\Omega_{k}}-\left.v\right|_{\Omega_{k}}\right\|_{H^{2}\left(\Omega_{k}\right)}=0 \tag{3.65}
\end{equation*}
$$

From the approximation theory,

$$
\begin{equation*}
\inf _{r_{n}^{k} \in \mathcal{P}^{1}\left(\Omega_{k}\right)}\left\|v_{n}-r_{n}^{k}\right\|_{H^{1}\left(\Omega_{k}\right)} \leq C\left|v_{n}\right|_{H^{2}\left(\Omega_{k}\right)} \leq \frac{C}{n} \tag{3.66}
\end{equation*}
$$

where $\mathcal{P}^{1}\left(\Omega_{k}\right)$ is the $1^{\text {st }}$ order polynomial space on $\Omega_{k}$. Hence,

$$
\begin{equation*}
\left\|\left(r_{n}^{k}\right)_{m}-v\right\|_{H^{1}\left(\Omega_{k}\right)} \leq\left\|\left(r_{n}^{k}\right)_{m}-\left(v_{n}\right)_{m}\right\|_{H^{1}\left(\Omega_{k}\right)}+\left\|\left(v_{n}\right)_{m}-v\right\|_{H^{1}\left(\Omega_{k}\right)} \rightarrow 0 \tag{3.67}
\end{equation*}
$$

This means $\left.v\right|_{\Omega_{k}}$ is a linear function on $\Omega_{k}$. If $\Omega_{k}$ is a boundary element (i.e. $\partial \Omega_{k} \cap \partial \Omega \neq \emptyset$ ), the only linear functions that satisfies the boundary condition is the zero function. Hence,

$$
\begin{equation*}
\left\|\left(v_{n}\right)_{m}\right\|_{H^{2}\left(\Omega_{k}\right)}=\left\|\left(v_{n}\right)_{m}-v\right\|_{H^{2}\left(\Omega_{k}\right)} \rightarrow 0 \tag{3.68}
\end{equation*}
$$

If patch $\Omega_{l}$ is coupled with $\Omega_{k}$ along the intersection $\Gamma_{k l} \| \eta_{k}$, then on both ends $a, b$ of $\Gamma_{k l}$ we have

$$
\begin{equation*}
v(a)=0, v(b)=0, \frac{\partial v(a)}{\partial \xi_{k}}=0, \text { and } \frac{\partial v(b)}{\partial \xi_{k}}=0 . \tag{3.69}
\end{equation*}
$$

Hence, $\left.v\right|_{\Omega_{l}}=0$. Similar arguments can be applied to all patches, leading to

$$
\begin{equation*}
\sum_{k=1}^{K}\left\|\left(v_{n}\right)_{m}\right\|_{H^{2}\left(\Omega_{k}\right)} \rightarrow 0 \tag{3.70}
\end{equation*}
$$

This is inconsistent with (3.62). As a result, (3.61) holds.

Theorem 1. There exists a unique solution $u^{h} \in \mathcal{K}_{b}^{h}$ that satisfies (3.14) for all $v^{h} \in \mathcal{K}_{b}^{h}$, with $\mathcal{K}_{b}^{h}$ constructed using either the Bézier or global dual basis.

Proof. Thanks to Lemma 2 and Lemma 3, the well-posedness of problem (3.14) in $\mathcal{K}_{b}^{h}$ follows from the Lax-Milgram theorem [92].

Lemma 4. (Strang's lemma) Let $u \in H_{0}^{2}(\Omega)$ satisfy problem (3.14) for all $v \in H_{0}^{2}(\Omega)$, then the error between $u$ and $u^{h}$ is given by

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{H_{*}^{2}} \leq\left(1+\frac{C_{a}}{c_{a}}\right) \inf _{v^{h} \in \mathcal{K}_{b}^{h}}\left\|u-v^{h}\right\|_{H_{*}^{2}}+\frac{1}{c_{a}} \sup _{w^{h} \in \mathcal{K}_{b}^{h} \backslash\{0\}} \frac{\left|a_{b}\left(u-u^{h}, w^{h}\right)\right|}{\left\|w^{h}\right\|_{H_{*}^{2}}}, \tag{3.71}
\end{equation*}
$$

where the first term on the righthand side is often called the approximation error and the second term is often called the consistency error.

Proof. See [92].

From Strang's lemma, we may now obtain the following result by expanding the term $a_{b}\left(u-u^{h}, w^{h}\right)$.

Theorem 2. The error between $u$ and $u^{h}$ is given by

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{H_{*}^{2}} \leq\left(1+\frac{C_{a}}{c_{a}}\right) \inf _{v^{h} \in \mathcal{K}_{b}^{h}}\left\|u-v^{h}\right\|_{H_{*}^{2}}+\frac{c_{b}}{c_{a}} \sum_{\Gamma \in \mathbf{S}} B, \tag{3.72}
\end{equation*}
$$

with

$$
B= \begin{cases}\inf _{\lambda_{0}^{h} \in \mathcal{M}_{0}^{h}}\left\|\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\eta_{s}}-\lambda_{0}^{h}\right\|_{H^{-\frac{3}{2}}(\Gamma)}+\inf _{\lambda_{1}^{h} \in \mathcal{M}_{1}^{h}}\left\|\Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}-\lambda_{1}^{h}\right\|_{H^{-\frac{1}{2}}(\Gamma)} & \Gamma \| \eta_{s},  \tag{3.73}\\ \inf _{\lambda_{0}^{h} \in \mathcal{M}_{0}^{h}}\left\|\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\xi_{s}}-\lambda_{0}^{h}\right\|_{H^{-\frac{3}{2}}(\Gamma)}+\inf _{\lambda_{1}^{h} \in \mathcal{M}_{1}^{h}}\left\|\Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}-\lambda_{1}^{h}\right\|_{H^{-\frac{1}{2}}(\Gamma)} & \Gamma \| \xi_{s},\end{cases}
$$

where

$$
\begin{equation*}
r_{\eta_{s}}=\partial_{\eta_{s}}\left(\Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}\left|\Gamma^{\prime}\right|\right) \frac{1}{\left|\Gamma^{\prime}\right|}, \quad r_{\xi_{s}}=\partial_{\xi_{s}}\left(\Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}\left|\Gamma^{\prime}\right|\right) \frac{1}{\left|\Gamma^{\prime}\right|} \tag{3.74}
\end{equation*}
$$

with

$$
\begin{array}{ll}
\left|\Gamma^{\prime}\right|=\sqrt{\frac{\partial x^{2}}{\partial \eta_{s}}+\frac{\partial y^{2}}{\partial \eta_{s}}} & \Gamma \| \eta_{s}  \tag{3.75}\\
\left|\Gamma^{\prime}\right|=\sqrt{\frac{\partial x^{2}}{\partial \xi_{s}}+\frac{\partial y^{2}}{\partial \xi_{s}}} & \Gamma \| \xi_{s}
\end{array}
$$

and $c_{b}$ is a constant independent of the mesh size.

Proof. Here we only discuss the stituation where $\Gamma \| \eta_{s}$. By Green's theorem, we have that

$$
\begin{align*}
a_{b}\left(u-u^{h}, w^{h}\right) & =a_{b}\left(u, w^{h}\right)-\left\langle f, w^{h}\right\rangle_{\Omega} \\
& =\left\langle\Delta^{2} u, w^{h}\right\rangle_{\Omega}+\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma} \Delta u\left[\frac{\partial w^{h}}{\partial \mathbf{n}}\right]_{\Gamma} d \Gamma-\int_{\Gamma} \frac{\partial \Delta u}{\partial \mathbf{n}}\left[w^{h}\right]_{\Gamma} d \Gamma\right)-\left\langle f, w^{h}\right\rangle_{\Omega} \\
& =\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma} \Delta u\left[\frac{\partial w^{h}}{\partial \mathbf{n}}\right]_{\Gamma} d \Gamma-\int_{\Gamma} \frac{\partial \Delta u}{\partial \mathbf{n}}\left[w^{h}\right]_{\Gamma} d \Gamma\right)  \tag{3.76}\\
& =\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma} \Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \xi_{s}}\right]_{\Gamma} d \Gamma+\int_{\Gamma} \Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \eta_{s}}\right]_{\Gamma} d \Gamma-\int_{\Gamma} \frac{\partial \Delta u}{\partial \mathbf{n}}\left[w^{h}\right]_{\Gamma} d \Gamma\right),
\end{align*}
$$

where the second term can be rewritten as

$$
\begin{align*}
\int_{\Gamma} \Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \eta_{s}}\right]_{\Gamma} d \Gamma & =\int_{0}^{1} \Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \eta_{s}}\right]_{\Gamma}\left|\Gamma^{\prime}\right| d \eta_{s} \\
& =-\int_{0}^{1} \partial_{\eta_{s}}\left(\Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}}\left|\Gamma^{\prime}\right|\right)\left[w^{h}\right]_{\Gamma} d \eta_{s}  \tag{3.77}\\
& =-\int_{\Gamma} r_{\eta_{s}}\left[w^{h}\right]_{\Gamma} d \Gamma .
\end{align*}
$$

Hence,

$$
\begin{equation*}
a_{b}\left(u-u^{h}, w^{h}\right)=\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma} \Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \xi_{s}}\right]_{\Gamma} d \Gamma-\int_{\Gamma}\left(\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\eta_{s}}\right)\left[w^{h}\right]_{\Gamma} d \Gamma\right) . \tag{3.78}
\end{equation*}
$$

Next, using the constraints in the definition of the function space $\mathcal{K}_{b}^{h}$, we have that, for any $\lambda_{0}^{h}, \lambda_{1}^{h} \in$ $\mathcal{M}_{0}^{h} \times \mathcal{M}_{1}^{h}$,

$$
\begin{align*}
\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma}\left(\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\eta_{s}}\right)\left[w^{h}\right]_{\Gamma} d \Gamma\right) & =\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma}\left(\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\eta_{s}}-\lambda_{0}^{h}\right)\left[w^{h}\right]_{\Gamma} d \Gamma\right)  \tag{3.79}\\
& \leq \sum_{\Gamma \in \mathbf{S}}\left\|\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\eta_{s}}-\lambda_{0}^{h}\right\|_{H^{-\frac{3}{2}}(\Gamma)}\left(\left\|w_{s}^{h}\right\|_{H^{\frac{3}{2}}(\Gamma)}+\left\|w_{m}^{h}\right\|_{H^{\frac{3}{2}}(\Gamma)}\right),
\end{align*}
$$

and

$$
\begin{align*}
\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma} \Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}\left[\frac{\partial w^{h}}{\partial \xi_{s}}\right]_{\Gamma} d \Gamma\right) & =\sum_{\Gamma \in \mathbf{S}}\left(\int_{\Gamma}\left(\Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}-\lambda_{1}^{h}\right)\left[\frac{\partial w^{h}}{\partial \xi_{s}}\right]_{\Gamma} d \Gamma\right) \\
& \leq \sum_{\Gamma \in \mathbf{S}}\left\|\Delta u \frac{\partial \xi_{s}}{\partial \mathbf{n}}-\lambda_{1}^{h}\right\|_{H^{-\frac{1}{2}}(\Gamma)}\left(\left\|\frac{\partial w_{s}^{h}}{\partial \xi_{s}}\right\|_{H^{\frac{1}{2}(\Gamma)}}+\left\|\frac{\partial w_{m}^{h}}{\partial \xi_{s}}\right\|_{H^{\frac{1}{2}(\Gamma)}}\right) \tag{3.80}
\end{align*}
$$

From the trace theorem, we obtain the following conclusion:

$$
\begin{equation*}
\sup _{w^{h} \in \mathcal{K}_{b}^{h} \backslash\{0\}} \frac{\left|a_{b}\left(u-u^{h}, w^{h}\right)\right|}{\left\|w^{h}\right\|_{H_{*}^{2}(\Omega)}} \leq c_{b} \sum_{\Gamma \in S}\left(\inf _{\left.\lambda_{0}^{h} \in \mathcal{M}_{0}^{h}\left\|\frac{\partial \Delta u}{\partial \mathrm{n}}+r_{\eta_{s}}-\lambda_{0}^{h}\right\|_{H^{-\frac{3}{2}}(\mathrm{\Gamma})}+\inf _{\lambda_{1}^{h} \in \mathcal{M}_{1}^{h}}\left\|\Delta u \frac{\partial \xi_{s}}{\partial \mathrm{n}}-\lambda_{1}^{h}\right\|_{H^{-\frac{1}{2}}(\mathrm{\Gamma})}\right) . . . . .} .\right. \tag{3.81}
\end{equation*}
$$

Hence, the error of finite element approximations in the broken $H_{*}^{2}(\Omega)$ norm are bounded by the best $H^{2}(\Omega)$ approximation of $u^{h} \in \mathcal{K}_{b}^{h}$ and the best approximations of $\mu_{0}^{h} \in \mathcal{M}_{0}^{h}, \mu_{1}^{h} \in \mathcal{M}_{1}^{h}$ in $H^{-\frac{3}{2}}(\Gamma)$ and $H^{-\frac{1}{2}}(\Gamma)$, respectively.

Now, let $P_{0}$ and $P_{1}$ be $L^{2}$ projection operators in $\mathcal{M}_{0}^{h}$ and $\mathcal{M}_{1}^{h}$. Then the approximation of $u$ in the fractional Sobolev space $H^{s-\frac{1}{2}}(\Gamma)$ is given by [50], [96]

$$
\begin{equation*}
\left\|u-P_{i} u\right\|_{L^{2}(\Gamma)} \leq C h^{\min \left\{s,\left(p_{i}\right)+1\right\}-\frac{1}{2}}\|u\|_{H^{s-\frac{1}{2}}(\Gamma)}, \quad i \in\{0,1\} \tag{3.82}
\end{equation*}
$$

where $p_{0}$ and $p_{1}$ are the polynomial order that $\mathcal{M}_{0}^{h}$ or $\mathcal{M}_{1}^{h}$ reproduce, respectively.
Now, recalling the standard Aubin-Nitsche duality argument [91], [97] and applying estimates (3.82) and the trace theorem, we get

$$
\left\{\begin{array}{l}
\left\|u-P_{0} u\right\|_{H^{-\frac{3}{2}}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\frac{3}{2}}\left\|u-P_{0} u\right\|_{L^{2}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\min \left\{s, p_{0}+1\right\}+1}\|u\|_{H^{s-\frac{1}{2}}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\min \left\{s, p_{0}+1\right\}+1}\|u\|_{H^{s}\left(\Omega_{k}\right)},  \tag{3.83}\\
\left\|u-P_{1} u\right\|_{H^{-\frac{1}{2}}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\frac{1}{2}}\left\|u-P_{1} u\right\|_{L^{2}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\min \left\{s, p_{1}+1\right\}}\|u\|_{H^{s-\frac{1}{2}}\left(\partial \Omega_{k}\right)} \leq C h_{k}^{\min \left\{s, p_{1}+1\right\}}\|u\|_{H^{s}\left(\Omega_{k}\right)} .
\end{array}\right.
$$

Although the approximation power of $\mathcal{K}_{b}^{h}$ remains unknown, the ability of $\mathcal{X}_{b}^{h}$ to approximate functions $u \in H^{s}(\Omega)$ is given by

$$
\begin{equation*}
\inf _{v^{h} \in X_{b}^{h}}\left\|u-v^{h}\right\|_{H^{l}\left(\Omega_{k}\right)} \leq C h_{k}^{\min \{s, p+1\}-l}\|u\|_{H^{s}\left(\Omega_{k}\right)} \tag{3.84}
\end{equation*}
$$

where $p$ is the polynomial order that $\mathcal{X}_{b}^{h}$ reproduces. In order to find the best approximation error of $\mathcal{K}_{b}^{h}$, we need the following assumption:

Assumption 1. (inf-sup) Assume that the bilinear functionals $b_{0}(\cdot, \cdot)$ and $b_{1}(\cdot, \cdot)$ are inf-sup stable in the discretized formulation, i.e., there exist positive constants $\beta_{0}$ and $\beta_{1}$ independent of the mesh
size such that

$$
\begin{align*}
& \inf _{\mu_{0}^{h} \in \mathcal{M}_{0}^{h}} \sup _{u^{h} \in \mathcal{X}_{b}^{h} \backslash\{0\}} \frac{b_{0}\left(\mu_{0}^{h}, u\right)}{\left\|u^{h}\right\|_{H_{*}^{2}}\left\|\mu_{0}^{h}\right\|_{H^{-\frac{3}{2}}}} \geq \beta_{0}  \tag{3.85}\\
& \inf _{\mu_{1}^{h} \in \mathcal{M}_{1}^{h}} \sup _{u^{h} \in X_{b}^{h} \backslash\{0\}} \frac{b_{1}\left(\mu_{0}^{h}, u\right)}{\left\|u^{h}\right\|_{H_{*}^{2}}\left\|\mu_{1}^{h}\right\|_{H^{-\frac{1}{2}}}} \geq \beta_{1} \tag{3.86}
\end{align*}
$$

Now we may bound the best approximation error of $\mathcal{K}_{b}^{h}$ by the best approximation error of $X_{b}^{h}$ via the following result.

Theorem 3. Under Lemma 2 and Assumption 1, we have that, for any $u \in \mathcal{K}_{b}$,

$$
\begin{equation*}
\inf _{v^{h} \in \mathcal{K}_{b}^{h}}\left\|u-v^{h}\right\|_{H_{*}^{2}} \leq\left(1+\frac{C_{b}}{\beta}\right) \inf _{w^{h} \in \mathcal{X}_{b}^{h}}\left\|u-w^{h}\right\|_{H_{*}^{2}} \tag{3.87}
\end{equation*}
$$

where $\beta=\min \left(\beta_{0}, \beta_{1}\right), C_{b}=\max \left(C_{b_{0}}, C_{b_{1}}\right)$.
Proof. See [92] or [48].
The optimality of $u^{h} \in \mathcal{K}_{b}^{h}$ in $H_{*}^{2}$ requires the inf-sup stability of the bilinear functionals $b_{0}$ and $b_{1}$. The analytical study of the inf-sup stability of these functionals is beyond the scope of this research. Instead, we demonstrate the approximation ability of $\mathcal{K}_{b}^{h}$ by directly conducting $H_{*}^{2}$ projection in different numerical examples. We may now give the final estimate:

Theorem 4. Given Assumption 1, we have that, on a smooth discretization i.e. $\mathbf{F}_{i} \in\left(C^{\infty}\left(\Omega_{i}\right)\right)^{2}$, for any $u \in H^{s}(\Omega)$,

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{H_{*}^{2}(\Omega)}^{2} \leq C \sum_{k=1}^{K} h_{k}^{2 \sigma}\|u\|_{H^{s}\left(\Omega_{k}\right)}^{2}, \tag{3.88}
\end{equation*}
$$

where $\sigma=\min \left\{s-2, p-1, p_{0}+2, p_{1}+1\right\}$.

Hence, for a smooth solution $u$, the optimality of the finite element approximation of the proposed method requires that $p_{0} \geq p-3$ and $p_{1} \geq p-2$.

Remark 6. Theorem 2 gives meaning to the Lagrange multipliers. In other words,

$$
\left\{\begin{array} { l } 
{ \lambda _ { 0 } = \frac { \partial \Delta u } { \partial \mathbf { n } } + r _ { \eta _ { s } } , }  \tag{3.89}\\
{ \lambda _ { 1 } = \Delta u \frac { \partial \xi _ { s } } { \partial \mathbf { n } } , }
\end{array} \quad \Gamma \| \eta _ { s } \quad \text { or } \quad \left\{\begin{array}{l}
\lambda_{0}=\frac{\partial \Delta u}{\partial \mathbf{n}}+r_{\xi_{s}}, \\
\lambda_{1}=\Delta u \frac{\partial \eta_{s}}{\partial \mathbf{n}},
\end{array} \quad \Gamma \| \xi_{s}\right.\right.
$$

If we apply the conventional $C^{1}$ constraints $[u]_{\Gamma}=0$ and $\left[\frac{\partial u}{\partial \mathbf{n}}\right]_{\Gamma}=0$, then

$$
\left\{\begin{array}{l}
\lambda_{0}=\frac{\partial \Delta u}{\partial \mathbf{n}}  \tag{3.90}\\
\lambda_{1}=\Delta u
\end{array}\right.
$$

### 3.5 Numerical examples

In this section, we investigate the performance of the proposed method using both global and Bézier dual basis functions on several challenging benchmark problems. The first example is a two-patch coupling problem, where different discretizations and parameterizations are studied. To investigate the influence of the number of in-domain vertices, a three-patch coupling and a five-patch coupling problem are studied. The approximation errors of each benchmark problem are studied through the use of $H_{*}^{2}$ projection. To also demonstrate the advantages of the proposed coupling method for $2^{\text {nd }}$ order problems, we consider the transverse vibrations of an elastic membrane on a nine-patch square domain. For the two-patch cases, results computed using the global dual basis are labeled $\mathrm{G}-Q_{i}$ while results computed using the Bézier dual basis are labeled B- $Q_{i}$. The subscript $i$ denotes the degree. For the multi-patch cases, the methods tested are summarized in Table 3.1. All problems are solved with the conjugate gradient module in Eigen [71].

### 3.5.1 The approximation power of dual basis functions

We study the approximation power of both global and Bézier dual basis functions by considering the $L^{2}$ projection of a sinusoid function $u(x)=\sin (4 \pi x)$ onto the domain $[0,1]$. The $L^{2}$-error of the Bézier dual basis is compared to that of the global dual basis in Figure 3.10. It can be seen that the global dual basis functions, as predicted, converge optimally while the conver-

Table 3.1: Summary of all the methods tested in Section 3.5.

| Method | Description | Optimality |
| :--- | :--- | :--- |
| MG- $Q_{i}$ | Using the global dual basis with the multi-patch treatment <br> described in Section 3.3.2. | Yes |
| MB- $Q_{i}$ | Using the Bézier dual basis with the multi-patch treatment <br> described in Section 3.3.2. The coarsening procedure fol- <br> lows (3.58). | No, early domina- <br> tion of the consis- <br> tency error. |
| OG- $Q_{i}$ | Using the global dual basis with the multi-patch treatment <br> described in Section 3.3.2. | No, the formulation <br> is not inf-sup sta- <br> ble. |
| OB- $Q_{i}$ | Using the Bézier dual basis with the multi-patch treatment <br> described in Section 3.3.2. | No, but the dom- <br> ination of the <br> consistency error is <br> postponed. |

gence of Bézier dual basis functions is sub-optimal and the error is $O(h)$ for all tested polynomial degrees.


Figure 3.10: A comparison of the convergence rates for global and Bézier dual basis functions for the $L^{2}$ projection of a sine function $u(x)=\sin (4 \pi x)$ onto the domain $[0,1]$.

To better understand the cause of the poor approximation of the Bézier dual basis, we consider the polynomial reproduction properties of the Bézier dual basis. The domain $\Omega$ is uniformly partitioned into two elements since the Bézier dual basis is equivalent to the global dual basis on a one element domain. The $L^{2}$ approximation of the $n^{t h}$ order Legendre polynomial is evaluated. From this test, we can see that the Bézier dual basis functions can only reproduce the constant function. The result for the $3^{\text {rd }}$ order Bézier dual basis is shown in Figure 4.2. There are significant discrepancies between the dual approximations and the corresponding polynomials for all Legendre polynomials except the constant function. From the approximation theory, to achieve $p^{\text {th }}$ order convergence rates requires the reproduction of polynomials up to $p-1^{\text {th }}$ order. This explains the sub-optimality of the Bézier dual basis in $L^{2}$ projection. Moreover, for the same mesh, the error increases as the polynomial order increases.

The sub-optimality of the Bézier dual basis may deteriorate the finite element approximation. From Theorem 4 and an Aubin-Nitsche duality argument, the expected convergence rates of the proposed method with the Bézier dual basis are 1 in the $H_{*}^{2}$ norm and 2 in the $L^{2}$ norm. Although the poor approximation power is currently a flaw in the Bézier dual basis, its local support and straightforward construction make it an appealing choice in practical use. Additionally, we have recently developed a technique that restores the optimal approximation of the Bézier dual basis without appreciably changing the simplicity of construction. These results will be reported in the following chapter.

### 3.5.2 The biharmonic problem on a two-patch domain

We now solve the biharmonic problem $\Delta^{2} u=f$ on a square domain $\Omega=(0,1) \times(0,1)$. A manufactured solution is given by

$$
\begin{equation*}
u(x, y)=\sin (2 \pi x) \sin (2 \pi y)(x y(x-1)(y-1))^{2} . \tag{3.91}
\end{equation*}
$$

This solution satisfies the homogeneous Dirichlet boundary condition ( $u=\frac{\partial u}{\partial \mathbf{n}}=0$ ) and is shown in Figure 3.12d. The domain $\Omega$ is decomposed into two patches $\Omega_{1}=(0,0.4) \times(0,1)$ and $\Omega_{2}=$ $(0.4,1) \times(0,1)$, as shown in Figure 3.12. The right-hand side function $f$ can be obtained by applying the biharmonic operator to $u$.


Figure 3.11: The Legendre polynomials (-) and the corresponding best $L^{2}$ approximations (—) by $3^{\text {rd }}$ order Bézier dual basis functions defined on a two element domain. Bézier dual basis functions can only replicate the constant function.

The sparsity patterns for the stiffness matrices corresponding to the uncoupled problem, the coupled problem using the global dual basis, and the coupled problem using the Bézier dual basis are shown in Figure 3.13. Note that the matrix constructed using the global dual basis is denser than the matrix constructed using the Bézier dual basis.

We conduct convergence studies for $p=2,3,4,5$ in both the $L^{2}$ and $H_{*}^{2}$ norms for the mesh shown in Figure 3.12a. The results are shown in Figure 3.14. Notice that despite the poor approximability of the Bézier dual basis it performs surprisingly well in practice. As can be seen, both

(a) Simple non-conforming mesh

(b) Distorted non-conforming mesh

(c) non-conforming mesh with mismatched parameterizations
(d) The manufactured solution

Figure 3.12: The discretizations of the domain $\Omega$ ((a) - (c)) and the manufactured solution (d) with the property $u=\frac{\partial u}{\partial \mathbf{n}}=0$ on $\partial \Omega$ for the problem in Section 3.5.2.
the global and Bézier dual basis obtain optimal convergence rates in both norms for all polynomial degrees. In fact, the convergence plots are almost identical between the global and Bézier dual basis. The influence of the consistency error of the Bézier dual basis cannot be observed for all tested polynomial degrees. We conjecture that for biharmonic problems, the coefficient $c_{b}$ in (3.81) is so small that the contribution of the consistency error in the finite element approximation is negligible.

To study the performance of the proposed method in the presence of mesh distortion and mismatched parameterizations, we consider the meshes shown in Figure 3.12b and 3.12c. For the distorted mesh, shown in Figure 3.12b, the proposed method with both global and Bézier dual basis functions perform similarly with optimal convergence rates being achieved in all cases as shown in Figure 3.15.


Figure 3.13: Stiffness matrix sparsity patterns for (a) the uncoupled linear system, (b) the coupled linear system using the global dual basis, and (c) the coupled linear system using the Bézier dual basis for the problem in Section 3.5.2. The stiffness matrices are computed from the two-patch domain in Figure 3.12a after 4 levels of refinement.

For the mesh with mismatched parameterizations, shown in Figure 3.12c, the convergence behavior of the Bézier dual basis, though optimal, deterioriates relative to the global dual basis as shown in Figure 3.16. This indicates that the Bézier dual basis is more sensitive to mesh distortion than the global dual basis. Interestingly, as the mesh is refined, the results obtained using the

| $\Delta$ | $\mathrm{G}-Q_{2}$ | $-\Delta$ | $\mathrm{G}-Q_{3}$ | $-\Delta$ | $\mathrm{G}-Q_{4}$ | $-\star$ | $\mathrm{G}-Q_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-\star-$ | $\mathrm{B}-Q_{2}$ | $-\star-$ | $\mathrm{B}-Q_{3}$ | $-\star-$ | $\mathrm{B}-Q_{4}$ | $-\star$ | $\mathrm{B}-Q_{5}$ |



|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |



Figure 3.14: Convergence plots for the mesh shown in Figure 3.12a. Left: error measured in the $L^{2}$ norm. Right: error measured in the $H_{*}^{2}$ norm.
$5^{\text {th }}$ order global dual basis become sub-optimal. We speculate that this is caused by an inf-sup instability in this specific problem.

For the degree mismatched case shown in Figure 3.12a, the convergence rates are between $p_{\text {left }}+1$ and $p_{\text {left }}+2$ in the $L^{2}$ norm, and between $p_{\text {left }}-1$ and $p_{\text {left }}$ in the $H_{*}^{2}$ norm as expected for all cases and shown in Figure 3.17.


Figure 3.15: Convergence plots for the mesh shown in Figure 3.12b. Left: error measured in the $L^{2}$ norm. Right: error measured in the $H_{*}^{2}$ norm.


| $\Delta$ | $\mathrm{G}-Q_{2}$ | $\Delta$ | $\mathrm{G}-Q_{3}$ | $\Delta$ | $\mathrm{G}-Q_{4}$ | $\Delta$ | $\mathrm{G}-Q_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $-\star-$ | $\mathrm{B}-Q_{2}$ | $-\star-$ | $\mathrm{B}-Q_{3}$ | $-\star-$ | $\mathrm{B}-Q_{4}$ | $-\star-$ | $\mathrm{B}-Q_{5}$ |




Figure 3.16: Convergence plots for the mesh shown in Figure 3.12c. Left: error measured in the $L^{2}$ norm. Right: error measured in the $H_{*}^{2}$ norm.


Figure 3.17: Convergence plots for the mesh shown in Figure 3.12a with mismatched degrees. Left: error measured in the $L^{2}$ norm. Right: error measured in the $H_{*}^{2}$ norm.

Although a functional analysis of the contribution of the consistency error in the finite element approximation error is beyond the scope of this research and postponed for future work, here we study the influence of the consistency error in a numerical manner. Since the finite element error is composed of the approximation error and the consistency error, the effect of the consistency
error can be demonstrated by a comparison between the finite element error and the approximation error. The approximation error is the best $H_{*}^{2}$ approximation of $u$ in the discretized weak $C^{1}$ space $\mathcal{K}_{b}^{h}$, which is given as: find $u \in \mathcal{K}_{b}^{h}$ such that

$$
\begin{equation*}
\left\langle v^{h}, u^{h}\right\rangle_{H_{*}^{2}}=\left\langle v^{h}, u\right\rangle_{H_{*}^{2}} \quad \forall v^{h} \in \mathcal{K}_{b}^{h} . \tag{3.92}
\end{equation*}
$$

Plots of the approximation error for the proposed method for the meshes shown in Figure 3.12 are shown in Figure 3.18. As can be seen, the convergence plots of the approximation error are identical to those of the finite element error in the $H_{*}^{2}$ norm. The approximation errors for all cases are no more than $1 \%$ smaller than their finite element counterparts, which confirms our conjecture that the contribution of the best approximation error for the Lagrange multipliers (the consistency error) are negligible for the problems we tested. In addition, the approximation error plots for the global dual basis also demonstrate wavy and less asymptotic behavior. For the $p=5$ mismatched non-conforming mesh case it also suffers from reduced convergence rates, which confirms that the main cause of this phenomena in the finite element approximation is due to the inf-sup instability.

### 3.5.3 The biharmonic problem on multi-patch domains

## The biharmonic problem on a three-patch domain

We now examine the proposed method for multi-patch coupling. We first solve a biharmonic problem with the manufactured solution

$$
\begin{equation*}
u(x, y)=\sin (2 \pi x) \sin (2 \pi y)(y(3 x-y)(3 x+2 y-9))^{2}, \tag{3.93}
\end{equation*}
$$

on the triangular domain decomposed into three patches as shown in Figure 3.19. Both multi-patch treatments are tested in this problem.

The results are shown in Figure. 3.20. As can be seen, the MG method yields optimal convergence rates in both measures for all tested polynomial orders. The MB method, on the other hand, yields $O(h)$ convergence in $H_{*}^{2}$ norm and $O\left(h^{2}\right)$ convergence in $L^{2}$ norm. The poor performance of the MB method is due to the consistency error, which can be verified by the optimal


Simple non-conforming mesh


Mismatched non-conforming mesh

| $\triangle$ | G- $Q_{2}$ | $\triangle$ | G- $Q_{3}$ |  | $\triangle$ | G- $Q_{4}$ |  |  |  | G-Q |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - A- | $\mathrm{B}-Q_{2}$ | - | $\mathrm{B}-Q_{3}$ |  | A- | B- $Q_{4}$ |  |  |  | -Q |



Distorted non-conforming mesh


Degree mismatched non-conforming mesh

Figure 3.18: Convergence plots of the approximation error for the two-patch coupling problem shown in Figure 3.12 and described in Section 3.5.2.
convergence rates in the approximation error (see Figure 3.21). Moreover, for $p=3,4,5$, the finite element error increases as the polynomial order increases, which is consistent with the approximation power of the Bézier dual basis (see Figure 3.10). Nevertheless, despite the sub-optimal convergence for certain circumstances, the MB method still converges asymptotically for all tested cases. The OG method yields optimal results for all tested polynomial orders except $p=5$. The sub-optimal rate for $p=5$ in both the $L^{2}$ and $H_{*}^{2}$ norms is due to the approximation error (see

(a) Non-conforming mesh
(b) The manufactured solution

Figure 3.19: The non-conforming three-patch domain and the manufactured solution for the problem in Section 3.5.3.

Figure 3.21). Although the consistency error still influences the finite element approximation of the OB method, the error level at which the consistency error dominates is much lower ( $10^{4}$ times lower in the $L^{2}$ norm and $10^{3}$ times lower in the $H_{*}^{2}$ norm) than that of the MB method. As a result, for $p=2,3,4$, the results obtained from the OB method demonstrate optimal convergence with sub-optimal convergence only occurring at the finest mesh for $p=5$. The approximation error for both the MB and OB methods are optimal for all tested polynomial orders, which indicates the inf-sup stability of the proposed method with the Bézier dual basis.

## The biharmonic problem on a five-patch domain

To further study the effect of in-domain vertices, we solve a biharmonic problem on a five-patch domain, as shown in Figure 3.22, with the manufactured solution

$$
\begin{equation*}
u(x, y)=\sin (2 \pi x)^{2} \sin (2 \pi y)^{2} . \tag{3.94}
\end{equation*}
$$

The convergence behavior for all methods is shown in Figure 3.23. The approximation error plots are shown in Figure 3.24. The results are similar to that of the three-patch case. For the global dual basis, the MG method gives optimal convergence rates for both the $L^{2}$ and $H^{2}$ norms, while the OG method has an inf-sup instability, which disrupts convergence rates for fine meshes. The OB method postpones the domination of the consistency error (i.e., postponed from


Figure 3.20: Convergence plots for the three-patch problem in Section 3.5.3. Left: error measured in $L^{2}$ norm. Right: error measured in $H_{*}^{2}$ norm.
$10^{-3}$ and $10^{-1}$ to $10^{-7}$ and $10^{-4}$ in the $L^{2}$ and $H^{2}$ norm, respectively) and significantly improves convergence rates.

### 3.5.4 Transverse vibrations of an elastic membrane

We now study the OB method in the context of a $2^{\text {nd }}$-order eigenvalue problem. Of particular interest is the behavior of the highest frequencies in the system since they govern the critical timestep size in an explicit time-stepping scheme. In particular, we consider the transverse vibration of a square, elastic membrane on the domain $[0,3] \times[0,3]$ with the nonconforming discretiza-

|  |  |
| :---: | :---: |
|  |  |




Figure 3.21: Convergence plots of the approximation error for non-conforming three-patch coupling in Section. 3.5.3.

$\begin{array}{ll}\text { (a) Non-conforming mesh } & \text { (b) The manufactured solution }\end{array}$
Figure 3.22: The non-conforming five-patch domain parameterization and the manufactured solution in Section 3.5.3.
tion shown in Figure 3.25. The natural frequencies and modes are governed by

$$
\left\{\begin{align*}
\nabla^{2} u(x, y)+\omega^{2} u(x, y) & =0, \text { in } \Omega,  \tag{3.95}\\
u(x, y) & =0 \text { on } \partial \Omega,
\end{align*}\right.
$$

where $\omega$ is the natural frequency. The exact natural frequencies are


Figure 3.23: Convergence plots for the five-patch problem in Section 3.5.3. Left: error measured in $L^{2}$ norm. Right: error measured in $H_{*}^{2}$ norm.

$$
\begin{equation*}
\omega_{m n}=\pi \sqrt{\left(\frac{m}{L}\right)^{2}+\left(\frac{n}{L}\right)^{2}}, \quad m, n=1,2,3, \ldots \tag{3.96}
\end{equation*}
$$

where $L$ is the length of the boundary.
The highest computed eigenvalues for the OB method are given in Table 3.2. As can be seen, the weak $C^{1}$ coupling dramatically reduces the highest eigenvalues for all tested cases. The effect becomes more significant as the polynomal degree is increased. For $p=5$, the highest eigenvalue obtained through weak $C^{1}$ coupling is $\frac{3}{5}$ of that obtained through weak $C^{0}$ coupling.


Figure 3.24: Convergence plots of the approximation error for non-conforming five-patch coupling in Section. 3.5.3.

The normalized discrete spectra for $p=5$ are shown in Figure 3.26. In this case, weak $C^{1}$ coupling improves the behavior of the entire spectra.


Figure 3.25: The non-conforming nine-patch domain parameterization for the eigenvalue problem in Section 3.5.4.

### 3.6 Conclusion

In this chapter, we present a dual mortar formulation for the biharmonic problem and investigate its properties analytically and numerically. With the help of the dual mortar suitable $C^{1}$ constraint, the biorthogonality between the dual basis functions and the corresponding primal spline

Table 3.2: The highest eigenvalues obtained by solving the eigenvalue problem for the square domain (see Figure 3.25)

| Refine | OB- $Q_{2}$ |  | OB- $Q_{3}$ |  | OB- $Q_{4}$ |  | OB- $Q_{5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C^{0}$ | $C^{1}$ | $C^{0}$ | $C^{1}$ | $C^{0}$ | $C^{1}$ | $C^{0}$ | $C^{1}$ |
| 0 | 16.12 | 11.47 | 24.76 | 16.36 | 35.38 | 22.56 | 48.48 | 29.43 |
| 1 | 20.97 | 17.41 | 29.39 | 20.86 | 41.41 | 26.91 | 54.60 | 34.18 |
| 2 | 31.30 | 28.04 | 43.60 | 30.39 | 60.49 | 37.35 | 79.57 | 46.82 |
| 3 | 54.04 | 52.61 | 78.60 | 51.09 | 108.47 | 61.75 | 141.44 | 81.53 |



Figure 3.26: Normalized discrete spectra using $p=5$. Results are obtained after three uniform refinements.
basis functions can be extended to the discretized $C^{1}$ constraint matrix. Hence, the condensed stiffness matrix can be formed efficiently without the need to solve linear systems associated with each intersection. Furthermore, the condensed stifness matrix remains sparse if the dual basis functions are compactly supported, which is the case for the Bézier dual basis.

Due to the presence of in-domain vertices, some control points may serve as both slave and master. To overcome this we propose two solutions. The first method localizes the constraints to the neighborhood of each vertex and solves for the null space of a localized linear system. The second method reduces the number of constraints at each vertex by reducing the number of degrees of freedom of the dual basis. For both cases, when the Bézier dual basis is used, the resulting linear
systems are sparse. A suite of numerical experiments demonstrate the effectiveness of the proposed approach.

## CHAPTER 4. THE ENRICHED BÉZIER DUAL BASIS

In the previous chapter, we studied the approximation power of the Bézier dual basis and the cause of their sub-optimality is the lack of polynomial reproduction. The sub-optimality of the Bézier dual basis deteriorates the finite element approximation when is used as the discretization of Lagrange multiplier. The development of dual basis functions that are able to reproduce higher order polynomials while maintain compact support is crucial for the implementation of the dual mortar formulation in the previous chapter.

Dual functional of splines was first introduced by de Boor and Fix [98] to develop a quasiinterpolation operator for splines. Later on, de Boor presented dual basis functions in [99]. Thomas et al. [85] introduced the Bézier projection operator as an efficient replacement of global $L^{2}$ projection. The dual basis induced by Bézier projection operator has been utlized in [82], [84] for alleviating locking and patch coupling, correspondingly. In the finite element framework, the construction of dual basis function with optimal appxoimation power was first presented in [100]. In [101], Lamichhane and Wohlmuth introduced locally supported and continuous dual basis functions for quadratic finite elements. Later on, Lamichhane and Wohlmuth developed a group of dual basis that have the same support as the nodal finite element basis and possess adequate approximation power. Very recently, Wunderlich et al. [102] extend the formulation in [100] to the context of isogeometric analysis.

However, the construction algorithm in [100] calls the assembly routine twice-the first call is to construct dual basis with minimal support while the enrichment of dual basis is finished in the second call, which is inconvenient from the implementation perspective. Moreover, the condition numbers of a series of linear problems solved in [100] grow at the rate $p$, which may not be an issue for lower order basis. However, this may pollute results from higher order basis on large scale problems.


Figure 4.1: A Bernstein basis (left) and the corresponding dual basis (right) of degree $p=2$ defined over the knot vector $\{0,0,0,1 / 3,2 / 3,1,1,1\}$. Note that each dual basis has the same support as the corresponding primal basis function.

Based the formulation given in [100], we propose a quadrature-free algorithm to efficiently construct enriched dual basis functions that reproduce polynomial up to a given degree. The linear systems solved in our algorithm is independent of the mesh size. Hence, there is no needs to take care of the conditioning. In addition, we utilize the enriched dual basis in the dual mortaring of $4^{\text {th }}$ order problems.

### 4.0.1 Dual basis functions

## Bernstein dual basis functions

For a primal Bernstein basis $\mathbf{B}$, a dual basis $\hat{\mathbf{B}}$ can be formulated by simply using the inverse Gramian as

$$
\begin{equation*}
\hat{\mathbf{B}}=\mathbf{G}^{-1} \mathbf{B} . \tag{4.1}
\end{equation*}
$$

A graphical depiction of a Bernstein basis and the corresponding dual basis is shown in Figure 4.1. The Bernstein dual basis $\hat{\mathbf{B}}$ has the following important properties:

- compact support. The Bernstein dual basis is locally supported and each dual basis has the same support as the corresponding primal basis function, i.e., $\operatorname{supp}\left(\hat{B}_{i}\right)=\operatorname{supp}\left(B_{i}\right)$.
- Polynomial completeness. The space spanned by the dual basis is the same as the space spanned by the primal Bernstein basis, i.e., $\operatorname{span}\{\hat{\mathbf{B}}\}=\operatorname{span}\{\mathbf{B}\}=\mathcal{X}$.


## B-spline dual basis functions

For a primal B-spline basis $\mathbf{N}$, a dual basis $\hat{\mathbf{N}}$ can be formulated abstractly as

$$
\begin{equation*}
\left\langle\hat{N}_{i}, N_{j}\right\rangle_{\Omega}:=\int_{\Omega} \hat{N}_{i} N_{j} d \Omega=\delta_{i j} \tag{4.2}
\end{equation*}
$$

We denote the spans of $\mathbf{N}$ and $\hat{\mathbf{N}}$ by $\mathcal{N}, \hat{\mathcal{N}} \subset \mathcal{X}$, respectively.
We can also introduce a pair of quasi-interpolation operators

$$
\begin{equation*}
I_{\mathcal{N}} u=\sum_{i}\left\langle\hat{N}_{i}, u\right\rangle_{\Omega} N_{i}, \text { and } \mathcal{I}_{\hat{\mathcal{N}}} u=\sum_{i}\left\langle N_{i}, u\right\rangle_{\Omega} \hat{N}_{i} . \tag{4.3}
\end{equation*}
$$

Remark 7. Both $\mathcal{I}_{\mathcal{N}}$ and $I_{\hat{\mathcal{N}}}$ are projection operators, i.e., for all $u \in \mathcal{N}, v \in \hat{\mathcal{N}}, \mathcal{I}_{\mathcal{N}} u=u$ and $I_{\hat{\mathcal{N}}^{\nu}}=v$.

The construction of a B-spline dual basis with the same properties as the Bernstein dual basis, i.e., compact support and polynomial completeness, is challenging. A globally supported Bspline dual basis with polynomial completeness can be constructed using an inverse Gramian (see Equation (4.1)). On the other hand, a locally supported B-spline dual basis which does not have polynomial completeness can be constructed using the Bézier extraction procedure as follows:

Lemma 5. $\{\hat{\mathbf{N}}\} \in \mathcal{X}$ is dual to $\mathbf{N}$ if and only if

$$
\begin{equation*}
\hat{\mathbf{N}}=\mathbf{W}^{T} \mathbf{R}^{T} \mathbf{G}^{-1} \mathbf{B}=\mathbf{W}^{T} \mathbf{R}^{T} \hat{\mathbf{B}} \tag{4.4}
\end{equation*}
$$

where the weighted assembly matrix $\mathbf{W}^{T}$ is a pseudo-inverse of $\mathbf{A}$, i.e., $\mathbf{W}^{T} \mathbf{A}=\mathbf{I}$.
Proof. Given a basis vector in form (4.4), its inner product with the spline basis vector is given by

$$
\begin{equation*}
\left\langle\hat{\mathbf{N}}, \mathbf{N}^{T}\right\rangle_{\Omega}=\mathbf{W}^{T} \mathbf{R}^{T}\left\langle\hat{\mathbf{B}}, \mathbf{B}^{T}\right\rangle_{\Omega} \mathbf{C}^{T} \mathbf{A}=\mathbf{I} \tag{4.5}
\end{equation*}
$$

On the other hand, if we assume that $\{\hat{\mathbf{N}}\} \in \mathcal{X}$ is dual to $\mathbf{N}$, then since $\hat{N}_{i}=\mathcal{I}_{\mathcal{X}} \hat{N}_{i}=\sum_{j}\left\langle\hat{B}_{j}, \hat{N}_{i}\right\rangle \hat{B}_{j}$, we can rewrite the basis vector $\hat{\mathbf{N}}$ in terms of $\hat{\mathbf{B}}$ as

$$
\begin{equation*}
\hat{\mathbf{N}}=\tilde{\mathbf{W}}^{T} \hat{\mathbf{B}}, \text { with } \tilde{W}_{i, j}=\left\langle\hat{B}_{i}, \hat{N}_{j}\right\rangle_{\Omega} \tag{4.6}
\end{equation*}
$$

Hence, one can rewrite $\hat{\mathbf{N}}$ in form (4.4), with $\mathbf{W}=\mathbf{C} \tilde{\mathbf{W}}$.

We can now see that the construction of a locally supported dual basis can be simplified to finding a set of banded vectors $\left\{\mathbf{W}_{i}\right\}_{i=0}^{n_{N}-1}$ such that

$$
\begin{equation*}
\mathbf{W}_{i} \cdot \mathbf{A}_{j}=\delta_{i j} . \tag{4.7}
\end{equation*}
$$

### 4.1 The approximation power of dual bases

In most cases, a locally constructed quasi-interpolation operator $I_{\mathcal{N}}$ possesses optimal approximation power. However, without special care, the corresponding locally constructed dual quasi-interpolation operator $I_{\hat{\mathcal{N}}}$ possesses sub-optimal approximation power. In fact, for any degree it usually provides an approximation accuracy of only $O(h)$. This is due to the fact that the dual basis underlying $I_{\hat{\mathcal{N}}}$ often lacks polynomial completeness. To demonstrate this, we approximate the global Legendre polynomials using the dual basis produced by the method described in [81]. Figure 4.2 shows the result for a degree three dual basis over a two element domain. There are significant discrepancies between the dual basis approximations and the corresponding polynomials for all Legendre polynomials except the constant function.


Figure 4.2: The Legendre polynomials (-) and the corresponding best $L^{2}$ approximations (—) by $3^{\text {rd }}$ order Bézier dual basis functions defined on a two element domain. Bézier dual basis functions can only replicate the constant function.

In addition to the application of the dual basis as a local functional for the quasi-interpolation operator $I_{\mathcal{N}}$, the dual basis is also widely used to solve constrained finite element problems. The
advantage of using a dual basis as the Lagrange multiplier is that the degrees of freedom associated with the multiplier can be locally condensed out leading to a sparse, positive-definite linear system.

However, the best finite element approximation of the Lagrange multiplier method is governed by the approximation power of the Lagrange multiplier. This means that, when a conventional dual basis is used to define the Lagrange multiplier space, the approximation power of the Lagrange multiplier does not improve as the polynomial degree is increased. In this section, we discuss the theoretical requirements that a dual basis must satisfy to improve the approximation power to a given order.

We first state the approximation properties of a polynomial space $\mathcal{P}$, the proof of which can be found in [92].

Lemma 6. (Bramble-Hilbert) Let $\Omega$ be star-shaped and $Q^{q} u$ be the Taylor polynomial of order $q$ of $u \in H^{q+1}(\Omega)$, then

$$
\begin{equation*}
\left|u-Q^{q} u\right|_{H^{k}(\Omega)} \leq C_{b h} h^{q+1-k}|u|_{H^{q+1}(\Omega)}, \quad k=\{0,1, \ldots, q+1\}, \tag{4.8}
\end{equation*}
$$

where $h$ is the diameter of $\Omega$.

Assumption 2. (global idempotence) The dual quasi-interpolation operator $\mathcal{I}_{\hat{\mathcal{N}}}$ preserves polynomials of degree $q$ on the entire domain, i.e.,

$$
\begin{equation*}
\mathcal{I}_{\hat{\mathcal{N}}} p=p, \quad \forall p \in \mathcal{P}^{q}(\Omega) \tag{4.9}
\end{equation*}
$$

Assumption 3. (compact support) Each dual basis function $\hat{N}_{i}$ is supported by at most $m$ connected elements and $\operatorname{supp}\left(N_{i}\right) \subset \operatorname{supp}\left(\hat{N}_{i}\right)$.

From Assumption 2 and Assumption 3, we have the following result:

Lemma 7. (local idempotence) For each element $\Omega_{e} \subset \Omega$, there is an extension element $\hat{\Omega}_{e}$ comprised of a fixed number of connected elements such that

$$
\begin{equation*}
\left.\left(I_{\hat{\mathcal{N}}} p\right)\right|_{\Omega_{e}}=p, \quad \forall p \in \mathcal{P}^{q}\left(\hat{\Omega}_{e}\right) \tag{4.10}
\end{equation*}
$$

Proof. We define

$$
\hat{\Omega}_{e}= \begin{cases}\bigcup_{i=0}^{e+m-1} \Omega_{i}, & e-m+1<0  \tag{4.11}\\ \bigcup_{i=e-m+1}^{n_{e}-1} \Omega_{i}, & e+m-1>n_{e}-1 \\ \bigcup_{i=e-m+1}^{e+m-1} \Omega_{i}, & \text { otherwise },\end{cases}
$$

where $n_{e}$ is the number of elements in $\Omega$. Since each $\hat{N}_{i}$ is supported by at most $m$ connected elements, if $\Omega_{e} \subset \operatorname{supp}\left(\hat{N}_{i}\right)$, then $\operatorname{supp}\left(\hat{N}_{i}\right) \subset \hat{\Omega}_{e}$ and the evaluation $\left\langle N_{i}, p\right\rangle$ in (4.3) can be done in $\hat{\Omega}_{e}$, owing to $\operatorname{supp}\left(N_{i}\right) \subset \operatorname{supp}\left(\hat{N}_{i}\right)$. Hence, local polynomial preservation can be obtained from the global idempotence for polynomials.

Assumption 4. (local stability) The restriction of the dual quasi-interpolation operator $\mathcal{I}_{\hat{\mathcal{N}}}$ on $\Omega_{e}$ is bounded, i.e.,

$$
\begin{equation*}
\left\|I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} \leq C_{s t}\|u\|_{H^{k}\left(\hat{\Omega}_{e}\right)} . \tag{4.12}
\end{equation*}
$$

Using the Bramble-Hilbert lemma, local idempotence, and local stability, we can state the convergence behavior of the dual quasi-interpolation operator $I_{\hat{\mathcal{N}}}$.

Theorem 5. Let $k$ and $m$ be integer indices with $0 \leq k \leq m \leq q+1$ and $u \in H^{m}\left(\hat{\Omega}_{e}\right)$. Then for $0 \leq k \leq m$, we have

$$
\begin{equation*}
\left\|u-I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} \leq C h^{m-k}\|u\|_{H^{m}\left(\hat{\Omega}_{e}\right)} \tag{4.13}
\end{equation*}
$$

Proof. $\forall p \in \mathcal{P}^{q}\left(\hat{\Omega}_{e}\right)$, we have

$$
\begin{align*}
\left\|u-I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} & \leq\|u-p\|_{H^{k}\left(\Omega_{e}\right)}+\left\|p-I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} \\
& =\|u-p\|_{H^{k}\left(\Omega_{e}\right)}+\left\|I_{\hat{\mathcal{N}}}(p-u)\right\|_{H^{k}\left(\Omega_{e}\right)}  \tag{4.14}\\
& \leq\left(1+C_{s t}\right)\|u-p\|_{H^{k}\left(\hat{\Omega}_{e}\right)}
\end{align*}
$$

by choosing $p=Q^{q} u$, we have

$$
\begin{equation*}
\left\|u-I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} \leq\left(1+C_{s t}\right)\left\|u-Q^{q} u\right\|_{H^{k}\left(\hat{\Omega}_{e}\right)} \leq C_{b h}\left(1+C_{s t}\right) h^{m-k}\|u\|_{H^{m}\left(\hat{\Omega}_{e}\right)} . \tag{4.15}
\end{equation*}
$$

Hence, in order for the dual quasi-interpolation operator $I_{\hat{\mathcal{N}}}$ to converge at a given rate $t$, $\mathcal{I}_{\hat{\mathcal{N}}}$ must preserve polynomials on the entire domain up to degree $t-1$. In addition, the compact
support and local stability requirements must be satisfied. In the next section, we will construct a dual basis that satisfies Assumption 2 and explain how the construction procedure ensures the satisfaction of Assumption 3 and Assumption 4.

```
Algorithm 1: An algorithm to compute \(\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\) with minimum support such that
\(\frac{\left\{\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1},\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\right\} \text { spans } \mathbb{R}^{n_{B}} .}{\text { Input }:\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}}\)
    Output: A set of orthonormal basis vectors \(\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\) for the null space of
        \(\operatorname{span}\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}\)
    \(j=0\);
    Initialize \(\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\) with zero vectors of size \(n_{B}\);
    for \(i=0,1, \ldots, n_{N}-1\) do
        \(n z=\) the number of nonzero entries of \(\mathbf{A}_{i}\);
        if \(n z>1\) then
            for \(k=1, \ldots, n z-1\) do
                Map each entry of \([\underbrace{1, \ldots, 1},-k]\) to \(\mathbf{A}_{j}^{\perp}\) according to the indices of the nonzero
                entries of \(\mathbf{A}_{i}\);
                normalize \(\mathbf{A}_{j}^{\perp}\) by \(\mathbf{A}_{j}^{\perp}=\frac{\mathbf{A}_{j}^{\perp}}{\left|\mathbf{A}_{j}^{\perp}\right|} ;\)
                \(j=j+1 ;\)
            end
        end
    end
```


### 4.2 Embedding polynomials into the dual basis function space

We now describe how to construct a set of enriched dual basis functions which will endow $I_{\hat{\mathcal{N}}}$ with polynomial reproduction up to a given degree. The construction is a two-step procedure:

1. For a given assembly matrix $\mathbf{A}$, we find a set of sparse vectors $\left\{\mathbf{W}_{i}^{\text {ini }}\right\}_{i=0}^{n_{N}-1}$ such that $\mathbf{W}_{i}^{\text {ini }}$. $\mathbf{A}_{j}=\delta_{i j}$. Its matrix form $\mathbf{W}^{\text {ini }}$ will be taken to be the initial guess for the assembly matrix $\mathbf{W}$ of the desired dual basis.
2. The vectors $\mathbf{W}^{\text {ini }}$ are then modified by vectors $\left\{\mathbf{W}_{i}^{\text {mod }}\right\}_{i=0}^{n_{N}-1}$ which come from the null space of span $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$ until the required property is fulfilled. Note that such a modification will maintain the biorthogonal relation between $\left\{\mathbf{W}_{i}\right\}_{i=0}^{n_{N}-1}$ and $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$ where

$$
\begin{equation*}
\mathbf{W}_{i}=\mathbf{W}_{i}^{\mathrm{ini}}+\mathbf{W}_{i}^{\mathrm{mod}} \tag{4.16}
\end{equation*}
$$

### 4.2.1 An orthonormal basis for the space $\mathbb{R}^{n_{B}}$

To facilitate the construction of the enriched dual basis, we build a set of orthonormal vectors which form a basis for $\mathbb{R}^{n_{B}}$. Each orthonormal vector will have minimal support, where the support of a vector is taken to be the distance between the first and last nonzero entry. Since the column vectors $\mathbf{A}_{i}$ of $\mathbf{A}$ are orthogonal to each other, a natural choice for this basis is given by the set of vectors comprising all of the normalized $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$, denoted by $\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1}$, and the vectors which span the null space of span $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$, denoted by $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$. Note that the nonzero entries of any $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$ are unity-valued. In addition, each row of $\mathbf{A}$ contains one unity-valued entry.

The vectors $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$ can be found by constructing vectors which are orthonormal to every vector in $\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1}$ from $\mathbb{R}^{n_{i}}$, where $n_{i}$ is the number of nonzero entries in $\mathbf{A}_{i}^{n}$. Note that each $\mathbf{A}_{i}^{\perp}$ can be used to construct a function in $\mathcal{X}$ as

$$
\begin{equation*}
\tilde{N}_{i}=\left[\mathbf{A}_{i}^{\perp}\right]^{T} \mathbf{C B} . \tag{4.17}
\end{equation*}
$$

Since $\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1}$ and $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$ span the space $\mathbb{R}^{n_{B}},\left\{N_{i}\right\}_{i=0}^{n_{N}-1}$ and $\left\{\tilde{N}_{i}\right\}_{i=0}^{n_{B}-n_{N}-1}$ span the space $\mathcal{X}$. Algorithm 1 can be used to efficiently construct the basis vectors $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$.

For example, using the assembly matrix A shown in (2.23) as input, we can construct the following set of basis vectors with Algorithm 1:


### 4.2.2 Constructing an initial guess $W_{i}^{\text {ini }}$

An initial guess $\mathbf{W}_{i}^{\text {ini }}$ for $\mathbf{W}$ can be constructed simply as

$$
\begin{equation*}
\mathbf{W}_{i}^{\mathrm{ini}}=\mathbf{A}_{i} / n_{i} \tag{4.19}
\end{equation*}
$$

where $n_{i}$ is the number of nonzero entries in $\mathbf{A}_{i}$, since the number of nonzero entries in $\mathbf{A}_{i}$ is the same as that in $\mathbf{A}_{i}^{n}$ As will be seen in the next section, this initial guess is critical for finding an appropriate $\mathbf{W}^{\text {mod }}$ with the desired properties.

### 4.2.3 Polynomial preservation

We now establish an appropriate $\mathbf{W}^{\text {mod }}$ such that the quasi-interpolation operator $\mathcal{I}_{\hat{\mathcal{N}}}$ preserves a polynomial vector $\mathbf{P}=\left[1, \xi, \ldots, \xi^{q}\right]^{T}(q \leq p)$. In other words,

$$
\begin{equation*}
I_{\hat{\mathcal{N}}}(\mathbf{P})=\mathbf{P} \tag{4.20}
\end{equation*}
$$

Since both the dual basis function space $\hat{\mathcal{N}}$ and the polynomial space are subspaces of the piecewise Bernstein space $\mathcal{X}$, Equation (4.20) can be verified through the variational problem

$$
\begin{equation*}
\left\langle v, I_{\hat{\mathcal{N}}}\left(\mathbf{P}^{T}\right)\right\rangle_{\Omega}=\left\langle v, \mathbf{P}^{T}\right\rangle_{\Omega}, \quad \forall v \in \mathcal{X} \tag{4.21}
\end{equation*}
$$

Replacing $I_{\hat{\mathcal{N}}}$ in Equation (4.21) by its definition (Equation (4.3)) and expressing $v$ in Bernstein form, we have

$$
\begin{align*}
\left\langle\mathbf{B}, \hat{\mathbf{N}}^{T}\right\rangle_{\Omega}\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega} & =\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega} \\
\mathbf{R W}\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega} & =\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}  \tag{4.22}\\
\mathbf{W}^{\mathrm{ini}}\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega}+\mathbf{W}^{\mathrm{mod}}\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega} & =\mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}
\end{align*}
$$

where the vector form of the B-spline basis $\mathbf{N}$ may be replaced by its Bézier extraction form, i.e.,

$$
\begin{equation*}
\mathbf{W}^{\mathrm{ini}} \mathbf{A}^{T} \mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}+\mathbf{W}^{\mathrm{mod}} \mathbf{A}^{T} \mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}=\mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega} \tag{4.23}
\end{equation*}
$$

Using the initial guess defined in Equation (4.19) we have

$$
\begin{equation*}
\mathbf{W}^{\mathrm{ini}} \mathbf{A}^{T}=\mathbf{A}^{n} \mathbf{A}^{n T} \tag{4.24}
\end{equation*}
$$

where $\mathbf{A}^{n}$ is the matrix form of $\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1}$. The operator $\mathbf{A}^{n} \mathbf{A}^{n T}: \mathbb{R}^{n_{B}} \rightarrow \operatorname{span}\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1}$ is an $l^{2}$ projection operator for any vector in $\mathbb{R}^{n_{B}}$. Hence, owing to the direct sum decompostion

$$
\begin{equation*}
\mathbb{R}^{n_{B}}=\operatorname{span}\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{n_{N}-1} \oplus \operatorname{span}\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1} \tag{4.25}
\end{equation*}
$$

Equation (4.23) is equivalent to

$$
\begin{equation*}
\mathbf{W}^{\bmod } \mathbf{A}^{T} \mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}=\mathbf{A}^{\perp} \mathbf{A}^{\perp^{T}} \mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega} \tag{4.26}
\end{equation*}
$$

where $\mathbf{A}^{\perp}$ is the matrix form of $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$, or

$$
\begin{equation*}
\left[\mathbf{A}_{i}^{\perp}\right]^{T} \mathbf{W}^{\mathrm{mod}}\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega}=\left[\mathbf{A}_{i}^{\perp}\right]^{T} \mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}=\left\langle\tilde{N}_{i}, \mathbf{P}^{T}\right\rangle_{\Omega}, i \in\left\{0,1, \ldots, n_{B}-n_{N}-1\right\} \tag{4.27}
\end{equation*}
$$

Remark 8. Obviously, $\mathbf{A}^{\perp} \mathbf{A}^{\perp T}: \mathbb{R}^{n_{B}} \rightarrow \operatorname{span}\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$ is an $l^{2}$-projection operator in $\mathbb{R}^{n_{B}}$ with unity norm $\left\|\mathbf{A}^{k} \mathbf{A}^{k^{T}}\right\|=1$. Additionally, vectors $\left\{\mathbf{W}_{i}^{\text {mod }}\right\}_{i=0}^{n_{N}-1} \in \operatorname{span}\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}$, which ensures that the modification made by $\mathbf{W}^{\text {mod }}$ will not influence the biorthogonal relation between $\mathbf{W}$ and A.

We now develop an efficient algorithm to compute a modification matrix $\mathbf{W}^{\text {mod }}$ that satisfies Equation (4.27). The resulting modification matrix will be as banded as possible and the zero entries in $\mathbf{W}^{\text {mod }}$ will remain zero in $\mathbf{W}$. In other words, there are no new nonzero entries introduced by the sum of $\mathbf{W}^{\bmod }$ and $\mathbf{W}^{\text {ini }}$.

The procedure for constructing the matrix $\mathbf{W}^{\text {mod }}$ is given in Algorithm 2. The functions that are involved in one iteration of Algorithm 2 for constructing a quadratic dual basis that reproduces quadratic polynomials are shown in Figure 4.3. For a vector $\mathbf{A}_{i}^{\perp}$, one can construct a basis function $\tilde{N}_{i}$ of $\mathcal{X}$ by Equation (4.17) (Figure 4.3a). Since $\mathbf{A}_{i}^{\perp}$ is constructed by $\mathbf{A}_{11}$ from Algorithm 1, $\left[\left\langle\mathbf{P}, N_{10}\right\rangle_{\Omega}\right],\left[\left\langle\mathbf{P}, N_{11}\right\rangle_{\Omega}\right]$ and $\left[\left\langle\mathbf{P}, N_{12}\right\rangle_{\Omega}\right]$ are selected to form the matrix $\mathbf{M}$ (highlighted in Figure 4.3b). A consequence of this approach is that the support of each dual basis function

```
Algorithm 2: An algorithm to construct \(\mathbf{W}^{\text {mod }}\).
    Input : \(\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\), polynomial degree \(q\)
    Output: \(\mathbf{W}^{\text {mod }}\)
    Initialize \(\mathbf{P}=\left[1, \xi, \ldots, \xi^{q}\right]^{T}\);
    Initialize \(\mathbf{W}^{\text {mod }}=\mathbf{0}_{n_{B} \times n_{N}}\);
    Assemble the matrix \(\mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega},\left\langle\mathbf{N}, \mathbf{P}^{T}\right\rangle_{\Omega}\) may then be obtained via the assembly operator
        A;
    for \(i=0,1, \ldots, n_{B}-n_{N}-1\) do
        ind \(=\) the index of the vector \(\mathbf{A}_{\text {ind }}\) that is used to construct \(\mathbf{A}_{i}^{\perp}\) in Algorithm 1 (shares
            the same nonzero entries as \(\mathbf{A}_{i}^{\perp}\) );
        Find \(q+1\) indices \(\left\{n_{0}, n_{1}, \ldots, n_{q}\right\}\) that are closest to ind and \(0 \leq n_{0} \leq n_{q} \leq n_{N}-1\);
        Define a square matrix \(\mathbf{M}\) from the \(\left\{n_{0}, n_{1}, \ldots, n_{q}\right\}\) columns of \(\left\langle\mathbf{P}, \mathbf{N}^{T}\right\rangle_{\Omega}\);
        Construct a vector \(\mathbf{F}=\left\langle\mathbf{P}, \tilde{N}_{i}\right\rangle_{\Omega}\) from \(\mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}\) and Equation (4.17);
        Solve \(\mathbf{X}=\mathbf{M}^{-1} \mathbf{F}\);
        for \(j=0,1, \ldots, q\) do
            \(\mathbf{W}_{n_{j}}^{\mathrm{mod}}=\mathbf{W}_{n_{j}}^{\mathrm{mod}}+x_{j} \mathbf{A}_{i}^{\perp} ;\)
        end
    end
```

consists of no more than $p+q+1$ elements. Although the support is slightly enlarged through the modification procedure, it still remains local. The domain involved in the formulation of $\mathbf{M}$ is [ $s, e$ ], highlighted by orange blocks. The polynomials involved in the formulation of $\mathbf{M}$ and $\mathbf{F}$ are highlighted in Figure 4.3c.

### 4.2.4 A robust quadrature free algorithm to construct enriched dual basis functions with polynomial preservation

Although Algorithm 2 builds locally supported dual basis functions that preserve polynomials, the use of polynomials defined on the entire domain [0,1] in Equation (4.20) can be troublesome due to near linear dependencies that can develop as the mesh is refined. The fundamental issue is illustrated in Figure 4.3c. To overcome this issue, we can modify the approach to use localized polynomials in each iteration. Consider the linear map

$$
\begin{equation*}
F=\frac{\xi-s}{e-s}:[s, e] \rightarrow[0,1] . \tag{4.28}
\end{equation*}
$$



Figure 4.3: Illustration of all involved basis functions, polynomials and elements in one iteration of Algorithm 2 and Algorithm 4.

Replacing $\mathbf{P}$ by $\mathbf{P} \circ F=\left[1, t \circ F, \ldots, t^{q} \circ F\right]^{T}$ (see Figure 4.3d) in Algorithm 2, both spline basis functions and $\mathbf{P} \circ F$ are refined as the mesh is refined. As a result, the condition number of $\mathbf{M}$, constructed from $\mathbf{P} \circ F$, will not deteriorate as the mesh is refined. $\mathbf{P} \circ F$ can be constructed from $\mathbf{P}$ through an affine mapping operator $\mathbf{T}$ as

$$
\begin{equation*}
\mathbf{P} \circ F=\mathbf{T} \mathbf{P} . \tag{4.29}
\end{equation*}
$$

For the example shown in Figure 4.3, the operator $\mathbf{T}$ is given by

$$
\mathbf{T}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{4.30}\\
\frac{-s}{e-s} & \frac{1}{e-s} & 0 \\
\left(\frac{-s}{e-s}\right)^{2} & \frac{-2 s}{(e-s)^{2}} & \frac{1}{(e-s)^{2}}
\end{array}\right]
$$

Hence, the two linear systems are essentially the same with the operator $\mathbf{T}$ acting as a pre-conditioner that improves the conditioning of the matrix $\mathbf{M}$ in Algorithm 2. A generalized algorithm that computes the affine mapping operator $\mathbf{T}: \mathbf{T P} \circ F_{1}=\mathbf{P} \circ F_{2}$, with $F_{1}=\frac{\xi-s_{1}}{e_{1}-s_{1}}$ and $F_{2}=\frac{\xi-s_{2}}{e_{2}-s_{2}}$ is given in Algorithm 3.

```
    Output: Matrix form of operator \(\mathbf{T}\)
    Compute \(s=\frac{s_{2}-s_{1}}{e_{1}-s_{1}}\) and \(e=\frac{e_{2}-s_{1}}{e_{1}-s_{1}}\);
    Initialize \(\mathbf{T}_{q \times q}\);
    for \(j=0,1, \ldots, q\) do
        for \(i=0,1, \ldots, j\) do
            \(T_{i, j}=\binom{j}{i} \frac{(-s)^{j-i}}{(e-s)^{j}}\)
        end
    end
```

Algorithm 3: An affine mapping operator $\mathbf{T}: \mathbf{T P} \circ F_{1}=\mathbf{P} \circ F_{2}$.
Input : The highest polynomial degree $q,\left\{s_{1}, e_{1}\right\}$ and $\left\{s_{2}, e_{2}\right\}$

Another issue with Algorithm 2 is the need to call a matrix assembly routine during the construction of the matrix $\mathbf{C}\left\langle\mathbf{B}, \mathbf{P}^{T}\right\rangle_{\Omega}$. Leveraging the Bézier element extraction operator, the affine mapping operator, and the closed form expression of the inner product between Bernstein basis
functions and polynomials, we can develop a quadrature-free formulation for the proposed dual basis. The procedure is given in Algorithm 4.

```
Algorithm 4: A quadrature-free algorithm to construct \(\mathbf{W}^{\text {mod }}\).
    Input : \(\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1}\), polynomial degree \(q\)
    Output: \(\mathbf{W}^{\text {mod }}\)
    Initialize \(\mathbf{W}^{\text {mod }}=\mathbf{0}_{n_{B} \times n_{N}}\);
    Initialize \(\mathbf{P}=\left[1, \xi, \ldots, \xi^{q}\right]^{T}\);
    Initialize \(\mathbf{D}=\int_{0}^{1} \mathbf{B} \mathbf{P}^{T} d \xi\) by Equation (2.7);
    for \(i=0,1, \ldots, n_{B}-n_{N}-1\) do
        ind \(=\) the index of the vector \(\mathbf{A}_{\text {ind }}\) that is used to construct \(\mathbf{A}_{i}^{\perp}\) in Algorithm 1 (shares
        the same nonzero entries as \(\mathbf{A}_{i}^{\perp}\) );
        Find \(q+1\) indices \(\left\{n_{0}, n_{1}, \ldots, n_{q}\right\}\) that are the closest to ind and \(0 \leq n_{0} \leq n_{q} \leq n_{N}-1\),
        and identify involved elements;
        Construct the block diagonal matrix \(\tilde{\mathbf{D}}\) from the matrix \(\mathbf{D}\). The submatrices on the
        diagonal correspond to the inner product between Bernstein basis functions and
        piecewise polynomials on each element ;
        Construct \(\tilde{\mathbf{T}}\) from Algorithm 3 (see Figure 4.4a), \(\tilde{\mathbf{C}}\) by restricting the extraction
            operator \(\mathbf{C}\) to the involved elements, \(\tilde{\mathbf{A}}\) by restricting the assembly operator \(\mathbf{A}\) to the
        involved elements and B-spline basis functions, and \(\tilde{\mathbf{A}}_{i}^{\perp}\) by restricting \(\mathbf{A}_{i}^{\perp}\) to the
        involved elements (see Figure 4.4b);
        Construct \(\mathbf{M}=\tilde{\mathbf{T}}^{T} \tilde{\mathbf{D}}^{T} \tilde{\mathbf{C}}^{T} \tilde{\mathbf{A}}\) and \(\mathbf{F}=\tilde{\mathbf{T}}^{T} \tilde{\mathbf{D}}^{T} \tilde{\mathbf{C}}^{T} \tilde{\mathbf{A}}_{i}^{\perp}\);
        Solve \(\mathbf{X}=\mathbf{M}^{-1} \mathbf{F}\);
        for \(j=0,1, \ldots, q\) do
            \(\mathbf{W}_{n_{j}}^{\mathrm{mod}}=\mathbf{W}_{n_{j}}^{\mathrm{mod}}+x_{j} \mathbf{A}_{i}^{\perp} ;\)
        end
    end
```

A comparison of the maximum condition numbers of the matrices $\mathbf{M}$ produced by Algorithm 2 and Algorithm 4, respectively, for constructing $p^{\text {th }}$ order dual basis functions with $p^{\text {th }}$ order polynomial reproduction $(q=p)$ is shown in Figure 4.5. As can be seen, the condition number of $\mathbf{M}$ from Algorithm 2 grows at the rate $p$, whereas the condition number of $\mathbf{M}$ from Algorithm 4 is independent of mesh refinement. These results indicate that Algorithm 4 has the desired robustness.

Leveraging Algorithm 2 and Algorithm 4, the enriched dual basis reproduces global polynomials (Assumption 2), and the construction process guarantees that the support of each enriched

(a) The operator $\tilde{\mathbf{T}}$ maps global polynomials to polynomials defined over the span $[s, e]$.

(b) The block diagonal matrix $\tilde{\mathbf{C}}$ maps Bernstein basis functions to discontinuous B-spline basis functions, the assembly operator $\tilde{\mathbf{A}}$ constructed by restricting the operator $\mathbf{A}$ to the involved elements and spline basis functions maps discontinuous spline basis functions to continuous spline basis functions, and the operator $\tilde{\mathbf{A}}_{i}^{\perp}$ constructed by restricting the operator $\mathbf{A}_{i}^{\perp}$ to the involved elements maps discontinuous spline basis functions to functions $\tilde{N}_{i}$.

Figure 4.4: Illustration of the behavior of the operators used in Algorithm 4.
dual basis function consists of no more than $p+q+1$ elements (Assumption 3). It remains to prove the local stability property (Assumption 4).

## Proof of Assumption 4.

$$
\begin{align*}
\left\|I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} & =\left\|\sum_{i}\left\langle N_{i}, u\right\rangle_{\Omega^{\prime}} \hat{N}_{i}\right\|_{H^{k}\left(\Omega_{e}\right)} \\
& \leq\left\|\sum_{i} \hat{N}_{i}\right\|_{H^{k}\left(\Omega_{e}\right)}\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty}  \tag{4.31}\\
& =\left\|\hat{\mathbf{N}}^{T} \mathbf{1}\right\|_{H^{k}\left(\Omega_{e}\right)}\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty},
\end{align*}
$$

where $\mathbf{1}$ is a unit valued vector of the same size as $\hat{\mathbf{N}}$. By rewriting $\hat{\mathbf{N}}$ in its expanded form (4.4), we have

$$
\begin{equation*}
\left\|I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} \leq\left\|\sum_{i} B_{i}\right\|_{H^{k}\left(\Omega_{e}\right)}\left\|\mathbf{G}^{-T} \mathbf{R W} \mathbf{1}\right\|_{\infty}\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty} \tag{4.32}
\end{equation*}
$$

$$
\begin{array}{|l}
-\triangle \mathrm{A}-2 Q_{2} \triangle \mathrm{~A}-2 Q_{3} \rightarrow \mathrm{~A}-2 Q_{4}-\mathrm{A}-2 Q_{5} \\
-\star-\mathrm{A}-4 Q_{2}-\star-\mathrm{A}-4 Q_{3}-A-\mathrm{A}-4 Q_{4}-\mathrm{A}-4 Q_{5}
\end{array}
$$



Figure 4.5: The growth of the maximum condition numbers of the matrix $\mathbf{M}$ produced by Algorithm 2 and Algorithm 4.

From the definition of matrix norms, we then have

$$
\begin{align*}
\left\|I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} & \leq\left\|\sum_{i} B_{i}\right\|_{H^{k}\left(\Omega_{e}\right)}\left\|\mathbf{G}^{-T} \mathbf{R W}\right\|_{\infty}\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty}  \tag{4.33}\\
& \leq\left\|\sum_{i} B_{i}\right\|_{H^{k}\left(\Omega_{e}\right)}\left\|\mathbf{G}^{-T}\right\|_{\infty}\|\mathbf{R}\|_{\infty}\|\mathbf{W}\|_{\infty}\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty} .
\end{align*}
$$

Since the Bernstein basis forms a partition of unity over each element, we have that

$$
\begin{equation*}
\left\|\sum_{i} B_{i}\right\|_{H^{k}\left(\Omega_{e}\right)}=\|1\|_{H^{k}\left(\Omega_{e}\right)}=\|1\|_{L^{2}\left(\Omega_{e}\right)}=\sqrt{h} . \tag{4.34}
\end{equation*}
$$

Let $\mathbf{G}_{[0,1]}$ be the Gramian matrix defined on the interval $[0,1]$ and assume $\left\|\mathbf{G}_{[0,1]}^{-1}\right\|_{\infty}=C_{g i}$, we have

$$
\begin{equation*}
\left\|\mathbf{G}^{-T}\right\|_{\infty}=\left\|\mathbf{G}^{-1}\right\|_{\infty}=h^{-1}\left\|\mathbf{G}_{[0,1]}^{-1}\right\|_{\infty}=C_{g i} h^{-1} . \tag{4.35}
\end{equation*}
$$

Owing to the fact that the Bézier element extraction operators are independent of the geometry and are invariant under uniform scaling, their norms are independent of the mesh size. In addition, there are a finite number of different Bézier element extraction operators generated
by uniform mesh refinement. Hence, we can assume $\|\mathbf{R}\|_{\infty}=C_{r}$. Meanwhile, thanks to Algorithm 4 , the construction of $\mathbf{W}$ is geometry and mesh size independent. Hence, we can assume that $\|\mathbf{W}\|_{\infty}=C_{w}$.

Since spline basis functions are non-negative and also form a partition of unity, from Lemma 7 and the Cauchy-Schwarz inequality, we have that

$$
\begin{equation*}
\left\|\langle\mathbf{N}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty} \leq\left\|\langle\mathbf{1}, u\rangle_{\hat{\Omega}_{e}}\right\|_{\infty}=\left|\int_{\hat{\Omega}_{e}} u d \Omega\right| \leq\|1\|_{L^{2}\left(\hat{\Omega}_{e}\right)}\|u\|_{L^{2}\left(\hat{\Omega}_{e}\right)}=\sqrt{C_{m} h}\|u\|_{L^{2}\left(\hat{\Omega}_{e}\right)} \tag{4.36}
\end{equation*}
$$

where $C_{m}$ is the number of elements involved in $\hat{\Omega}_{e}$. By substituting Equations (4.34), (4.35), and (4.36) into Equation (4.33), we have that

$$
\begin{align*}
\left\|I_{\hat{\mathcal{N}}} u\right\|_{H^{k}\left(\Omega_{e}\right)} & \leq C_{g i} C_{w} C_{r} \sqrt{C_{m}}\|u\|_{L^{2}\left(\hat{\Omega}_{e}\right)}  \tag{4.37}\\
& \leq C_{g i} C_{w} C_{r} \sqrt{C_{m}}\|u\|_{H^{k}\left(\hat{\Omega}_{e}\right)} .
\end{align*}
$$

This concludes the proof with $C_{s t}=C_{g i} C_{w} C_{r} \sqrt{C_{m}}$.
Hence, the enriched dual basis satisfies all required technical assumptions and will yield optimal approximations. Figure 4.6 gives an example of enriched Bézier dual basis functions of the same primal B-spline basis function with different polynomial reproduction orders. As can be seen, the approximation power is improved at the expense of the support size.

### 4.3 Applications to $2^{\text {nd }}$ order and $4^{\text {th }}$ order mortar isogeometric analysis

The enriched dual basis functions can be used to discretize the Lagrange multiplier space in finite element dual mortar formulations. In this section, we derive dual mortar formulations for both second and fourth order problems.

### 4.3.1 Domain decomposition for an abstract problem

Here, we briefly recall the dual mortar method. Let $\Omega$ be a bounded domain. We decompose it into slave $\Omega_{s}$ and master $\Omega_{m}$ patches such that $\bar{\Omega}_{s} \cup \bar{\Omega}_{m}=\bar{\Omega}$ and $\Omega_{s} \cap \Omega_{m}=\emptyset$. We denote by $\partial \Omega_{s} / \partial \Omega_{m}$ the boundaries of the slave/master patch and by $\Gamma=\partial \Omega_{s} \cap \partial \Omega_{m}$ the intersection between the slave and the master patch (see Figure 4.7). We select the patch with the finer mesh as the slave


Figure 4.6: A cubic B-spline basis function and its corresponding enriched Bézier dual basis functions with different polynomial reproduction orders.
patch. For the sake of simplicity, we restrict ourselves to the geometrically conforming situation where the intersection between two different patches is either empty, a vertex, or a common edge. In other words, no vertex serves as a hanging node.

We consider the following abstract variational problem. Let $\mathcal{V}$ be a Hilbert space that satisfies homogeneous Dirichlet boundary conditions on $\partial \Omega$. For a given $f \in \mathcal{V}^{\prime}$, find $u \in \mathcal{V}$ such that

$$
\begin{equation*}
a(u, v)=\langle f, v\rangle_{\Omega} \quad \forall v \in \mathcal{V} . \tag{4.38}
\end{equation*}
$$

In order to approximate the solution of variational problem (4.38) on the decomposed domain $\Omega, \Omega_{s}$ and $\Omega_{m}$ are discretized with non-conforming NURBS patches. The discrete spaces


Figure 4.7: A two-patch planar domain $\Omega$ consisting of two patches $\Omega_{s}$ and $\Omega_{m}$.
satisfying the homogeneous Dirichlet boundary conditions are denoted by $X_{s}^{h}$ and $X_{m}^{h}$, respectively. However, the function space

$$
\begin{equation*}
\mathcal{X}^{h}:=\left\{v \in L^{2}(\Omega)|\quad v|_{\Omega_{l}} \in \mathcal{X}_{l}^{h}, \quad l \in\{s, m\}\right\} \tag{4.39}
\end{equation*}
$$

is not compatible with the variational problem, as functions in $\mathcal{X}^{h}$ are discontinuous across the intersection.

One solution is to modify the variational formulation (4.38) so that it becomes a saddle point problem: Find $\left(u^{h}, \lambda^{h}\right) \in \mathcal{X}^{h} \times \mathcal{M}^{h}$, such that

$$
\left\{\begin{align*}
a\left(u^{h}, v^{h}\right)+b\left(v^{h}, \lambda^{h}\right) & =\left\langle f, v^{h}\right\rangle_{\Omega} & & \forall v^{h} \in \mathcal{X}^{h}  \tag{4.40}\\
b\left(u^{h}, \mu^{h}\right) & =0 & & \forall \mu^{h} \in \mathcal{M}^{h}
\end{align*}\right.
$$

where $b(\cdot, \cdot)$, applied weakly by the Lagrange multiplier $\lambda^{h}$, is an abstract constrained bilinear form and $\mathcal{M}^{h}$ is a Lagrange multiplier space defined on the intersection $\Gamma$. In order to recover the positive definite variational formulation (4.38), Bernardi et al. [50] introduced the following constrained space

$$
\begin{equation*}
\mathcal{V}^{h}:=\left\{v \in \mathcal{X}^{h} \mid \quad b(v, \mu)=0, \quad \forall \mu \in \mathcal{M}^{h}\right\} . \tag{4.41}
\end{equation*}
$$

Then, the saddle point problem (4.40) is equivalent to the minimization problem (4.38) on the function space $\mathcal{V}^{h}$. The advantage of using a dual basis with compact support to discretize the Lagrange multiplier space is that the basis functions of $\mathcal{V}^{h}$ are much easier to construct. In particular, all the basis functions of $\mathcal{V}^{h}$ have compact support. This is, in general, is not possible if the basis functions of $\mathcal{V}^{h}$ are constructed using traditional Lagrange multiplier spaces or a globally constructed dual basis. In the latter case, the support of a dual basis function is the entire intersection on the slave side.

We can rewrite the saddle point problem in matrix form:

$$
\left[\begin{array}{cc}
\mathbf{K} & \mathbf{B}^{T}  \tag{4.42}\\
\mathbf{B} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U} \\
\boldsymbol{\Lambda}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{F} \\
\mathbf{0}
\end{array}\right],
$$

where $\mathbf{K}$ is the discretized stiffness matrix, $\mathbf{F}$ is the discretized external force vector, $\mathbf{B}$ is the discretized constraints matrix, and $\mathbf{U}$ is a nodal vector of the displacement field $u^{h} \in \mathcal{X}^{h}$ and $\boldsymbol{\Lambda}$ is a nodal vector of the Lagrange multiplier field $\lambda^{h} \in \mathcal{M}^{h}$. In vector form, the basis functions of $\mathcal{V}^{h}$ can be written as

$$
\begin{equation*}
\mathbf{N}^{\boldsymbol{V}^{h}}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{N}^{X^{h}} \tag{4.43}
\end{equation*}
$$

where $\mathbf{N}^{X^{h}}$ are the basis functions of $\mathcal{X}^{h}$ in vector form. All column vectors of $\mathbf{B}^{\perp}$ are linearly independent and they span the null space of $\mathbf{B}$. We can further partition $\mathbf{U}$ as

$$
\mathbf{U}=\left[\begin{array}{c}
\mathbf{U}^{\mathrm{s}}  \tag{4.44}\\
\mathbf{U}^{\mathrm{m}} \\
\mathbf{U}^{\mathrm{in}}
\end{array}\right],
$$

where the slave nodal vector $\mathbf{U}^{\mathrm{s}}$ consists of all degrees of freedom that will be eliminated after static condensation, the master nodal vector $\mathbf{U}^{\mathrm{m}}$ consists of all degrees of freedom on the intersection that will not be eliminated after static condensation, and the inactive nodal vector $\mathbf{U}^{\text {in }}$ that consists of all degrees of freedom that do not contribute to the construction of $\mathbf{B}$. The constraint can then be
rewritten as

$$
\mathbf{B} \mathbf{U}=\left[\begin{array}{lll}
\mathbf{B}^{\mathrm{s}} & \mathbf{B}^{\mathrm{m}} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}^{\mathrm{s}}  \tag{4.45}\\
\mathbf{U}^{\mathrm{m}} \\
\mathbf{U}^{\mathrm{in}}
\end{array}\right]=\mathbf{0} .
$$

If the Lagrange multiplier space is discretized with dual basis functions, $\mathbf{B}^{\mathrm{s}}$ is the identity matrix, and the bandwidth of $\mathbf{B}^{\mathrm{m}}$ depends on the support size of the dual basis functions. For a constraint matrix $\mathbf{B}$, constructed with dual basis functions with compact support, $\mathbf{B}^{\mathrm{m}}$ is a sparse matrix with limited bandwidth, while global dual basis functions lead to a dense $\mathbf{B}^{\mathrm{m}}$. For a $\mathbf{B}$ that takes form (4.45) with $\mathbf{B}^{\text {s }}=\mathbf{I}$, the corresponding $\mathbf{B}^{\perp}$ can be obtained from

$$
\mathbf{B}^{\perp}=\left[\begin{array}{c}
-\mathbf{B}^{\mathrm{m}}  \tag{4.46}\\
\mathbf{0} \\
\mathbf{I}
\end{array}\right] .
$$

We then have the following linear system to solve

$$
\begin{equation*}
\mathbf{K}^{\text {mortar }} \mathbf{U}^{\text {mortar }}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{K} \mathbf{B}^{\perp} \mathbf{U}^{\text {mortar }}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{F} \tag{4.47}
\end{equation*}
$$

where the relationship between the mortar displacement nodal vector $\mathbf{U}^{\text {mortar }}$ and $\mathbf{U}$ is given by

$$
\begin{equation*}
\mathbf{U}=\mathbf{B}^{\perp} \mathbf{U}^{\text {mortar }} \tag{4.48}
\end{equation*}
$$

With a sparse $\mathbf{B}^{\perp}$ obtained from the dual basis functions with compact support, the stiffness matrix of the mortar formulation $\mathbf{K}^{\text {mortar }}$ will remain sparse.

The quality of the approximation engendered by $\mathbf{N}^{V^{h}}$ depends on the discrete primal space $\mathcal{X}^{h}$ as well as the discrete Lagrange multiplier space $\mathcal{M}^{h}$. It has been shown in the previous chapter that, for $\mathcal{X}^{h}$ of degree $p$, an optimal discretization requires the best approximation error of $X^{h}$ to be $O\left(h^{p}\right)$ for $2^{\text {nd }}$-order problems and $O\left(h^{p-1}\right)$ for $4^{\text {th }}$-order problems, respectively. In other words, $\lambda^{h} \in \mathcal{M}^{h}$ should reproduce polynomials up to degree $p-1$ for $2^{\text {nd }}$-order problems and up to degree $p-2$ for $4^{\text {th }}$-order problems, respectively. The error associated with $\lambda^{h}$ is usually called the
consistency error. For smooth splines, to achieve optimal accuracy while maintaining the locality of the dual basis functions in $\mathcal{V}^{h}$, the proposed enriched dual basis is required.

### 4.3.2 Vertex modification

For a multi-patch decomposition, at least three patches will meet at a common interior vertex and several interfaces can share this vertex as a common endpoint. If we discretize the Lagrange multiplier space with a space of the same dimension as the univariate space formed by taking the trace of the slave space along the interface, we obtain too many constraints. In this case, control points in the neighborhood of a vertex may serve as both slave and master nodes and the matrix $\mathbf{B}^{\perp}$ cannot be formed elegantly using (4.46). In addition, it has been shown in the previous chapter that $\mathcal{V}^{h}$ constructed from a global dual basis does not satisfy the inf-sup condition, leading to a sub-optimal approximation error. Hence, modifications to the Lagrange multiplier space in the neighborhood of vertices are needed to relax the overly constrained linear system.

In general, these vertex modifications can be achieved by reducing the dimension of the Lagrange multiplier space. For second-order problems, a Lagrange multiplier space of codimension 2 of the trace space of the slave side is sufficient to remove redundant constraints. For fourth-order problems, a Lagrange multiplier space of codimension 4 of the trace space of the slave side is preferred. To construct an enriched dual basis of codimension $2 c$, we remove the first $c$ and the last $c$ vectors in $\left\{\mathbf{A}_{i}\right\}_{i=0}^{n_{N}-1}$, leaving $\left\{\mathbf{A}_{i}\right\}_{i=c}^{n_{N}-1-c}$ a $n_{N}-2 c$-dimensional vector space. The orthonormal vector basis of the null space of $\operatorname{span}\left\{\mathbf{A}_{i}\right\}_{i=c}^{n_{N}-1-c}$ can be written as $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1} \bigcup\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{c-1} \cup\left\{\mathbf{A}_{i}^{n}\right\}_{i=n_{N}-c}^{n_{N}-1}$. Now, we can construct $\mathbf{W}^{\text {ini }}$ from $\left\{\mathbf{A}_{i}\right\}_{i=c}^{n_{N}-1-c}$ via (4.19) and assemble $\mathbf{W}^{\text {mod }}$ from $\left\{\mathbf{A}_{i}^{\perp}\right\}_{i=0}^{n_{B}-n_{N}-1} \cup$ $\left\{\mathbf{A}_{i}^{n}\right\}_{i=0}^{c-1} \cup\left\{\mathbf{A}_{i}^{n}\right\}_{i=n_{N}-c}^{n_{N}-1}$ with Algorithm 4. The resulting dual basis has $2 c$ fewer dimensions than the original basis and satisfies global idempotence.

### 4.3.3 Domain decomposition for $2^{\text {nd }}$-order problems

Due to the existence of the first-order weak derivative in the weak form of $2^{\text {nd }}$-order problems, the constrained space $\mathcal{V}^{h}$ should weakly satisfy a $C^{0}$ continuity constraint across the interface $\Gamma$. Hence, the constrained space $\mathcal{V}^{h}$ for $2^{\text {nd }}$-order problems is given by


Figure 4.8: The classification of nodes along an interface for $2^{\text {nd }}$-order problems.

$$
\begin{equation*}
\mathcal{V}^{h}:=\left\{v \in X^{h} \mid \quad \int_{\Gamma} \mu[u] d \Gamma=0, \quad \forall \mu \in \mathcal{M}^{h}\right\} \tag{4.49}
\end{equation*}
$$

where the Lagrange multiplier space $\mathcal{M}^{h}$ is two dimensions less than the trace space along the slave side of the interface. As a result, in addition to the interface nodes along the master side of the interface, the first and the last interface nodes along the slave side also serve as master nodes (see Figure 4.8).

### 4.3.4 Domain decomposition for $4^{\text {th }}$-order problems

Due to the existence of the second-order weak derivative in the weak form of $4^{\text {nd }}$-order problems, the constrained space $\mathcal{V}^{h}$ should weakly satisfy a $C^{1}$ continuity constraint across the interface $\Gamma$. Hence, two Lagrange multipliers are needed to apply both a $C^{0}$ continuity constraint and a $C^{1}$ continuity constraint. The constrained space $\mathcal{V}^{h}$ for $4^{\text {nd }}$-order problems is given by

$$
\mathcal{V}^{h}:=\left\{\begin{array}{ll}
v \in \mathcal{X}^{h} & \int_{\Gamma} \mu_{0}[u] d \Gamma=0,
\end{array} \quad \forall \mu_{0} \in \mathcal{M}_{0}^{h},\left\{\begin{array}{ll}
\int_{\Gamma} \mu_{1}\left[\frac{\partial u}{\partial \xi_{s}}\right] d \Gamma=0 \text { if } \Gamma \| \eta_{s} \text { or } \int_{\Gamma} \mu_{1}\left[\frac{\partial u}{\partial \eta_{s}}\right] d \Gamma=0 \text { if } \Gamma \| \xi_{s}, & \forall \mu_{1} \in \mathcal{M}_{1}^{h} \tag{4.50}
\end{array}\right\},\right.
$$



Figure 4.9: The classification of nodes along an interface for $4^{\text {th }}$-order problems.
where both $\mathcal{M}_{0}^{h}$ and $\mathcal{M}_{1}^{h}$ are 4 dimensions less than the trace space along the slave side of the interface. As a result, four nodes in the neighborhood of each vertex of $\Omega_{s}$ are classified as master nodes.

### 4.4 Numerical examples

In this section, we investigate the performance of the enriched dual basis for several challenging second- and fourth-order benchmarks. The first example is a Poisson problem over a four-patch square domain, where the intersections are all parameterized differently. In the second problem, we model an infinite plate with a hole using four non-conforming NURBS patches. The third benchmark is a biharmonic problem over a five-patch square domain. A simply supported square Kirchhoff-Love plate is our fourth example. To verify the robustness of our enriched dual basis and dual mortar formulation for fourth-order problems, we consider the Cahn-Hilliard equation as the last benchmark. All numerical problems are solved using the Eigen library [71]. Due to the asymmetric structure of the consistent tangent matrix for the Cahn-Hilliard problem, the BiCGSTAB solver is used whereas the conjugate gradient solver is used for the rest of problems. Note that extraordinary vertices are present in all of the underlying meshes. For the Bézier dual basis, we adopt the extraordinary vertex modification procedure described in the previous chapter.

Results obtained from the enriched dual basis are denoted by Enrich- $Q_{i}$. The performance of the enriched dual basis is compared with the global dual basis $\left(L^{2}-Q_{i}\right)$ and the Bézier dual basis (Bézier- $Q_{i}$ ). For all second-order problems, the polynomial reproduction degree $q$ is set to $p-1$ for the $p^{\text {th }}$-order enriched dual basis and $q=p-2$ for all fourth-order problems. These choices of degrees ensure the sparsest possible stiffness matrix while also maintaining optimality. The enriched dual bases are constructed by Algorithm 4.

### 4.4.1 Poisson problem

We start by solving the Poisson equation $-\Delta u=f$ over the domain $[0,1] \times[0,1]$. The domain is decomposed into four patches, shown in Figure 4.10a. A manufactured solution is given as

$$
\begin{equation*}
u(x, y)=\sin (2 \pi x) \sin (2 \pi y) \tag{4.51}
\end{equation*}
$$

This manufactured solution satisfies the homogeneous Dirichlet boundary condition $(u=0)$ and is shown in Figure 4.10b.

(a) A four-patch mesh where all intersections
(b) A manufactured solution. have both mismatched parameterizations and non-conforming meshes.

Figure 4.10: The multi-patch mesh of the domain $\Omega=[0,1] \times[0,1]$ and the manufactured solution that satisfies $u=0$ on $\partial \Omega$, which are utilized for the problem described in Section 4.4.1.

Convergence plots in both the $L^{2}$ and $H^{1}$ norms are shown in Figure 4.11. We achieve optimal convergence for the enriched dual basis for all tested polynomial degrees ( $p=2,3, \ldots, 5$ ) in both norms. For $p=2,3$, the error in the enriched dual basis is close to that of the global dual basis, whereas uniform shifts are observed for $p=4,5$. We speculate that the cause of these vertical shifts in the convergence curves is due to the non-matching parameterizations along each intersection. Since the enriched dual basis functions have a larger support size, the size of a corresponding extension element $\hat{\Omega}_{e}$ for the enriched dual basis will be significantly larger than that of the standard B-spline basis. As a result, the local approximation error of the enriched dual basis will be larger than that of the standard B-spline basis. The higher degree non-matching parameterizations seem to aggravate this error. However, regardless of the slight shift, the optimal convergence rates have been observed in both measures. The Bézier dual basis, as expected, demonstrates sub-optimal convergence in both the $L^{2}$ and $H^{1}$ norms for $p=3,4,5$. In addition, in the asymptotic regime, the error increases as the polynomial degree is increased.



Figure 4.11: Convergence plots for the problem described in Section 4.4.1. On the left, error measured in the $L^{2}$ norm. On the right, error measured in the $H^{1}$ norm.

Error contour plots for the cubic mesh after three global uniform refinements are shown in Figure 4.12. The contour plot of the enriched dual basis is similar to that of the global dual basis, except for small spikes in the neighborhood of extraordinary vertices. On the other hand,

$$
\text { Enrich- } Q_{3} \quad \text { Bézier }-Q_{3}
$$

$$
L^{2}-Q_{3}
$$

Figure 4.12: Error contour plots for the Poisson problem on a four-patch domain ( $p=3$, three uniform mesh refinements).
a significant amount of oscillatory error can be observed for the Bézier dual basis along each intersection. Notice that the in-domain error (i.e., approximation error) is similar in all cases.

### 4.4.2 Linear elasticity - infinite plate with a hole

We next consider a linear elasticity problem. The problem setup and multi-patch domain are shown in Figure 4.13. The traction along the outer edge is set to the exact solution

$$
\begin{align*}
& \sigma_{r r}(r, \theta)=\frac{T_{x}}{2}\left(1-\frac{R_{1}^{2}}{r^{2}}\right)+\frac{T_{x}}{2}\left(1-4 \frac{R_{1}^{2}}{r^{2}}+3 \frac{R_{1}^{4}}{r^{4}}\right) \cos (2 \theta), \\
& \sigma_{\theta \theta}(r, \theta)=\frac{T_{x}}{2}\left(1+\frac{R_{1}^{2}}{r^{2}}\right)-\frac{T_{x}}{2}\left(1+3 \frac{R_{1}^{4}}{r^{4}}\right) \cos (2 \theta),  \tag{4.52}\\
& \sigma_{r \theta}(r, \theta)=-\frac{T_{x}}{2}\left(1+2 \frac{R_{1}^{2}}{r^{2}}-3 \frac{R_{1}^{4}}{r^{4}}\right) \sin (2 \theta) .
\end{align*}
$$



Figure 4.13: The infinite plate with a hole problem.


Figure 4.14: Convergence plots for the problem described in Section 4.4.2. On the left, the error measured in the $L^{2}$ norm. On the right, the error measured in the energy semi-norm.

The relative error of the displacement $\mathbf{u}$ are measured in both the $L^{2}$ norm and energy semi-norm

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}^{h}\right\|_{E}:=\sum_{k} \int_{\Omega_{k}} \frac{1}{2} \sigma\left(\mathbf{u}-\mathbf{u}^{h}\right): \epsilon\left(\mathbf{u}-\mathbf{u}^{h}\right) d \Omega . \tag{4.53}
\end{equation*}
$$

Convergence plots for both norms are shown in Figure 4.14. Similar to the scalar Poisson problem, both the enriched and global dual basis converge optimally for all polynomial degrees in both norms. In addition, due to the absence of non-matching parameterizations along each intersection, the convergence plots of the enriched dual basis are all identical to that of the global dual basis. The convergence plots of the Bézier dual basis are again sub-optimal.

$$
\text { Enrich- } Q_{3} \quad \text { Bézier - } Q_{3}
$$

$$
L^{2}-Q_{3}
$$

Figure 4.15: Error contour plots for the linear elasticity problem on a four-patch domain ( $p=3$, three uniform mesh refinements).

Error contour plots for $p=3$ after three uniform global mesh refinements are shown in Figure 4.15. The error contour plots for both the enriched and global dual basis are the same. The error in the Bézier dual basis, however, is highly oscillatory along each intersection. Again, the in-domain errors are similar for all methods which confirms that the main contribution to the sub-optimal behavior is the consistency error.

(a) A non-conforming five-patch mesh.
(b) A manufactured solution.

Figure 4.16: The biharmonic problem setup.

### 4.4.3 The biharmonic problem

We next consider a homogeneous biharmonic problem over the domain $[0,1] \times[0,1]$ and a manufactured solution

$$
\begin{equation*}
u(x, y)=\sin (2 \pi x)^{2} \sin (2 \pi y)^{2} \tag{4.54}
\end{equation*}
$$

The problem setup is shown in Figure 4.16.
Error convergence plots for the biharmonic problem are shown in Figure 4.17. The enriched dual basis with $q=p-2$ produces optimal results for $p=2,3,4$ and the convergence plots are identical to those produced by the global dual basis. Note that the optimal convergence rate for quadratic basis functions is $O\left(h^{2}\right)$ in the $L^{2}$ norm for biharmonic problems. For the $p=5$ case, we observe sub-optimal convergence for both the enriched and global dual basis and the most highly refined mesh in the $L^{2}$ norm. However, no sub-optimality is observed for the $H^{2}$ norm. This behavior indicates that the error occurs at certain digits of the floating point vector $\mathbf{U}^{\text {mortar }}$ (between the $7^{\text {th }}$ and $10^{\text {th }}$ digits for this case). We infer that the cause of this error is the poor conditioning of the stiffness matrix. In addition, previous studies [103] show that the growth rate of the condition number for the biharmonic problem is $O\left(-h^{4}\right)$, which is huge when compared with $O\left(-h^{2}\right)$ for the Poisson problem. This explains why the ill-conditioning of the biharmonic problem occurs much earlier than for the Poisson problem. We also attribute the slightly better performance of the


Figure 4.17: Convergence plots for the problem described in Section 4.4.3. On the left, the error measured in the $L^{2}$ norm. On the right, the error measured in the $H^{2}$ norm.
enriched dual basis to their compact support and the robust construction algorithm (Algorithm 4). Again, the Bézier dual basis leads to sub-optimal behavior for higher-order elements.

Error contour plots for the cubic mesh after two uniform refinements are shown in Figure 4.18. Similar to second-order problems, the error contour plot for the enriched dual basis is identical to that of the global dual basis due to the absence of mismatched parameterizations along each intersection.

### 4.4.4 Kirchhoff plate

The last benchmark with analytical solution is a simply supported square Kirchhoff plate. The bending moments of Kirchhoff plate is given by:

$$
\begin{align*}
& M_{x x}=-D\left(\frac{\partial^{2} w}{\partial x^{2}}+v \frac{\partial^{2} w}{\partial y^{2}}\right) \\
& M_{y y}=-D\left(\frac{\partial^{2} w}{\partial y^{2}}+v \frac{\partial^{2} w}{\partial x^{2}}\right)  \tag{4.55}\\
& M_{x y}=-D(1-v) \frac{\partial^{2} w}{\partial x y}
\end{align*}
$$

$$
L^{2}-Q_{3}
$$

Figure 4.18: Error contour plots for the biharmonic problem on a five-patch domain ( $p=3$, two uniform mesh refinements).
where $w$ is the vertical displacement, $D=\frac{E t^{3}}{12\left(1-v^{2}\right)}, t$ is the thickness, $E$ is the Young's modulus and $v$ is the Poisson's ratio. The governing equation of Kirchhoff plate can be derived as

$$
\begin{equation*}
\frac{\partial^{4} w}{\partial x^{4}}+\frac{\partial^{4} w}{\partial x^{2} y^{2}}+\frac{\partial^{4} w}{\partial y^{4}}=\frac{q}{D} \tag{4.56}
\end{equation*}
$$

where $q$ is the pressure. In this benchmark, we consider a square plate with $L=12$ subjected to a sinusoidal presure load of

$$
\begin{equation*}
q(x, y)=-\sin \left(\frac{\pi x}{L}\right) \sin \left(\frac{\pi y}{L}\right) . \tag{4.57}
\end{equation*}
$$

We also adopt $t=0.375, E=4.8 \times 10^{5}$ and $v=0.38$. The analytical solution is given by

$$
\begin{equation*}
w(x, y)=-\frac{L^{4}}{4 D \pi^{4}} \sin \left(\frac{\pi x}{L}\right) \sin \left(\frac{\pi y}{L}\right) \tag{4.58}
\end{equation*}
$$



Figure 4.19: The decomposition and discretization of the domain $[0,1] \times[0,1]$ and the refernce solution that satisfies $u=0$ on $\partial \Omega$ in Section 4.4.4. The non-matching parameterized interface is denoted by green curve and the simple non-conforming discretized interfaces are denoted by red curves.

The geometry, discretization and the analytical solution of vertical displacement are shown in Figure 4.19. Note that the green intersection is non-matching parameterized, whereas red curves are coupled non-comformingly.

Convergence behaviors of $w, M_{x x}$ and $M_{x y}$ are studied in Figure 4.20. As can be seen, both the enriched dual basis and the global dual basis yield optimal results for all polynomial orders in all three measures. As the biharmonic problem, ill-conditioning at the last refinement of $p=5$ is observed in $L^{2}$ norm whereas convergences of errors in $M_{x x}$ and $M_{x y}$ are still optimal. Due to the presence of a non-matching parameterized intersection, vertical shifts in error plots of the enriched dual basis have been observed for higher order elements $(p=4,5)$. Again, the Bézier dual basis generates sub-optimal results.

Contour plots of err $=u_{x}-u_{x}^{h}$ for the simply supported Kirchhoff plate problem are given in Figure 4.21. For the enriched dual basis and the global dual basis, no oscillation has been observed on the curved intersecitons, however, errors are evolved along the non-matching parameterized intersection. In addition, the influence of the non-matching intersection is more significant on the enriched dual basis case. For the case of the Bézier dual basis, the consistency error is much higher and propagates into each patches.
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$$
\begin{aligned}
& \begin{array}{l}
\Delta \text { Enrich- } Q_{2}-\Delta \text { Enrich- } Q_{3} \rightarrow \text { - Enrich- } Q_{4}-\triangle \text { Enrich- } Q_{5} \\
\cdots \text { Bézier- } Q_{2} \cdots \text { Bézier- } Q_{3} \cdots \text { Bézier- } Q_{4} \cdots \text { Bézier- } Q_{5}
\end{array} \\
& \text {-曰- } \quad L^{2}-Q_{2} \quad \text {-曰- } \quad L^{2}-Q_{3} \quad \text {-曰- } \quad L^{2}-Q_{4} \quad \text {-曰- } \quad L^{2}-Q_{5}
\end{aligned}
$$



Figure 4．20：Convergence plots for the simply supported Kirchhoff plate in Section 4．4．4．Upper left：error of $w$ measured in $L^{2}$ norm．Upper right：error of $M_{x x}$ measured in $L^{2}$ norm．Bottom： error of $M_{x y}$ measured in $L^{2}$ norm．

## 4．4．5 Cahn－Hilliard equation

In this benchmark，we verify the robustness of the dual mortar method and the enriched dual basis by a $4^{\text {th }}$ order non－linear dynamic problem－Cahn－Hilliard equation．The Cahn－Hilliard equation is originally derived to model spinodal decomposition of binary mixtures．Taking the concentration $u$ of one of the mixtures＇s components as an phase－field parameter，the governing
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$L^{2}-Q_{3}$
Figure 4.21: Contour plots of err $=u_{x}-u_{x}^{h}$ for the simply supported Kirchhoff plate problem on the three-patch domain ( $p=3$, and the mesh is obtained after two refinements).
equation over infinite domain can be stated as

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\nabla \cdot(M(u) \nabla(\mu(u)-\lambda \Delta u)) \text { in } \Omega \times[0, T],  \tag{4.59}\\
u(\mathbf{x}, 0) & =u_{0}(\mathbf{x}) \text { in } \Omega
\end{align*}
$$

where $M(u)$ is the mobility, $\mu(u)$ represents the chemical potential of a regular solution in the absence of phase interfaces and $\lambda$ is a positive constant such that $\sqrt{\lambda}$ represents a length scale of the problem. In this benchmark, we study the concentration distribution over a 2D domain with
difference initial conditions and boundary conditions. We consider

$$
\begin{align*}
M(u) & =D u(1-u),  \tag{4.60}\\
\mu(u) & =3 \alpha\left(\frac{1}{2 \theta} \log \frac{u}{1-u}+1-2 u\right), \tag{4.61}
\end{align*}
$$

and adopt the following values: $\alpha=3000, D=1, \lambda=1$ and $\theta=1.5$. The weak form is stated as follows: find $u \in \mathcal{U}$ such that $\forall v \in \mathcal{V}$

$$
\begin{equation*}
\left\langle\frac{\partial u}{\partial t}, v\right\rangle_{\Omega}+\langle M(u) \nabla \mu(u)+\nabla M(u) \Delta u, \nabla v\rangle_{\Omega}+\langle M(u) \Delta u, \Delta v\rangle_{\Omega}=0, \tag{4.62}
\end{equation*}
$$

where $\mathcal{U}$ and $\mathcal{V}$ are suitable function spaces.
To achieve an optimal ratio of high-frequency and low-frequency dissipation, we adopt the first order generalized- $\alpha$ method [104], [105] as the temporal discretization scheme. In each time step, we require the nonlinear residual reduces to $10^{-4}$ of its initial value. For the sake of computational efficiency, we adopt an adaptive time stepping scheme introduced by Gómez et al. in [16]. This adaptive time stepping scheme takes advantage of the fact that the generalized- $\alpha$ method contains the backward Euler method as a special case, and use the relative error between solution from generalized- $\alpha$ method and solution from backward Euler method as an estimator of the current step size.

## Stochastic concentration distribution

We first consider an initially stochastic concentration distribution over an infinite 2D domain, as:

$$
\begin{equation*}
u_{0}(\mathbf{x})=\bar{u}+r(\mathbf{x}) \tag{4.63}
\end{equation*}
$$

where $\bar{u}=0.63$ and the $r$ is a random variable with uniform distribution in the range [ $-0.005,0.005$ ]. The infinite domain can be described by a square domain $\Omega=[0,1] \times[0,1]$ with periodic boundary condition. Hence, for this case, both $\mathcal{U}$ and $\mathcal{V}$ are $H^{2}(\Omega)$ functions that satisfy periodic boundary condition. Taking into account that periodic boundary conditions are applied, it is anticipated that in the steady state only one circular inclusion remains. To demonstrate the robustness of the dual
mortar method and the enriched dual basis, we non-uniformly discretize the domain $\Omega$ into $64 \times 64$ quadratic elements, the periodic boundary condition is applied by the dual mortar method.

The mesh and the structural evolution of the concentration distribution are demonstrated in Figure 4.22. Note that both the top/bottom and the left/right interfaces are non-matching parameterized. As can be seen, from its initial stochastic pattern, the concentration distribution evolves into two phases whose composition is determined by the minima of the bulk free energy. The process is dominated by the reduction of the number of $u=0$ phase. Meanwhile, the characteristic length of $u=0$ phase is increased. Finially, the circular shape of the single inclusion is formed as the result of the bulk free energy minimization.

## Linear concentration distribution

In the second case, we do not take $\bar{u}$ as a constant, but we vary it linearly with the horizontal spatial coordinate from 0.1 to 0.9 . The domain $\Omega=[0,2] \times[0,2]$ is decomposed into four patches that are coupled non-conformingly. In addition, to show the compatibility of the coupling method with other types of boundary condition, we consider

$$
\begin{equation*}
\frac{\partial u}{\partial \mathbf{n}}=0, \text { on } \partial \Omega . \tag{4.64}
\end{equation*}
$$

This boundary condition can be incorporated into the dual mortar formulation by solving localized null space problems over each extraordinary points on the boundary.

The mesh and the structural evolution of the concentration distribution are demonstrated in Figure 4.23. Four patches are discretized into $63 \times 63,65 \times 65,65 \times 65$ and $63 \times 63$ cubic elements, correspondingly. In this case, three morphologies are formed in different regions of the domain. On the left-hand side of the domain, the red phase nucleates into the blue one. The exact opposite occurs on the right-hand side. In the middle, where $u \approx 0.5$, we observe the striped pattern typical from spinodal decomposition. Whereas the nucleation process is dominated in the middle region, the structural evolution at the boundaries $x=0$ and $x=2$ hardly exists. Eventually, the interface develops into a straight line at $x=1$, which is consistent with the behavior of the exact solution.

In both cases, the convergence of the Newton's method is achieved within 3 interations when $\Delta t<5 \times 10^{-6}$ and 4 interations when $5 \times 10^{-6} \leq \Delta t<1 \times 10^{-4}$ for both the generalized- $\alpha$
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Figure 4.22: Temporal evolution of an initially stochastic concentration distribution into phases of different composition. The periodic boundary conditions are applied by the dual mortar method with the enriched dual basis. The computational domain is non-uniformly discretized, mesh lines at $\xi=0.5$ and $\eta=0.5$ are highlighted.
method and the backward Euler method. This is the same as the simulation with one uniformly discretized patch. In addition, no influence in the time step size of the adaptive time stepping scheme has been observed. This confirms that the dual mortar method with the enriched dual basis does not impact the convergence behavior of the correction loop and the overall performance in solving nonlinear problems.
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Figure 4.23: Temporal evolution of an initially linear concentration distribution with stochastic perturbation into two phases separated by a straight interface. The four-patch domain are coupled by the dual mortar method with the enriched dual basis.

### 4.5 Conclusion

In this chapter, we develop an enrichment procedure to endow Bézier dual basis functions with sufficient approximation ability. The cause of sub-optimal convergence of Bézier dual basis is the lack of polynomial reproduction. The enriched Bézier dual basis can reproduce polynomial up to a given order though at the expense of a slightly enlarged support size. Owing to the locality, the linear system from static condensation remains sparse. The proposed enrichment methodology is
based on the formulation in Oswald et al. [100] and two significant improvements have been made in efficiency and robustness aspects. The proposed formulation is quadrature-free and independent of the mesh size. Hence, the cost in assembly different operators will be eliminated and the effect of the problem scale on the conditioning these operators will be minimized, giving rise to a more efficient and robust formulation.

The performance of the enriched Bézier dual basis is demonstrated via several challenging benchmark problems. These problems include $2^{\text {nd }}$ order, $4^{\text {th }}$ order, linear, nonlinear, static and dynamic problems. The proposed dual basis demonstrates optimal convergence and yields compelling results as compared with the global dual basis. The robustness of the proposed dual basis is also confirmed by two highly nonlinear dynamic phase-field problems.

Finally, although the proposed enrichment procedure cures the sub-optimality of Bézier dual basis at the expense of a slightly enlarged support, we believe there exists a better formulation that can achieve the same performance without any influences on the support size. This is subjected to the future research.

## CHAPTER 5. KIRCHHOFF-LOVE SHELL PROBLEM

### 5.1 Dual mortar method for non-homogeneous constraints

We briefly demonstrate the dual mortar method in the context of an abstract formulation for a constrained problem: find $u \in \mathcal{X}$ and $\lambda \in \mathcal{M}$ such that

$$
\left\{\begin{align*}
a(v, u)+b(v, \lambda)=l(v) & \forall v \in \mathcal{X}  \tag{5.1a}\\
b(\mu, u)=c(\mu) & \forall \mu \in \mathcal{M}
\end{align*}\right.
$$

where $a(\cdot, \cdot)$ is a bilinear form representing a potential energy, $l(\cdot)$ is a linear form representing the external load, $b(\cdot, \cdot)$ is a bilinear form representing a set of constraints on the solution $u$ and $c(\mu)$ is a linear form corresponding to any non-homogeneous constraints. In Section 5.3, b( $\cdot, \cdot)$ and $c(\cdot)$ will represent the continuity constraints across patch boundaries for each Newton-Raphson iteration.

If we introduce a pair of discrete function spaces $\mathcal{X}^{h} \subset \mathcal{X}$ and $\mathcal{M}^{h} \subset \mathcal{M}$ we can represent the weak form (5.1) as the matrix problem

$$
\mathbf{K}^{\mathrm{LM}} \mathbf{U}^{\mathrm{LM}}=\left[\begin{array}{cc}
\mathbf{K} & \mathbf{B}^{T}  \tag{5.2}\\
\mathbf{B} & \mathbf{0}
\end{array}\right] \mathbf{U}^{\mathrm{LM}}=\left[\begin{array}{l}
\mathbf{F} \\
\mathbf{R}
\end{array}\right]
$$

where $\mathbf{K}$ is the discretized stiffness matrix, $\mathbf{F}$ is the discretized external force vector, $\mathbf{B}$ is the discretized constraints matrix, $\mathbf{R}$ is the forcing term due to non-homogeneous constraints (for homogeneous constraints, $\mathbf{R}=\mathbf{0}$ ) and $\mathbf{U}^{\mathrm{LM}}$ is a vector containing the control values $\mathbf{U}$ of the displacement field and the control values $\boldsymbol{\Lambda}$ Lagrange multiplier field. The mortar method statically condenses out additional unknowns and gives rise to a positive definite variational problem by introducing a constrained function space

$$
\begin{equation*}
\mathcal{V}^{h}:=\left\{u^{h} \in X^{h} \mid b\left(\lambda^{h}, u^{h}\right)=0, \quad \forall \lambda^{h} \in \mathcal{M}^{h}\right\} \tag{5.3}
\end{equation*}
$$

The saddle point problem (5.1) can now be transformed into a minimization problem: find a general solution $u_{\text {hom }}^{h} \in \mathcal{V}^{h}$ such that, for $u^{h}=u_{\text {hom }}^{h}+u_{\text {non }}^{h}$

$$
\begin{equation*}
a\left(v^{h}, u^{h}\right)=l\left(v^{h}\right), \quad \forall v^{h} \in \mathcal{V}^{h} \tag{5.4}
\end{equation*}
$$

where $u_{\text {non }}^{h} \in \mathcal{X}^{h}$ is a particular solution that satisfies the constraint (5.1b). Given $\mathbf{N}^{X^{h}}$, the vector containing the basis functions of $\mathcal{X}^{h}$, the vector containing the basis functions of $\mathcal{V}^{h}$ is given by

$$
\begin{equation*}
\mathbf{N}^{\mathcal{V}^{h}}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{N} \tag{5.5}
\end{equation*}
$$

where the matrix $\mathbf{B}^{\perp}$ is the vector basis of the null space of the constraint matrix $\mathbf{B}$. If the Lagrange multiplier space is discretized by a set of dual basis functions, the constraint matrix $\mathbf{B}$ can be written as [88]

$$
\mathbf{B}=\left[\begin{array}{ll}
\mathbf{I} & \mathbf{B}_{2} \tag{5.6}
\end{array}\right],
$$

the bandwidth of $\mathbf{B}_{2}$ depends on the support size of dual basis functions.
For a $\mathbf{B}$ in the form (5.6), the vector basis of its null space can be obtained from

$$
\mathbf{B}^{\perp}=\left[\begin{array}{c}
-\mathbf{B}_{2}  \tag{5.7}\\
\mathbf{I}
\end{array}\right] .
$$

The discretization of the constraint (5.1b) is

$$
\begin{equation*}
\mathbf{B U}^{\text {non }}=\mathbf{R}, \tag{5.8}
\end{equation*}
$$

where a particular solution can be solved from [106]

$$
\begin{equation*}
\mathbf{U}^{\mathrm{non}}=\mathbf{B}^{T}\left[\mathbf{B B}^{T}\right]^{-1} \mathbf{R} \tag{5.9}
\end{equation*}
$$

However, for a constraint matrix takes the form (5.6), a particular solution can be explicitly constructed as

$$
\mathbf{U}^{\mathrm{non}}=\left[\begin{array}{l}
\mathbf{R}  \tag{5.10}\\
\mathbf{0}
\end{array}\right] .
$$

The mortar linear system can now be written as

$$
\begin{equation*}
\mathbf{K}^{\text {mortar }} \mathbf{U}^{\text {mortar }}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{K} \mathbf{B}^{\perp} \mathbf{U}^{\text {mortar }}=\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{F}-\left[\mathbf{B}^{\perp}\right]^{T} \mathbf{K} \mathbf{U}^{\text {non }} \tag{5.11}
\end{equation*}
$$

The relation between the mortar displacement nodal value vector $\mathbf{U}^{\text {mortar }}$, non-homogeneous solution $\mathbf{U}^{\text {non }}$ and $\mathbf{U}$ is given by

$$
\begin{equation*}
\mathbf{U}=\mathbf{B}^{\perp} \mathbf{U}^{\text {mortar }}+\mathbf{U}^{\text {non }} \tag{5.12}
\end{equation*}
$$

With a sparse $\mathbf{B}^{\perp}$ obtained from a set of dual basis with compact support, the stiffness matrix of the mortar formulation $\mathbf{K}^{\text {mortar }}$ will remain sparse, resulting in an efficient linear system.

### 5.2 Formulation of Kirchhoff-Love shell

In this section, we present the formulation of Kirchhoff-Love shell in compact form. The theory of Kirchhoff-Love shell is based on the assumption that the normal of the shell's mid-surface remains perpendicular in the deformed configuration. Hence, the strain the transverse strains are zero and the description of shell geometry can be reduced to its mid-surface.

### 5.2.1 Kinematics

In what follows, we use Greek letters for indices taking values $\{1,2\}$ and Latin letters for $\{1,2,3\}$, respectively. Einstein summation convention on repeated indices is also utilized. We now consider a shell structure of arbitrary geometry with constant thickness $h$ and parameterized with curvilinear coordinates $\theta^{i}$, where $\theta^{1}$ and $\theta^{2}$ denote the natural curvilinear coordinates and $\theta^{3}$ indicates the thickness direction with $\theta^{3} \in[-0.5 h, 0.5 h]$ (see Figure 5.1). We use $\mathbf{R}\left(\theta^{1}, \theta^{2}\right), \mathbf{r}\left(\theta^{1}, \theta^{2}\right): \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ to describe the mid-surface of a shell in reference and current configurations, respectively. For simplicity and without loss of generality, we assume the parametric domain $\hat{\Omega}=[0,1] \times[0,1]$. The displacement of the shell mid-surface is given by

$$
\begin{equation*}
\mathbf{u}\left(\theta^{1}, \theta^{2}\right)=\mathbf{r}\left(\theta^{1}, \theta^{2}\right)-\mathbf{R}\left(\theta^{1}, \theta^{2}\right) \tag{5.13}
\end{equation*}
$$

The mid-surface covariant base vectors in both configurations are obtained by

$$
\left\{\begin{array}{l}
\mathbf{A}_{\alpha}=\mathbf{R}_{, \alpha}=\frac{\partial \mathbf{R}}{\partial \theta^{\alpha}}  \tag{5.14}\\
\mathbf{A}_{3}=\frac{\mathbf{A}_{1} \times \mathbf{A}_{2}}{\left|\mathbf{A}_{1} \times \mathbf{A}_{2}\right|}
\end{array}, \quad\left\{\begin{array}{l}
\mathbf{a}_{\alpha}=\mathbf{r}_{, \alpha}=\frac{\partial \mathbf{r}}{\partial \theta^{\alpha}}=\mathbf{A}_{\alpha}+\mathbf{u}_{, \alpha} \\
\mathbf{a}_{3}=\frac{\mathbf{a}_{1} \times \mathbf{a}_{2}}{\left|\mathbf{a}_{1} \times \mathbf{a}_{2}\right|}
\end{array}\right.\right.
$$

where $|\cdot|$ denotes the Euclidean length of the given vector. $\mathbf{A}_{3}$ and $\mathbf{a}_{3}$ are commonly refered to as the directors in the reference and currect configurations. The position vector of any material point within the shell in both reference configuration and current configuration are described by

$$
\left\{\begin{array}{l}
\mathbf{X}\left(\theta^{1}, \theta^{2}, \theta^{3}\right)=\mathbf{R}\left(\theta^{1}, \theta^{2}\right)+\theta^{3} \mathbf{A}_{3}\left(\theta^{1}, \theta^{2}\right)  \tag{5.15}\\
\mathbf{x}\left(\theta^{1}, \theta^{2}, \theta^{3}\right)=\mathbf{r}\left(\theta^{1}, \theta^{2}\right)+\theta^{3} \mathbf{a}_{3}\left(\theta^{1}, \theta^{2}\right)
\end{array}\right.
$$

Similar to the mid-surface, the covariant base vectors at any arbitrary material point within the shell in two configurations are obtained by

$$
\left\{\begin{array}{l}
\mathbf{G}_{\alpha}=\mathbf{X}_{, \alpha}=\mathbf{A}_{\alpha}+\theta^{3} \mathbf{A}_{3, \alpha}  \tag{5.16}\\
\mathbf{G}_{3}=\mathbf{X}_{, 3}=\mathbf{A}_{3}
\end{array}, \quad\left\{\begin{array}{l}
\mathbf{g}_{\alpha}=\mathbf{x}_{, \alpha}=\mathbf{a}_{\alpha}+\theta^{3} \mathbf{a}_{3, \alpha} \\
\mathbf{g}_{3}=\mathbf{x}_{, 3}=\mathbf{a}_{3}
\end{array}\right.\right.
$$

The covariant and contravariant metric coefficients are computed by

$$
\left\{\begin{array}{l}
G_{i j}=\mathbf{G}_{i} \cdot \mathbf{G}_{j}  \tag{5.17}\\
G^{i j}=\left[G_{i j}\right]^{-1}
\end{array}, \quad\left\{\begin{array}{l}
A_{i j}=\mathbf{A}_{i} \cdot \mathbf{A}_{j} \\
A^{i j}=\left[A_{i j}\right]^{-1}
\end{array}, \quad\left\{\begin{array}{l}
g_{i j}=\mathbf{g}_{i} \cdot \mathbf{g}_{j} \\
g^{i j}=\left[g_{i j}\right]^{-1}
\end{array}, \quad\left\{\begin{array}{l}
a_{i j}=\mathbf{a}_{i} \cdot \mathbf{a}_{j} \\
a^{i j}=\left[a_{i j}\right]^{-1}
\end{array}\right.\right.\right.\right.
$$

The contravariant base vectors are then given by

$$
\begin{equation*}
\mathbf{G}^{i}=G^{i j} \mathbf{G}_{j}, \quad \mathbf{A}^{i}=A^{i j} \mathbf{A}_{j}, \quad \mathbf{g}^{i}=g^{i j} \mathbf{g}_{j}, \quad \mathbf{a}^{i}=a^{i j} \mathbf{a}_{j} . \tag{5.18}
\end{equation*}
$$

Form the numerour strain measures, we use the Green-Lagrangian strain tensor to describe the strain, which is defined as

$$
\begin{equation*}
\mathbf{E}=\frac{1}{2}\left(\mathbf{F}^{T} \mathbf{F}-\mathbf{I}\right), \tag{5.19}
\end{equation*}
$$



Figure 5.1: Illustration of deformation, reference and currect configuration of Kirchhoff-Love shell. The mid-surface is denoted by blue color.
where $\mathbf{F}=\frac{\partial \mathbf{x}}{\partial \mathbf{X}}=\mathbf{g}_{i} \otimes \mathbf{G}^{i}$ is the deformation gradient and $\mathbf{I}$ is the identity tensor. Alternatively, $\mathbf{E}$ can be represented as

$$
\begin{equation*}
\mathbf{E}=E_{i j} \mathbf{G}^{i} \otimes \mathbf{G}^{j}, \quad \text { with } E_{i j}=\frac{1}{2}\left(g_{i j}-G_{i j}\right) . \tag{5.20}
\end{equation*}
$$

Substituting (5.17) into (5.20), we obtain $E_{i 3}=E_{3 i}=0$. Separating the strain into a constant part due to membrane load and alinear part due to bending and neglecting $\mathcal{O}\left(\left(\theta^{3}\right)^{2}\right)$ terms, the rest strain coefficients are given by

$$
\begin{equation*}
E_{\alpha \beta}=\epsilon_{\alpha \beta}+\theta^{3} \kappa_{\alpha \beta}, \tag{5.21}
\end{equation*}
$$

where the membrane strain tensor

$$
\begin{equation*}
\epsilon=\epsilon_{\alpha \beta} \mathbf{G}^{\alpha} \otimes \mathbf{G}^{\beta}, \quad \epsilon_{\alpha \beta}=\frac{1}{2}\left(a_{\alpha \beta}-A_{\alpha \beta}\right)=\frac{1}{2}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\beta}-\mathbf{A}_{\alpha} \cdot \mathbf{A}_{\beta}\right), \tag{5.22}
\end{equation*}
$$

and the tensor expressing changes in curvature

$$
\kappa=\kappa_{\alpha \beta} \mathbf{G}^{\alpha} \otimes \mathbf{G}^{\beta}, \quad \kappa_{\alpha \beta}=b_{\alpha \beta}-B_{\alpha \beta}, \quad \text { with }\left\{\begin{array}{l}
B_{\alpha \beta}=\frac{1}{2}\left(\mathbf{A}_{\alpha} \cdot \mathbf{A}_{3, \beta}+\mathbf{A}_{\beta} \cdot \mathbf{A}_{3, \alpha}\right)=-\mathbf{A}_{\alpha, \beta} \cdot \mathbf{A}_{3}  \tag{5.23}\\
b_{\alpha \beta}=\frac{1}{2}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{3, \beta}+\mathbf{a}_{\beta} \cdot \mathbf{a}_{3, \alpha}\right)=-\mathbf{a}_{\alpha, \beta} \cdot \mathbf{a}_{3}
\end{array} .\right.
$$

### 5.2.2 Equilibrium of elastic Kirchhoff-Love shell

Next, we develop the variational formulation from the minimization of the potential energy. For the sake of simplicity, we assume that the shell is linear elastic with a strain energy density per unit area of the form [107]

$$
\begin{equation*}
W\left(\theta^{1}, \theta^{2}\right)=\frac{1}{2}\left(h \epsilon: \mathbf{C}: \epsilon+\frac{h^{3}}{12} \kappa: \mathbf{C}: \kappa\right)=\frac{1}{2}\left(h C^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta} \epsilon_{\gamma \delta}+\frac{h^{3}}{12} C^{\alpha \beta \gamma \delta} \kappa_{\alpha \beta} \kappa_{\gamma \delta}\right), \tag{5.24}
\end{equation*}
$$

where $E$ is Young's modulus, $v$ is Poisson's ratio and the fourth order material tensor

$$
\begin{equation*}
\mathbf{C}=C^{\alpha \beta \gamma \delta} \mathbf{A}_{\alpha} \otimes \mathbf{A}_{\beta} \otimes \mathbf{A}_{\gamma} \otimes \mathbf{A}_{\delta}, \quad C^{\alpha \beta \gamma \delta}=\frac{E v}{1-v^{2}} A^{\alpha \beta} A^{\gamma \delta}+\frac{E}{2(1+v)}\left(A^{\alpha \gamma} A^{\beta \delta}+A^{\alpha \delta} A^{\beta \gamma}\right) . \tag{5.25}
\end{equation*}
$$

The membrane force resultants tensor and the bending moment resultants tensor read

$$
\begin{cases}\mathbf{n}=n^{\alpha \beta} \mathbf{A}_{\alpha} \otimes \mathbf{A}_{\beta}, & n^{\alpha \beta}=\frac{\partial W}{\partial \epsilon_{\alpha \beta}}=h C^{\alpha \beta \gamma \delta} \epsilon_{\gamma \delta}  \tag{5.26}\\ \mathbf{m}=m^{\alpha \beta} \mathbf{A}_{\alpha} \otimes \mathbf{A}_{\beta}, & m^{\alpha \beta}=\frac{\partial W}{\partial \kappa_{\alpha \beta}}=\frac{h^{3}}{12} C^{\alpha \beta \gamma \delta} \kappa_{\gamma \delta}\end{cases}
$$

The potential energy of Kirchhoff-Love shell is defined as

$$
\begin{equation*}
\Pi(\mathbf{u}, \mathbf{u})=\Pi^{\mathrm{int}}(\mathbf{u}, \mathbf{u})+\Pi^{\mathrm{ext}}(\mathbf{f}, \mathbf{u})=\int_{\bar{\Omega}} W d \Omega+\Pi^{\mathrm{ext}}(\mathbf{f}, \mathbf{u}) \tag{5.27}
\end{equation*}
$$

where $\bar{\Omega}$ is the mid-surface of the shell in the reference configuration, $d \Omega=\left|\mathbf{A}_{1} \times \mathbf{A}_{2}\right| d \theta^{1} d \theta^{2}$ is the differential area, $\Pi^{\mathrm{int}}(\mathbf{u}, \mathbf{u})=\int_{\Omega} W d \Omega$ is the strain energy and $\Pi^{\text {ext }}(\mathbf{f}, \mathbf{u})$ is the external work due to external force $\mathbf{f}$, in general $\Pi^{\text {ext }}$ is a linear functional with respect to $\mathbf{u}$. The variation formulation
can be obtained from the minimization of the potential energy,

$$
\begin{equation*}
\delta \Pi(\mathbf{u}, \delta \mathbf{u})=\frac{\partial \Pi}{\partial \mathbf{u}} \delta \mathbf{u}=\int_{\bar{\Omega}}(\delta \epsilon(\mathbf{u}, \delta \mathbf{u}): \mathbf{n}(\mathbf{u})+\delta \kappa(\mathbf{u}, \delta \mathbf{u}): \mathbf{m}(\mathbf{u})) d \Omega+\Pi^{\mathrm{ext}}(\mathbf{f}, \delta \mathbf{u})=0 \tag{5.28}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta \epsilon(\mathbf{u}, \delta \mathbf{u})=\frac{\partial \epsilon(\mathbf{u})}{\partial \mathbf{u}} \delta \mathbf{u}, \quad \text { and } \delta \kappa(\mathbf{u}, \delta \mathbf{u})=\frac{\partial \kappa(\mathbf{u})}{\partial \mathbf{u}} \delta \mathbf{u} . \tag{5.29}
\end{equation*}
$$

However, the variational formulation (5.28) is a nonlinear functional with respect to $\mathbf{u}$ and cannot be solved directly. Hence, we adopt the Newton-Raphson method to solve the problem iteratively. Assuming $\mathbf{u}^{i+1}=\mathbf{u}^{i}+\Delta \mathbf{u}$, the weak form for solving $\Delta \mathbf{u}$ is stated as: find $\Delta \mathbf{u} \in \mathcal{X}$, such that

$$
\begin{equation*}
\left(K_{\mathrm{m}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)+K_{\mathrm{b}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)\right)=-\delta \Pi\left(\mathbf{u}^{i}, \delta \mathbf{u}\right), \quad \forall \delta \mathbf{u} \in \mathcal{X} \tag{5.30}
\end{equation*}
$$

where $i$ denotes the iterative step, the solution space $\mathcal{X}=\left[H^{2}(\hat{\Omega})\right]^{3}$, the membrane stiffness

$$
\begin{equation*}
K_{\mathrm{m}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)=\int_{\bar{\Omega}} \delta \epsilon\left(\mathbf{u}^{i}, \delta \mathbf{u}\right): \delta \mathbf{n}\left(\mathbf{u}^{i}, \Delta \mathbf{u}\right)+\delta \epsilon\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right): \mathbf{n}\left(\mathbf{u}^{i}\right) d \Omega, \tag{5.31}
\end{equation*}
$$

and the bending stiffness

$$
\begin{equation*}
K_{\mathrm{b}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)=\int_{\Omega} \delta \kappa\left(\mathbf{u}^{i}, \delta \mathbf{u}\right): \delta \mathbf{m}\left(\mathbf{u}^{i}, \Delta \mathbf{u}\right)+\delta \kappa\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right): \mathbf{m}\left(\mathbf{u}^{i}\right) d \Omega, \tag{5.32}
\end{equation*}
$$

with

$$
\left\{\begin{align*}
\delta \mathbf{n}(\mathbf{u}, \Delta \mathbf{u}) & =\frac{\partial \mathbf{n}(\mathbf{u})}{\partial \mathbf{u}} \Delta \mathbf{u}=h \mathbf{C}: \delta \epsilon(\mathbf{u}, \Delta \mathbf{u}), \\
\delta \mathbf{m}(\Delta \mathbf{u}) & =\frac{\partial \mathbf{m}}{\partial \mathbf{u}} \Delta \mathbf{u}=\frac{h^{3}}{12} \mathbf{C}: \delta \kappa(\Delta \mathbf{u})  \tag{5.33}\\
\delta \epsilon(\mathbf{u}, \delta \mathbf{u}, \Delta \mathbf{u}) & =\frac{\partial \delta \epsilon(\mathbf{u}, \delta \mathbf{u})}{\partial \mathbf{u}} \Delta \mathbf{u} \\
\delta \kappa(\mathbf{u}, \delta \mathbf{u}, \Delta \mathbf{u}) & =\frac{\partial \delta \kappa(\mathbf{u}, \delta \mathbf{u})}{\partial \mathbf{u}} \Delta \mathbf{u}
\end{align*}\right.
$$

### 5.3 A dual mortar formulation for the multi-patch Kirchhoff-Love shell

Most of the commonly used patch coupling approaches for Kirchhoff-Love shell fall into the following categories: penalty method [14], [108], Lagrange multiplier method (collocation approach can be viewed as a Lagrange multiplier method with the Lagrange multiplier discretized
by Dirac delta functions ) [94], [109]-[111], and Nitsche's method [70], [112]. The performance of the penalty method is significantly influenced by the choice of the penalty parameter: a small penalty parameter cannot effectively enforce inter-patch constraint while a large penalty parameter may badly affect the condition number of the linear system. Usually, the selection of the penalty parameter is performed empirically by the analyst. The Lagrange multiplier methods leads to a saddle point problem, for with iterative methods are known to be less efficient than for symmetric positive definite systems. In addition, redundancy may happen in the discretized constraint matrix, leading to a rank deficiency linear system (inf-sup instability). Although a global factorization followed by a static condensation can circumvent this issue, the resulted linear system no longer preserves its sparsity and may be polluted by the numerical error within the factorization process. The stability parameter in the Nitsche method needs to be approximated by eigenvalue problems associated with element intersections, which increase the computational cost. For nonlinear problems, the Nitsche's method becomes complex as it requires the tractions and their variations on the interface.

Here, we present a dual mortar formulation for the Kirchhoff-Love shell over multi-patch tensor product domains. Thanks to the locally supported dual basis, the linear system can be statically condensed with minimum computational cost and the resulted linear system preserves its sparsity. Along each interface, we introduce a local coordinate system, in which a generic interpatch constraint is developed in a natural manner. The main advantages of this generic inter-patch constraint are that it deals with both patches joining smoothly and those joining at a kink in a uniform framework and it is compatible with dual basis.

We first introduce a rotation operator: for a vector $\mathbf{v} \in \mathbb{R}^{3}$, its rotation round the axis $\mathbf{k} \in \mathbb{R}^{3}$ by an angle $\theta$ according to the right hand rule is given as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{k}, \theta}(\mathbf{v})=\mathbf{v} \cos (\theta)+\left(\frac{\mathbf{k}}{|\mathbf{k}|} \times \mathbf{v}\right) \sin (\theta)+\frac{\mathbf{k}}{|\mathbf{k}|}\left(\frac{\mathbf{k}}{|\mathbf{k}|} \cdot \mathbf{v}\right)(1-\cos (\theta)) . \tag{5.34}
\end{equation*}
$$

This operator is called the Rodrigues' rotation formula [113] and will play an important rule in formulating the inter-patch constraint.

To demonstrate our approach, we consider a kinked shell structure consisting of two NURBS patches shown in Figure 5.2. We denote by $\Omega_{s}$ the slave domain, $\Omega_{m}$ the master domain and $\Gamma_{s m}$

Table 5.1: The strategy in selecting the restrictions of $\bar{\theta}^{1}$ and $\bar{\theta}^{2}$ on $\Omega_{s}$, where $\overline{\mathbf{A}}_{\alpha}^{k}=\partial \mathbf{x}^{k} /\left.\partial \bar{\theta}^{\alpha}\right|_{\Omega_{k}}$

| Interface orientation | $\left.\bar{\theta}^{1}\right\|_{\Omega_{s}}$ | $\left.\bar{\theta}^{2}\right\|_{\Omega_{s}}$ |
| :--- | :---: | :---: |
| South | $\overline{\mathbf{A}}_{1}^{s}=-\mathbf{A}_{2}^{s}$ | $\overline{\mathbf{A}}_{2}^{s}=\mathbf{A}_{1}^{s}$ |
| East | $\overline{\mathbf{A}}_{1}^{s}=\mathbf{A}_{1}^{s}$ | $\overline{\mathbf{A}}_{2}^{s}=\mathbf{A}_{2}^{s}$ |
| North | $\overline{\mathbf{A}}_{1}^{s}=\mathbf{A}_{2}^{s}$ | $\overline{\mathbf{A}}_{2}^{s}=-\mathbf{A}_{1}^{s}$ |
| West | $\overline{\mathbf{A}}_{1}^{s}=-\mathbf{A}_{1}^{s}$ | $\overline{\mathbf{A}}_{2}^{s}=-\mathbf{A}_{2}^{s}$ |

the intersection between two patches. These two domains are parameterized by coordinate systems $\left(\theta_{s}^{1}, \theta_{s}^{2}\right)$ and $\left(\theta_{m}^{1}, \theta_{m}^{2}\right)$, respectively.


Figure 5.2: A two-patch non-conforming Kirchhoff-Love shell consisting of two patches $\Omega_{s}$ and $\Omega_{m}$ with the intersection denoted by the red curve. The director $\mathbf{A}_{3}^{m}$ of $\Omega_{m}$ and the director $\mathbf{A}_{3}^{s}$ of $\Omega_{s}$ determine a rotation angle $\theta$ along the intersection.

### 5.3.1 A local coordinate system for patch intersections

In this subsection, we reparameterize the intersection between the slave patch and the master patch by a coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$. However, we do not need to develop explicitly the map from $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$ to $\Omega_{s}$ and $\Omega_{m}$. Instead, we are interested in the covariant base vectors ( $\overline{\mathbf{A}}_{1}, \overline{\mathbf{A}}_{2}$ ) defined in the new coordinate system and how they behave during the deformation. The new coordinate
system is defined based on the orientation of both the slave patch and the master path. We first specify the restrictions of $\bar{\theta}^{1}$ and $\bar{\theta}^{2}$ on $\Omega_{s}$ following the strategy given in Table 5.1. For example, if an intersection is a north edge on the slave patch, we have

$$
\left\{\begin{array}{l}
\overline{\mathbf{A}}_{1}^{s}=\frac{\partial \mathbf{X}^{s}}{\left.\partial \bar{\theta}^{1}\right|_{\Omega_{s}}}=\left.\left[\begin{array}{ll}
\mathbf{A}_{1}^{s} & \mathbf{A}_{2}^{s}
\end{array}\right] \cdot \mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{s}}=\mathbf{A}_{2}^{s}  \tag{5.35}\\
\overline{\mathbf{A}}_{2}^{s}=\frac{\partial \mathbf{X}^{s}}{\left.\partial \bar{\theta}^{2}\right|_{\Omega_{s}}}=\left.\left[\begin{array}{ll}
\mathbf{A}_{1}^{s} & \mathbf{A}_{2}^{s}
\end{array}\right] \cdot \mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{s}}=-\mathbf{A}_{1}^{s}
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\left.\mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{s}}=\left[\begin{array}{c}
\frac{\partial \theta_{s}^{1}}{\partial \bar{\theta}^{1} \mid \Omega_{s}} \\
\frac{\partial \theta_{s}^{2}}{\partial \bar{\theta}^{1} \Omega_{s}}
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right]  \tag{5.36}\\
\left.\mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{s}}=\left[\begin{array}{c}
\frac{\partial \theta_{s}^{1}}{\partial \bar{\theta}^{2} \Omega_{\Omega_{s}}} \\
\frac{\partial \theta_{s}^{2}}{\partial \bar{\theta}^{2} \mid \Omega_{s}}
\end{array}\right]=\left[\begin{array}{c}
-1 \\
0
\end{array}\right]
\end{array}\right.
$$

For different pairings of the slave edge and the master edge, the corresponding Jacobian $\mathbf{J}_{\bar{\theta}^{1}}\left|\Omega_{\Omega_{s}}, \mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{s}}$ can be computed in the same manner.

We now extend the curvilinear coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$ from the slave patch to the master patch. A natural choice of the restriction of $\bar{\theta}^{2}$ on $\Omega_{m}$ is

$$
\begin{equation*}
\left.\bar{\theta}^{2}\right|_{\Omega_{m}}=\left.\bar{\theta}^{2}\right|_{\Omega_{s}}, \text { or } \overline{\mathbf{A}}_{2}^{m}=\overline{\mathbf{A}}_{2}^{s} . \tag{5.37}
\end{equation*}
$$

Given the directors $\mathbf{A}_{3}^{s}$ and $\mathbf{A}_{3}^{m}$ and the axis $\overline{\mathbf{A}}_{2}^{s}$, we can now uniquely determine the counterclockwise rotation (see Figure 5.2) from $\mathbf{A}_{3}^{m}$ to $\mathbf{A}_{3}^{s}$ by

$$
\left\{\begin{align*}
\cos \theta & =\mathbf{A}_{3}^{m} \cdot \mathbf{A}_{3}^{s}  \tag{5.38}\\
\sin \theta & =\frac{\left(\overline{\mathbf{A}}_{2}^{m} \times \mathbf{A}_{3}^{m}\right) \cdot \mathbf{A}_{3}^{s}}{\left|\overline{\mathbf{A}}_{2}^{m}\right|} .
\end{align*}\right.
$$

By Equation (5.34), we can define a rotation operator rotate $\mathbf{A}_{3}^{s}$ to $\mathbf{A}_{3}^{m}$ around the axis $\overline{\mathbf{A}}_{2}^{m}$ as

$$
\begin{equation*}
\mathbf{A}_{3}^{m}=\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\mathbf{A}_{3}^{s}\right)=-\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m}, \theta}\left(\mathbf{A}_{3}^{s}\right) \tag{5.39}
\end{equation*}
$$

Meanwhile, the rotation operator $\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}$ also rotates $\overline{\mathbf{A}}_{1}^{s}$ to the tangential plane of $\Omega_{m}$ along the intersection. We let

$$
\begin{equation*}
\overline{\mathbf{A}}_{1}^{m}=\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\overline{\mathbf{A}}_{1}^{s}\right) . \tag{5.40}
\end{equation*}
$$

The corresponding Jacobians $\left.\mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{m}}=\left[\begin{array}{cc}\frac{\partial \theta_{m}^{1}}{\partial \bar{\theta}^{1} \mid \Omega_{m}} & \frac{\partial \theta_{m}^{2}}{\partial \bar{\theta}^{1} \mid \Omega_{m}}\end{array}\right]^{T}$ and $\left.\mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{m}}=\left[\begin{array}{ll}\frac{\partial \theta_{m}^{1}}{\partial \bar{\theta}^{2} \mid \Omega_{m}} & \frac{\partial \theta_{m}^{2}}{\partial \bar{\theta}^{2} \mid \Omega_{m}}\end{array}\right]^{T}$ are given by

$$
\begin{align*}
& {\left.\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right] \cdot \mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{m}}=\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\overline{\mathbf{A}}_{1}^{s}\right),}  \tag{5.41}\\
& {\left.\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right] \cdot \mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{m}}=\overline{\mathbf{A}}_{2}^{s}}
\end{align*}
$$

As $\left[\begin{array}{ll}\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}\end{array}\right]$ is a $3 \times 2$ matrix, Equation (5.41) could not be factorized directly. However, as $\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\overline{\mathbf{A}}_{1}^{s}\right)$ and $\overline{\mathbf{A}}_{2}^{s}$ are on the tangential plane of $\Omega_{m}$, we can solve $\mathbf{J}_{\bar{\theta}^{1}} \mid \Omega_{m}$ and $\left.\mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{m}}$ by

$$
\begin{align*}
& \left.\mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{m}}=\left(\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right]^{T} \cdot\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right]\right)^{-1}\left(\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right]^{T} \cdot \mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\overline{\mathbf{A}}_{1}^{s}\right)\right), \\
& \left.\mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{m}}
\end{align*}=\left(\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right]^{T} \cdot\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m}
\end{array}\right]\right)^{-1}\left(\left[\begin{array}{ll}
\mathbf{A}_{1}^{m} & \mathbf{A}_{2}^{m} \tag{5.42}
\end{array}\right]^{T} \cdot \overline{\mathbf{A}}_{2}^{s}\right) . ~ \$
$$

Following the above procedures, we have that the covariant base vectors of the master patch are nothing but the rotation of the covariant base vectors of the slave patch via the rotation operator $\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}$ (see Figure 5.3), as

$$
\left[\begin{array}{ll}
\overline{\mathbf{A}}_{1}^{m} & \overline{\mathbf{A}}_{2}^{m}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left(\overline{\mathbf{A}}_{1}^{s}\right) & \overline{\mathbf{A}}_{2}^{s}
\end{array}\right]=\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}\left[\begin{array}{ll}
\overline{\mathbf{A}}_{1}^{s} & \overline{\mathbf{A}}_{2}^{s} \tag{5.43}
\end{array}\right] .
$$

The partial derivatives of the displacement $\mathbf{u}$ w.r.t. the new coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$ are now given by

$$
\left\{\begin{array}{l}
\overline{\mathbf{u}}_{, 1}^{s}=\frac{\partial \mathbf{u}^{s}}{\left.\partial \bar{\theta}^{1}\right|_{\Omega_{s}}}=\left.\left[\begin{array}{ll}
\mathbf{u}_{, 1}^{s} & \mathbf{u}_{, 2}^{s}
\end{array}\right] \mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{s}}  \tag{5.44}\\
\overline{\mathbf{u}}_{, 1}^{m}=\frac{\partial \mathbf{u}^{m}}{\left.\partial \bar{\theta}^{1}\right|_{\Omega_{m}}}=\left.\left[\begin{array}{ll}
\mathbf{u}_{, 1}^{m} & \mathbf{u}_{, 2}^{m}
\end{array}\right] \mathbf{J}_{\bar{\theta}^{1}}\right|_{\Omega_{m}} . \\
\overline{\mathbf{u}}_{, 2}^{m}=\frac{\partial \mathbf{u}^{m}}{\left.\partial \bar{\theta}^{2}\right|_{\Omega_{m}}}=\left.\left[\begin{array}{ll}
\mathbf{u}_{, 1}^{m} & \mathbf{u}_{, 2}^{m}
\end{array}\right] \mathbf{J}_{\bar{\theta}^{2}}\right|_{\Omega_{m}}
\end{array}\right.
$$

Remark 9. Following the strategy in Table 5.1 is of crucial importance with respect to the algorithm's stability. Figure 5.4 shows the restriction of the new coordinate system on the coupling


Figure 5.3: The covariant base vectors ( $\overline{\mathbf{A}}_{1}, \overline{\mathbf{A}}_{2}$ ) of the coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$ on both the slave patch and the master patch. Note that the covariant base vectors of the master patch can be obtained by rotating the covariant base vectors of the slave patch via the rotation operator $\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m},-\theta}$.
edges for different coupling scenarios. As can be seen, the new coordinate system always follows the right hand rule. On the slave patch, $\bar{\theta}^{1}$ is always perpendicular to $\bar{\theta}^{2}$, while on the master patch, $\bar{\theta}^{1}$ and $\bar{\theta}^{2}$ forms an angle in the range of $\left(0^{\circ}, 180^{\circ}\right)$. Thus, the director of the new coordinate system is always consistent with the director of the original coordinate system, i.e.

$$
\left\{\begin{array}{l}
\overline{\mathbf{A}}_{3}^{s}=\mathbf{A}_{3}^{s}  \tag{5.45}\\
\overline{\mathbf{A}}_{3}^{m}=\mathbf{A}_{3}^{m}
\end{array}\right.
$$

On the contrary, if we do not follow the scheme in Table 5.1, the new coordinate system may not obey the right hand rule, Equation (5.45) may not be satisfied and the rotation angle from Equation (5.38) may not necessarily guide $\overline{\mathbf{A}}_{1}^{s}$ to the tangential plane of $\Omega_{m}$.

### 5.3.2 Generic dual-compatible constraints for Kirchhoff-Love shell coupling

Shell patches can be coupled smoothly as well as joined at a kink. In this subsection, we propose a set of constraints that can tackle shell coupling in a systematic manner. Compared with existing Kirchhoff-Love shell continuity constraints, the proposed formulation has its unique-


Figure 5.4: The new coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$ on parametric domains of both slave patch and master patch. Coordinate systems on different edges denote the orientations in different coupling scenarios. Note that no matter which edge is coupled, the new coordinate system always obey the right hand rule on both slave and master patches.
ness. For instance, the constraint proposed in [110] only deal with $G^{1}$ continuity of adjacent patches, while the proposed formulation can tackle shell patches joined at different angle in a uniform framework. When patches are coupled smoothly, the proposed constraints will enforce $C^{1}$ continuity across adjacent patches while the angle between directors of adjacent patches will be preserved when they are joined at a kink. The constraint presented in [93], [109] is designed for small deformation problems, while the proposed formulation solves both small deformation and large deformation problems. In addition, the proposed constraints are compatible with dual basis, i.e. the discretized constraint matrix takes the form of Equation (5.6), and the inf-sup stability is automatically satisfied.

In the coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$, two physical properties that satisfied in the reference configuration should be preserved:

$$
\begin{align*}
\mathbf{X}^{s}-\mathbf{X}^{m}=0 & \Rightarrow \quad \mathbf{x}^{s}-\mathbf{x}^{m}=0  \tag{5.46a}\\
\overline{\mathbf{A}}_{3}^{s}-\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m}, \theta}\left(\overline{\mathbf{A}}_{3}^{m}\right)=0 & \Rightarrow \quad \overline{\mathbf{a}}_{3}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{3}^{m}\right)=0, \tag{5.46b}
\end{align*}
$$

where Equation (5.46a) indicates the continuity of the displacement and Equation (5.46b) reflects the rotational continuity between two patches. Equation (5.46b) can be applied directly to classic

Lagrange multiplier formulation, however, for dual mortaring, modifications are required to fully take the advantage of dual basis functions.

We modify Equation (5.46b) by the following steps:

$$
\begin{equation*}
\overline{\mathbf{a}}_{3}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{3}^{m}\right)=0 \supset \overline{\mathbf{a}}_{1}^{s} \times \overline{\mathbf{a}}_{2}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m} \times \overline{\mathbf{a}}_{2}^{m}\right)=0 \supset \overline{\mathbf{a}}_{1}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)=0, \tag{5.47}
\end{equation*}
$$

where the symbol $\supset$ indicates that functions that satisfy the equation on the right-hand side is a subset of those on the left-hand side. Combining Equation (5.40), we have:

$$
\begin{equation*}
\overline{\mathbf{A}}_{1}^{s}-\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m}, \theta}\left(\overline{\mathbf{A}}_{1}^{m}\right)=0 \quad \Rightarrow \quad \overline{\mathbf{a}}_{1}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)=0 . \tag{5.48}
\end{equation*}
$$

Subtracting two equations in Equation (5.46a) and (5.48) respectively, we obtain:

$$
\begin{array}{r}
\mathbf{u}^{s}-\mathbf{u}^{m}=0, \\
\overline{\mathbf{u}}_{, 1}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)+\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m}, \theta}\left(\overline{\mathbf{A}}_{1}^{m}\right)=0 . \tag{5.49b}
\end{array}
$$

Note that, for two patches that are coupled smoothly, i.e. $\theta=0$, Equation (5.49b) reduces to

$$
\begin{equation*}
\overline{\mathbf{u}}_{, 1}^{s}-\mathbf{R}_{\mathbf{a}_{2}^{m}, 0}\left(\overline{\mathbf{a}}_{1}^{m}\right)+\mathbf{R}_{\overline{\mathbf{A}}_{2}^{m}, 0}\left(\overline{\mathbf{A}}_{1}^{m}\right)=\overline{\mathbf{u}}_{, 1}^{s}-\overline{\mathbf{a}}_{1}^{m}+\overline{\mathbf{A}}_{1}^{m}=\overline{\mathbf{u}}_{, 1}^{s}-\overline{\mathbf{u}}_{, 1}^{m}=0, \tag{5.50}
\end{equation*}
$$

which is indeed the $C^{1}$ continuity condition in the coordinate system $\left(\bar{\theta}^{1}, \bar{\theta}^{2}\right)$. Both Equation (5.49a) and Equation (5.50) are linear. To solve the nonlinear problem at $\mathbf{u}^{i+1}=\mathbf{u}^{i}+\Delta \mathbf{u}$, we have

$$
\begin{gather*}
\Delta \mathbf{u}^{s}-\Delta \mathbf{u}^{m}=0  \tag{5.51a}\\
\Delta \overline{\mathbf{u}}_{, 1}^{s}-\Delta \overline{\mathbf{u}}_{, 1}^{m}=0 \tag{5.51b}
\end{gather*}
$$

However, when patches coupled at a kink, the constraint (5.49b) is no longer linear. Hence, the Newton-Raphson method is needed to apply the constraint (5.49b) iteratively. as

$$
\begin{equation*}
\Delta \overline{\mathbf{u}}_{, 1}^{s}-\frac{\partial \mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)}{\partial \mathbf{u}^{m}} \Delta \overline{\mathbf{u}}_{, 1}^{m}=\mathbf{r}_{c}^{i}, \quad \text { with } \quad \mathbf{r}_{c}^{i}=-\left[\overline{\mathbf{a}}_{1}^{s}-\mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)\right]_{\mathbf{u}=\mathbf{u}^{i}} . \tag{5.52}
\end{equation*}
$$

Remark 10. It is important to use $\overline{\mathbf{a}}_{2}^{m}$ as the rotation axis in the rotation operator formulation of Equation (5.48). Although $\overline{\mathbf{a}}_{2}^{s}$ equals to $\overline{\mathbf{a}}_{2}^{m}$ in the weak sense, the presence of $\Delta \overline{\mathbf{u}}_{, 2}^{s}$ in the linearization of $\overline{\mathbf{a}}_{2}^{m}$ will impede the formulation of the identity submatrix in Equation (5.6).

### 5.3.3 The dual mortar formulation

The Lagrange multiplier formulation for the multi-patch nonlinear Kirchhoff-Love shell can be stated as: find $\Delta \mathbf{u} \in \mathcal{X}, \boldsymbol{\lambda}_{0} \in \boldsymbol{M}_{0}$ and $\boldsymbol{\lambda}_{1} \in \mathcal{M}_{1}$ such that

$$
\left\{\begin{align*}
K_{\mathrm{m}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)+K_{\mathrm{b}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)+b_{0}\left(\lambda_{0}, \delta \mathbf{u}\right)+b_{1}\left(\mathbf{u}^{i}, \boldsymbol{\lambda}_{1}, \delta \mathbf{u}\right) & =-\delta \Pi\left(\mathbf{u}^{i}, \delta \mathbf{u}\right) & & \forall \delta \mathbf{u} \in \mathcal{X}  \tag{5.53a}\\
b_{0}\left(\delta \boldsymbol{\lambda}_{0}, \Delta \mathbf{u}\right) & =0 & & \forall \delta \boldsymbol{\lambda}_{0} \in \mathcal{M}_{0} \\
b_{1}\left(\mathbf{u}^{i}, \delta \boldsymbol{\lambda}_{1}, \Delta \mathbf{u}\right) & =R_{b_{1}}\left(\mathbf{u}^{i}, \delta \boldsymbol{\lambda}_{1}\right) & & \forall \delta \boldsymbol{\lambda}_{1} \in \mathcal{M}_{1}
\end{align*}\right.
$$

with

$$
\begin{align*}
b_{0}\left(\delta \boldsymbol{\lambda}_{0}, \Delta \mathbf{u}\right) & =\sum_{\Gamma \in \mathbf{S}} \int_{\Gamma} \delta \boldsymbol{\lambda}_{0} \cdot\left(\Delta \mathbf{u}^{s}-\Delta \mathbf{u}^{m}\right) d \Gamma  \tag{5.54a}\\
b_{1}\left(\mathbf{u}^{i}, \delta \boldsymbol{\lambda}_{1}, \Delta \mathbf{u}\right) & =\sum_{\Gamma \in \mathbf{S}} \int_{\Gamma} \delta \boldsymbol{\lambda}_{1} \cdot\left(\Delta \overline{\mathbf{u}}_{, 1}^{s}-\frac{\partial \mathbf{R}_{\overline{\mathbf{a}}_{2}^{m}, \theta}\left(\overline{\mathbf{a}}_{1}^{m}\right)}{\partial \mathbf{u}^{m}} \Delta \overline{\mathbf{u}}_{, 1}^{m}\right) d \Gamma  \tag{5.54b}\\
R_{b_{1}}\left(\mathbf{u}^{i}, \delta \boldsymbol{\lambda}_{1}\right) & =\sum_{\Gamma \in \mathbf{S}} \int_{\Gamma} \delta \boldsymbol{\lambda}_{1} \cdot \mathbf{r}_{c}^{i} d \Gamma \tag{5.54c}
\end{align*}
$$

where $\mathbf{S}$ is the union of all interfaces. When patches are coupled smoothly, Equation (5.53c) is degenerated to

$$
\begin{equation*}
\sum_{\Gamma \in \mathbf{S}} \int_{\Gamma} \delta \lambda_{1} \cdot\left(\Delta \overline{\mathbf{u}}_{11}^{s}-\Delta \overline{\mathbf{u}}_{11}^{m}\right) d \Gamma=0 \tag{5.55}
\end{equation*}
$$

The constrained function space for the dual mortar formulation of the multi-patch KirchhoffLove shell problem can then be defined as

$$
\begin{equation*}
\mathcal{V}:=\left\{\Delta \mathbf{v} \in \mathcal{X} \mid b_{0}\left(\boldsymbol{\mu}_{0}, \Delta \mathbf{v}\right)=0 \text { and } b_{1}\left(\mathbf{u}^{i}, \boldsymbol{\mu}_{1}, \Delta \mathbf{v}\right)=0 \quad \forall\left(\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1}\right) \in \mathcal{M}_{0} \times \mathcal{M}_{1}\right\} \tag{5.56}
\end{equation*}
$$

The dual mortar formulation for the multi-patch Kirchhoff-Love shell can then be stated as: find $\Delta \mathbf{u}=\Delta \mathbf{u}_{\text {non }}+\Delta \mathbf{u}_{\text {hom }}$, with the homogeneous contribution $\Delta \mathbf{u}_{\text {hom }} \in \mathcal{V}$ such that

$$
\begin{equation*}
K_{\mathrm{m}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)+K_{\mathrm{b}}\left(\mathbf{u}^{i}, \delta \mathbf{u}, \Delta \mathbf{u}\right)=-\delta \Pi\left(\mathbf{u}^{i}, \delta \mathbf{u}\right), \quad \forall \delta \mathbf{u} \in \mathcal{V} \tag{5.57}
\end{equation*}
$$

where the non-homogeneous contribution $\Delta \mathbf{u}_{\text {non }}$ is a function in $\mathcal{X}$ that satisfies both constraint (5.53b) and (5.53c). In what follow, we will show that, in the dual mortar formulation, the constrained function space $\mathcal{V}$ and the non-homogeneous contribution $\Delta \mathbf{u}_{\text {non }}$ can be constructed with minimum computational costs.

### 5.3.4 Discretization

For each intersection $\Gamma_{s m}$, we classify two adjacent patches as either slave $\Omega_{s}$ or master $\Omega_{m}$. Note that one patch can simultaneously be a master for one intersection and a slave for another intersection. To approximate the solution of the variational problem (5.57), we discretize $\Omega_{s}$ and $\Omega_{m}$ by B-spline basis functions $\left\{N_{i}^{s}\right\}_{i \in I_{s}}$ and $\left\{N_{i}^{m}\right\}_{i \in I_{m}}$, with the index sets $I_{s}=\left\{1,2, \ldots, n_{s}\right\}$ and $I_{m}=\left\{n_{s}+1, n_{s}+2, \ldots, n_{s}+n_{m}\right\}$. The incremental displacement and its variation are discretized as

$$
\begin{equation*}
\Delta \mathbf{u}^{h}=\sum_{i \in I_{s} \cup I_{m}} \mathbf{N}_{i} \cdot \Delta \mathbf{U}_{i}, \quad \delta \mathbf{u}^{h}=\sum_{i \in I_{s} \cup I_{m}} \mathbf{N}_{i} \cdot \delta \mathbf{U}_{i}, \tag{5.58}
\end{equation*}
$$

where

$$
\delta \mathbf{U}_{i}=\left[\begin{array}{c}
\delta U_{i}^{x}  \tag{5.59}\\
\delta U_{i}^{y} \\
\delta U_{i}^{z}
\end{array}\right], \quad \Delta \mathbf{U}_{i}=\left[\begin{array}{c}
\Delta U_{i}^{x} \\
\Delta U_{i}^{y} \\
\Delta U_{i}^{z}
\end{array}\right], \quad \mathbf{N}_{i}=\left[\begin{array}{ccc}
N_{i} & 0 & 0 \\
0 & N_{i} & 0 \\
0 & 0 & N_{i}
\end{array}\right], \quad \text { with } N_{i}= \begin{cases}N_{i}^{s} & i \in I_{s}, \\
N_{i}^{m} & i \in I_{m} .\end{cases}
$$

The Lagrange multipliers and their variations are discretized by the dual basis of the discretized trace space of intersections. However, for a multi-patch decomposition, at least three patches meet at an interior vertex and several interfaces can share this extraordinary point as a common endpoint. If we discretize the Lagrange multiplier space with the same dimension as univariate basis of the slave side, we obtain too many constraints. Some of the control points in the neighborhood of a vertex may serve as both slave nodes and master nodes. We overcome this
issue by considering a set of dual basis $\left\{\hat{N}_{i}\right\}_{i=1}^{n_{\theta^{2}}^{s}-4}$ with codimension four of the corresponding $n_{\bar{\theta}^{2}}^{s}$-dimensional trace space, and satisfies the following biorthogonality relation

$$
\begin{equation*}
\int_{\Gamma_{s m}} \hat{N}_{i}\left(\bar{\theta}^{2}\right) N_{j+2}^{s}\left(\bar{\theta}^{2}\right) d \Gamma=\delta_{i j}, \quad 1 \leq i, j-2 \leq n_{\bar{\theta}^{2}}^{s}-4 . \tag{5.60}
\end{equation*}
$$

where the basis functions $N_{j+2}^{s}\left(\bar{\theta}^{2}\right)$ of the trace space depend on the orientation and are summarized in Table 5.2. The codimension can be accomplished by coarsening the mesh in the neighborhood of each vertex. For the global dual basis, we remove the two knots adjacent to each vertex. For the enriched Bézier dual basis, there is a built-in coarsening algorithm, see Chapter 4 for the detail. The Lagrange multipler $\boldsymbol{\lambda}_{0}, \boldsymbol{\lambda}_{1}$ and their variation are written as:

$$
\begin{array}{ll}
\boldsymbol{\lambda}_{0}^{h}=\sum_{i=1}^{n_{\hat{\theta}^{2}}^{s}-4} \hat{\mathbf{N}}_{i} \cdot \boldsymbol{\Lambda}_{i}^{0}, & \delta \boldsymbol{\lambda}_{0}^{h}=\sum_{i=1}^{n_{\hat{\theta}^{-}}^{s}-4} \hat{\mathbf{N}}_{i} \cdot \delta \boldsymbol{\Lambda}_{i}^{0},  \tag{5.61}\\
\boldsymbol{\lambda}_{1}^{h}=\frac{1}{c} \sum_{i=1}^{n_{\hat{\theta}^{2}}^{s}-4} \hat{\mathbf{N}}_{i} \cdot \boldsymbol{\Lambda}_{i}^{1}, & \delta \boldsymbol{\lambda}_{1}^{h}=\frac{1}{c} \sum_{i=1}^{n_{\hat{\theta}^{2}}^{s}-4} \hat{\mathbf{N}}_{i} \cdot \delta \boldsymbol{\Lambda}_{i}^{1},
\end{array}
$$

where

$$
\boldsymbol{\Lambda}_{i}^{0}=\left[\begin{array}{l}
\Lambda_{i}^{0 x}  \tag{5.62}\\
\Lambda_{i}^{0 y} \\
\Lambda_{i}^{0 z}
\end{array}\right], \quad \delta \boldsymbol{\Lambda}_{i}^{0}=\left[\begin{array}{l}
\delta \Lambda_{i}^{0 x} \\
\delta \Lambda_{i}^{0 y} \\
\delta \Lambda_{i}^{0 z}
\end{array}\right], \quad \boldsymbol{\Lambda}_{i}^{1}=\left[\begin{array}{c}
\Lambda_{i}^{1 x} \\
\Lambda_{i}^{1 y} \\
\Lambda_{i}^{1 z}
\end{array}\right], \quad \delta \boldsymbol{\Lambda}_{i}^{1}=\left[\begin{array}{c}
\delta \Lambda_{i}^{1 x} \\
\delta \Lambda_{i}^{1 y} \\
\delta \Lambda_{i}^{1 z}
\end{array}\right], \quad \hat{\mathbf{N}}_{i}=\left[\begin{array}{ccc}
\hat{N}_{i} & 0 & 0 \\
0 & \hat{N}_{i} & 0 \\
0 & 0 & \hat{N}_{i}
\end{array}\right],
$$

the weight $c$ is given in Table 5.2.
By substituting the discretized displacement field and Lagrange multipliers into the mixed problem (5.53), we obtain the following stiffness, constraint matrices and the right-hand side of the non-homogeneous constraint (5.53c):

$$
\begin{align*}
\delta \mathbf{U}^{T} \mathbf{K}_{\mathrm{k} 1} \Delta \mathbf{U} & =K_{\mathrm{m}}\left(\mathbf{u}^{h i}, \delta \mathbf{u}^{h}, \Delta \mathbf{u}^{h}\right)+K_{\mathrm{b}}\left(\mathbf{u}^{h i}, \delta \mathbf{u}^{h}, \Delta \mathbf{u}^{h}\right), \\
{\left[\begin{array}{c}
\delta \boldsymbol{\Lambda}^{0} \\
\delta \mathbf{\Lambda}^{1}
\end{array}\right]^{T} \mathbf{B}_{\mathrm{k} 1} \Delta \mathbf{U} } & =\left[\begin{array}{c}
b_{0}\left(\delta \lambda_{0}^{h}, \Delta \mathbf{u}^{h}\right) \\
b_{1}\left(\mathbf{u}^{h i}, \delta \lambda_{1}^{h}, \Delta \mathbf{u}^{h}\right)
\end{array}\right],  \tag{5.63}\\
{\left[\delta \boldsymbol{\Lambda}^{1}\right]^{T} \mathbf{R}_{b_{1}} } & =R_{b_{1}}\left(\mathbf{u}^{h i}, \delta \lambda_{1}^{h}\right)
\end{align*}
$$

Table 5.2: A summary of all parameters used in the description of the discretized Lagrange multiplier $\boldsymbol{\lambda}_{0}$ and $\boldsymbol{\lambda}_{1}$

| Interface orientation | $N_{j}^{s}\left(\bar{\theta}^{2}\right)$ | $n_{\bar{\theta}^{2}}^{s}$ | $c$ |
| :---: | :---: | :---: | :---: |
| South | $N_{j}^{s}\left(\theta^{1}\right)$ | $n_{\theta^{1}}^{s}$ | $-\left.\frac{\partial N_{2}^{s}\left(\theta^{2}\right)}{\partial \theta^{2}}\right\|_{\theta^{2}=0}$ |
| East | $N_{j}^{s}\left(\theta^{2}\right)$ | $n_{\theta^{2}}^{s}$ | $\frac{\partial N_{n_{\theta^{1}}-1^{-1}}^{s}\left(\theta^{1}\right)}{\partial \theta^{1}}$ |
| North | $N_{j}^{s}\left(\theta^{1}\right)$ | $n_{\theta^{1}}^{s}$ | $\left.\frac{\partial N_{\theta_{\theta^{2}}-1}^{s}\left(\theta^{2}\right)}{\partial \theta^{2}}\right\|^{\theta^{1}=1}$ |
| West | $N_{j}^{s}\left(\theta^{2}\right)$ | $n_{\theta^{2}}^{s}$ | $-\left.\frac{\partial N_{2}^{S}\left(\theta^{1}\right)}{\partial \theta^{1}}\right\|_{\theta^{1}=0} ^{\theta^{2}=1}$ |

### 5.3.5 Building a solution space from the discretized constraints

In this subsection, we will show how to recover the form (5.6) from the constraint matrix $\mathbf{B}_{\mathrm{kl}}$ by a simple linear transformation. Then, the vector basis $\mathbf{B}_{\mathrm{kl}}^{\perp}$ of $\mathbf{B}_{\mathrm{kl}}$ 's nullspace can be constructed naturally by Equation (3.7) and a particular solution can be constructed explicitly by Equation (5.10). We first classify the basis functions of the discretized space into five different types, depending on their vicinity to an interface or a vertex, as shown in Figure 5.5:

1. All the second closest column of slave basis functions to the intersection $\Gamma_{s m}$ but the first two and the last two, whose indices are denoted by the index set $I_{\mathrm{i}}$. (denoted by blue dots)
2. All the column of slave basis functions on the intersection $\Gamma_{s m}$ but the first two and the last two, whose indices are denoted by the index set $I_{\mathrm{ii}}$. (denoted by red dots)
3. All the column of master basis functions on the intersection $\Gamma_{s m}$ and the first two and the last two slave basis functions on the intersection $\Gamma_{s m}$, whose indices are denoted by the index set $I_{\mathrm{iii}}$. (denoted by green dots)
4. All the second closest column of master basis functions to the intersection $\Gamma_{s m}$ and the first two and the last two of the second closest column of slave basis functions to the intersection $\Gamma_{s m}$, whose indices are in the index set $I_{\mathrm{iv}}$. (denoted by yellow dots)
5. The basis functions whose values and first order derivative values in the $\bar{\theta}^{1}$ direction are zero on $\Gamma_{s m}$, whose indices are denoted by the index set $I_{\mathrm{v}}$. (denoted by grey dots)


Figure 5.5: The classification of all basis functions for the two-patch non-conforming KirchhoffLove shell in Figure 5.2. (For interpretation of colors in this figure, the reader is referred to the web version of this article.)

We reorder the basis functions as well as the Lagrange multipliers by introducing two permutation matrices $\mathbf{P}_{\mathrm{c}}$ and $\mathbf{P}_{\mathrm{r}}$ (this step is not neccessary from the implementation point-ofview, but is helpful during the derivation, especially for multi-patch problems). We define the column-wise permutation matrix $\mathbf{P}_{\mathrm{c}}$ as

$$
\left[\begin{array}{c}
\mathbf{I}_{\mathrm{i}}  \tag{5.64}\\
\mathbf{I}_{\mathrm{ii}} \\
\mathbf{I}_{\mathrm{iii}} \\
\mathbf{I}_{\mathrm{iv}} \\
\mathbf{I}_{\mathrm{V}}
\end{array}\right]=\mathbf{P}_{\mathrm{c}}\left[\begin{array}{l}
\mathbf{I}_{s} \\
\mathbf{I}_{m}
\end{array}\right],
$$

where $\mathbf{I}_{i}$ is the vector form of the index set $I_{i}$. We also define a row-wise permutation matrix $\mathbf{P}_{\mathrm{r}}$ such that the permuted constraint matrix can be written in the partitioned form

$$
\mathbf{B}_{\mathrm{p}}=\left[\mathbf{P}_{\mathrm{r}} \otimes \mathbf{I}_{3 \times 3}\right] \mathbf{B}_{\mathrm{kl}}\left[\mathbf{P}_{\mathrm{c}} \otimes \mathbf{I}_{3 \times 3}\right]^{T}=\left[\begin{array}{ccccc}
\mathbf{B}_{1}^{1} & \mathbf{B}_{1}^{2} & \mathbf{B}_{1}^{3} & \mathbf{B}_{1}^{4} & \mathbf{0}  \tag{5.65}\\
\mathbf{0} & \mathbf{B}_{2}^{2} & \mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0}
\end{array}\right],
$$

where $\otimes$ is the tensor product operator, $\mathbf{I}_{3 \times 3}$ is the $3 \times 3$ identity matrix, $\mathbf{B}_{1}^{1}$ is the contribution of the first type of B-spline basis function in the discretization of $b_{1}$ and $\mathbf{B}_{2}^{2}$ is the contribution of the second type of B-spline basis function in the discretization of $b_{0}$. Under the row-wise permutation matrix $\mathbf{P}_{\mathrm{r}}, \mathbf{B}_{1}^{1}$ and $\mathbf{B}_{2}^{2}$ become identity submatrices. Under a rank-preserving transformation $\mathbf{T}$ we can eliminate the submatrix $\mathbf{B}_{1}^{2}$ such that

$$
\mathbf{T B}_{\mathrm{p}}=\left[\begin{array}{c:ccc}
\mathbf{I} & \mathbf{B}_{1}^{3}-\mathbf{B}_{1}^{2} \mathbf{B}_{2}^{3} & \mathbf{B}_{1}^{4} & \mathbf{0}  \tag{5.66}\\
& \mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

We may now take

$$
\mathbf{B}_{\mathrm{p}}^{\perp}=\left[\begin{array}{ccc}
\mathbf{B}_{1}^{2} \mathbf{B}_{2}^{3}-\mathbf{B}_{1}^{3} & -\mathbf{B}_{1}^{4} & \mathbf{0}  \tag{5.67}\\
-\mathbf{B}_{2}^{3} & \mathbf{0} & \mathbf{0} \\
\hdashline \cdots & & \\
& &
\end{array}\right]
$$

The vector basis of the null space of $\mathbf{B}_{b}$ can now be obtained from

$$
\begin{equation*}
\mathbf{B}_{\mathrm{kl}}^{\perp}=\left[\mathbf{P}_{\mathrm{c}} \otimes \mathbf{I}_{3 \times 3}\right]^{T} \mathbf{B}_{\mathrm{p}}^{\perp} . \tag{5.68}
\end{equation*}
$$

When the constraint is not homogeneous, i.e. $\mathbf{R}=\left[\begin{array}{ll}\mathbf{0} & \mathbf{R}_{b_{1}}\end{array}\right]^{T} \neq \mathbf{0}$, we have

$$
\begin{equation*}
\mathbf{T B}_{\mathrm{p}}\left[\mathbf{P}_{\mathrm{c}} \otimes \mathbf{I}_{3 \times 3}\right] \mathbf{U}^{\text {non }}=\mathbf{T R}_{\mathrm{p}}=\mathbf{R}_{\mathrm{p}} \tag{5.69}
\end{equation*}
$$

where $\mathbf{R}_{\mathrm{p}}=\left[\mathbf{P}_{\mathrm{r}} \otimes \mathbf{I}_{3 \times 3}\right] \mathbf{R}$. We can explicitly construct a particular solution from Equation (5.10) as

$$
\begin{equation*}
\mathbf{U}^{\mathrm{non}}=\left[\mathbf{P}_{\mathrm{r}} \otimes \mathbf{I}_{3 \times 3}\right]^{T} \mathbf{R}_{\mathrm{p}}=\mathbf{R} . \tag{5.70}
\end{equation*}
$$

### 5.4 Numerical results

In this section, the performance of the proposed Kirchhoff-Love shell coupling formulation as well as the enriched Bézier dual basis are illustrated by several challenging benchmark examples, including both linear and non-linear problems. Results computed using the $i^{\text {th }}$ order global dual basis are labeled $G-Q_{i}$. Results computed using the $i^{\text {th }}$ order enriched Bézier dual basis are
labeled $B-Q_{i}$. Note that the $i^{\text {th }}$ order enriched Bézier dual basis is constructed by reproducing polynomials of degree $i-2$.

### 5.4.1 Linear problems

In this subsection, we consider the performance of the proposed patch coupling formulation for the linearized Kirchhoff-Love shell model. The first example is a simply supported plate under sinusoidal load, where results are compared with the analytical solution. The second example is the Scordelis-Lo roof problem. The convergence behavior is tested against a numerical solution from a very fine mesh. In the third example, we consider a hemisphere shell subjected to two opposite point loads. Two different parameterizations are considered. All problems in this subsection are solved by the conjugate gradient iterative solver in Eigen library [71].

## Simply supported plate under sinusoidal load

(a) Non-matching parameterized non-
(b) The reference solution conforming three-patch mesh

Figure 5.6: The decomposition and parameterization of the domain $[0,12] \times[0,12]$ and the refernce solution that satisfies $u=0$ on $\partial \Omega$.

In the first example, we study a plate of size $L \times L=12 \times 12$, thickness $t=0.375$, Young's modulus $E=4.8 \times 10^{5}$, Poisson's ratio $v=0.38$ and subjected to a sinusoidal pressure $p(x, y)=$ $\sin \left(\pi \frac{x}{L}\right) \sin \left(\pi \frac{y}{L}\right)$ (in $-z$ direction). The analytical solution of the vertical displacement is given by [114] (see Figure 5.6)

$$
\begin{equation*}
w(x, y)=-\frac{L^{4}}{4 D \pi^{4}} \sin \left(\frac{\pi x}{L}\right) \sin \left(\frac{\pi y}{L}\right), \tag{5.71}
\end{equation*}
$$

where $D=\frac{E t^{3}}{12\left(1-v^{2}\right)}$ is the flexural rigidity of the plate. The computational domain is decomposed into five non-conformingly coupled patches as shown in Figure 5.6. The simply supported boundary condition is applied by setting $\mathbf{u}=0$ on the boundary.


Figure 5.7: Convergence plots for the simply supported plate under sinusoidal pressure load. Upper left: error of $w$ measured in $L^{2}$ norm. Upper right: error of $M_{x x}$ measured in $L^{2}$ norm. Bottom: error of $M_{x y}$ measured in $L^{2}$ norm.

Figure 5.7 shows the convergence of the approximated vertical displacement $w^{h}$, bending moment $M_{x x}^{h}$ and $M_{x y}^{h}$ to the analytical solution as the mesh is refined. As expected, both the enriched Bézier dual basis and the global dual basis yield optimal results for all polynomial orders in all three measures. For the displacement error, there is no visible difference between the enriched Bézier dual basis and the global dual basis in all tested polynomial orders. However, compared to
the global dual basis, the enriched Bézier dual basis introduces slightly higher errors in both $M_{x x}$ and $M_{x y}$ errors for $p=3,4$, though the convergence remains optimal.

$$
B-Q_{3} \quad \text { err }=u_{z}^{h}-u_{z} \quad G-Q_{3} \quad \text { err }=u_{z}^{h}-u_{z}
$$

$$
B-Q_{3} \quad \text { err }=M_{x x}^{h}-M_{x x} \quad G-Q_{3} \quad \text { err }=M_{x x}^{h}-M_{x x}
$$

$$
B-Q_{3} \quad \text { err }=M_{x y}^{h}-M_{x y} \quad G-Q_{3} \quad \text { err }=M_{x y}^{h}-M_{x y}
$$

Figure 5.8: Contour plots of $\mathrm{err}=u_{z}^{h}-u_{z}$, err $=M_{x x}^{h}-M_{x x}$ and err $=M_{x y}^{h}-M_{x y}$ for the simply supported plate under sinusoidal load ( $p=3$, and the mesh is obtained after one refinement).


Figure 5.9: The Scordelis-Lo roof problem: (a) Geometry, parameterization and boundary conditions. Note that the blue edges are free, while the red edges are fixed in $x$ and $z$ directions. (b) Deformed Scordelis-Lo roof (scaling factor of 20 is applied to the displacement). Left: Only the $C^{0}$ continuity constraint is applied. After deformation, kinks are formed on all intersections. Right: The $C^{1}$ continuity constraint is also applied. The deformed surface is as smooth as a single patch.

Contour plots of err $=u_{z}^{h}-u_{z}, \mathrm{err}=M_{x x}^{h}-M_{x x}$ and err $=M_{x y}^{h}-M_{x y}$ for cubic splines are given in Figure 5.8. The error level for two types of dual basis are very similar in all three error measures. For the enriched Bézier dual basis case, error spikes are formed along intersections and highest error spikes are observed at vertices for $M_{x x}$ and $M_{x y}$. The global dual basis, on the other hand, seems to yield more evenly distributed errors.

## Scordelis-Lo roof problem

We then consider the Scordelis-Lo roof benchmark problem. The Scordelis-Lo roof problem is a membrane stress dominated static shell problem and named after the authors who first reported it [115]. In this problem, a cylindrical shell roof (Young's modulus $E=432 \mathrm{MPa}$, Poisson's ratio $v=0$, thickness $t=0.25 \mathrm{~m}$.), under the distributed gravity load ( $f=90 \mathrm{~N} / \mathrm{m}^{2}$ ), is supported by rigid diaphragms on both curved edges (i.e. $u_{x}=u_{z}=0$ ), while the straight edges are free to move, as depicted in Figure. 5.9a. To improve the robustness, the displacement in $y$ direction of one DOF on the diaphragms supported edges is fixed. The vertical displacement at the midpoint of the straight edges is considered as the reference (with the given value $u_{z}=-0.300592457 \mathrm{~m}$ [94]).

The roof structure is decomposed into four patches, which are discretized non-conformingly as shown in Fig. 5.9a. Fig. 5.9b demonstrates the effect of the proposed constraint. As can be


Figure 5.10: Stiffness matrix sparsity patterns for (a) the coupled linear system using the global dual basis, and (b) the coupled linear system using the enriched Bézier dual basis for the ScordelisLo roof problem. The stiffness matrices are computed from the four-patch domain in Figure 5.9a after 4 levels of refinement.
seen, with only $C^{0}$ continuity constraint enforced, althought the deformed surface remains continuous, all intersections fail to transfer the bending moments from one patch to another. Hence, connections act like hinges and kinks are formed along all intersections. By enforcing the additional constraint, the smoothness of the roof structure is preserved, even though the mesh is non-conformingly discretized.

The sparsity patterns for the stiffness matrices corresponding to the coupled problem using the global dual basis, and the coupled problem using the enriched Bézier dual basis are shown in Figure 5.10. Note that the matrix constructed using the enriched Bézier dual basis is much sparser then the matrix constructed using the global dual basis.

Fig. 5.11 shows the vertical displacement of the midpoint of the free edge for different polynomial degrees. Converged results are obtained by both the global dual basis and the enriched Bézier dual basis for all polynomial orders. For quartic basis functions, the relative error is reduced to $0.1 \%$ with only one refinement for both dual basis. The accuracy of the four-patch configurations is very similar to the single patch one. To better study the performance of the proposed coupling formulation, we compare the displacement field of the four-patch mesh to a reference solution obtained from a very fine single patch mesh, as shown in Figure 5.12. Optimal convergence rates


Figure 5.11: Scordelis-Lo roof problem: a comparison of the vertical displacement at the midpoint of the free edge for different dual basis functions and degrees.
are attained for all polynomial orders. The convergence plots of the enriched Bézier dual basis is indistinguishable to that of the global dual basis.


Figure 5.12: The convergence plot for the Scordelis-Lo roof problem.

(a) Geometry and boundary conditions of the problem. (b) Non-conforming twelve patch mesh with the interThe red point is fixed from moving and rotating. sections denoted by the red lines.

Figure 5.13: The geometry and mesh setup of the pinched hemisphere shell problem.

## Pinched hemispherical shell problem

In this example, we consider a hemispherical shell pinched at the top and subjected to four radial point loads (see Fig. 5.13a). The bottom circumferential edge of the hemisphere is free. The thickness of the shell is $t=0.04$ and the material properties are $E=6.825 \times 10^{7}$ and $v=0.3$. The hemispherical is decomposed into twelve patches as shown in Figure 5.13b. Note that the twelvepatch parameterization is degeneracy-free. The radial displacement at point A is considered as the benchmark quantity and a reference value is given as $u_{x}=0.0924$ [13].

The convergence of the proposed formulation is plotted in Figure 5.14. Convergence is observed for both types of dual basis functions. It seems that, as the mesh is refined, the enriched Bézier dual basis provides results that are closer to the reference solution.


Figure 5.14: Pinched hemispherical shell problem: acomparison of the radial displacement at point A for different dual basis functions and degrees

## T-beam

Shell structrues with kinks and sharp folds are widely applied in engineering practice. In this example, we verify the performance of the proposed coupling formulation in preserving the coupling angle between patches during deformation. A T-beam (see Herrema et al. [108]) with a thickness of $t=0.1$ in Figure 5.15a is modelled by three cubic B-spline patches joined at a common
edge, where the flange is formed by $14 \times 4$ and $16 \times 4$ B-spline patches and the web is formed by a $12 \times 4$ B-spline patch. The T-beam is pinned (i.e. $\mathbf{u}=0$ ) on one side and deflected under a point load of $F=10$ at one corner of the flange in the $-z$ direction (see Figure 5.15a). The deformed configuration is shown in Figure 5.15b, a maximum displacement magnitude of $\max (|\mathbf{u}|)=0.0589$ is observed at the bottom tip of the web, which agrees with the result in [108].

(a)
(b)

Figure 5.15: T-beam prolem: (a) Geometry, parameterization and boundary conditions of the problem. Note that red edges are pinned ends (i.e. $\mathbf{u}=0$ ). (b) Deformed configuration with a scale factor of 10 .

Figure 5.16 shows the relative error between the deformed coupling angle and the original $90^{\circ}$ coupling angle between the web and flange for the mesh in Figure 5.15a (coarse) and the one after one refinement (fine). In the region $y \in[0,10]$ for the coarse mesh and $y \in[0,14]$ for the fine mensh, we observe a relative error close to zero. Oscillations are observed at the free end of the intersection for all tested cases. We attribute this phenomenon to the dimonsion of the discretized Lagrange multiplier spaces. Lagrange multiplier with codimension four of the trace space renders all twelve control points at the free end of the intersection become master nodes so that constraints at this region could not transfer stresses from one patch to the other. However, a $h$-refinement does reduce the error magnitude as well as the size of the oscillation region. Owing to the compact
supports, the oscillation region of the result from the enriched Bézier dual basis is smaller than the result from the global dual basis for both coarse and fine meshes.


Figure 5.16: Relative error of angle between the flange and web along the intersection for (a) a coarse mesh, (b) a fine mesh.

### 5.4.2 Nonlinear problems

The proposed formulation has demonstrated its accuracy in linear analysis. In the following, the robustness of the proposed formulation will be verified by several challenging nonlinear benchmark problems. From our observations, the presence of the geometric stiffness matrix significantly influences the convergence of the conjugate gradient solver. For the sake of robustness, all problems in this subsection are solved by SparseLU module in Eigen library [71].

## Cantilever subjected to an end shear force

The first nonlinear problem to be studied is a cantilever subjected to an end shear force (see Figure 5.17a). The length, width and thickness of the cantilever are $L=10, b=1$ and $t=0.1$, respectively. The material parameters are: Young's modulus $E=1.2 \times 10^{6}$ and Poisson's ratio $v=$ 0 . The left boundary is clamped $\left(\mathbf{u}=\frac{\partial \mathbf{u}}{\partial x}=0\right)$ while the right boundary is subjected to a uniformly distributed traction load in the $z$-direction with the maximum load of $f=4$ and the incremental load of $\Delta f=0.4$. The cantilever is decomposed into three patches, which are discretized by $9 \times 3$,
$5 \times 2$ and $3 \times 3$ B-spline elements, respectively (see Figure 5.17 b). A fine mesh obtained by a uniform refinement of the mesh in Figure 5.17b is also considered in this research. The deformed cantilever is demonstrated in Figure 5.17c.
(a)

(b)
(c)

Figure 5.17: A cantilever subjected to an end shear force: (a) the problem description, (b) the three-patch non-matching discretization and (c) the initial and deformed configurations.

Figure 5.18 shows the shear traction against the horizontal $\left(-u_{x}\right)$ and vertical $\left(u_{z}\right)$ displacements at the free end for both the non-conforming multi-patch configuration and the reference results reported by Sze et al. [5]. Due to the heavy distortion of the mesh, the results are as expected poor for quadratic elements. However, the results for cubic splines agree with the reference result even for the coarse mesh. For all tested cases, the difference between the results obtained from the enriched Bézier dual basis and the global dual basis are negligible.

## Slit annular plate subjected to a lifting line force

In the second example, we study a slit annular plate subjected to a lifting line force. The problem setup is illustrated in Figure 5.19a, where the inner radius, outer radius, thickness, maximum vertical traction load and load step are $R_{0}=6, R_{1}=10, t=0.03, f=0.8$ and $\Delta f=0.04$, respectively. Young's modulus is $E=21 \times 10^{6}$ and Poisson's ratio is 0 . One end of the slit is fully clamped while the other end is lifted under the uniform traction load $f$. We benchmark the vertical displacements of points A and B . To test the performance of the proposed coupling formulation,


Figure 5.18: Load-deflection curves for cantilever subjected to an end shear force. The horizontal $\left(-u_{x}\right)$ and vertical $\left(u_{z}\right)$ displacements at the free end for (a) a quadratic coarse mesh, (b) a quadratic fine mesh, (c) a cubic coarse mesh and (d) a cubic fine mesh are compared to the results provided in [5].
we decompose the annular plate into three NURBS patches with $6 \times 2,6 \times 5$ and $6 \times 3$ elements, respectively (see Figure 5.19b). In this example, we also consider a fine mesh obtained by a uniform refinement of the mesh in Figure 5.19b. The deformed annular plate is shown in Figure 5.19c.

Figure 5.20 shows the load against the vertical deflections of points A and B for both the non-conforming multi-patch configuration and the reference results provided in [5]. Cubic elements are utilized in all tested cases. Whereas the multi-patch results obtained from the coarse mesh demonstrate slight discrepancy from the reference results, a good agreement with the reference results is observed for the fine mesh. Again, the difference between the results obtained from the enriched Bézier dual basis and the global dual basis are negligible.
(a)

(b)

Figure 5.19: A cantilever subjected to an end shear force: (a) the problem description, (b) the three-patch non-matching discretization and (c) the initial and deformed configurations.


Figure 5.20: Load-deflection curves for the slit annular plate lifted by a lifting line force. The vertical displacements at tip A and B for (a) a cubic coarse mesh and (b) a cubic fine mesh are compared to the results provided in [5].

## Pullout of an open-ended cylindrical shell

In this test, an open-ended cylinder is pulled by a pair of radial forces. The problem setup is illustrated in Figure 5.21a, where the radius, length, thickness of the cylinder, radial force and load step are $R=4.953, L=10.35, t=0.094, P=40,000$ and $\Delta P=1,000$, respectively. The material properties are: Young's modulus $E=10.5 \times 10^{6}$ and Poisson's ratio $v=0.3125$. We benchmark $u_{z}$ at point $\mathrm{A}, u_{x}$ and points B and C , correspondingly. The cylindrical shell is modeled by four NURBS patches, discretized by $32 \times 16,28 \times 14,28 \times 14$ and $32 \times 16$, respectively (see Figure 5.21a). The results of Sze et al. [5] are used as the reference. A good agreement with the reference results is observed in Figure 5.22 indicating the accuracy and robustness of our formulation.

### 5.5 Conclusion

In this chapter, we present a dual mortar formulation for the Kirchhoff-Love shell problem. The proposed formulation is based on the enriched Bézier dual basis and generic dual-compatible constraints. The enriched Bézier dual basis reproduces polynomial up to a given order without losing its locality. Thanks to the dual-compatible constraint, the biorthogonality between the dual basis functions and the corresponding primal spline basis functions can be extended to the discretized constraint matrix. Hence, the static condensation can be achieved without extra computational effort. With the help of the enriched Bézier dual basis, the condensed linear system remains sparse. Moreover, the constraint utilized in our formulation is generic in the sense that it handles $C^{1}$ continuity for smooth shell coupling as well as angle preservation for patches joined at a kink. When kinks present, the constraint is no longer linear. Thus, Newton-Raphson iteration is needed in order to apply the constraint. Due to the presence of the residual of the constraint, the linearized constraint is non-homogeneous. Thanks to the unique constraint matrix structure, a particular solution that satisfies the non-homogeneous constraints can be constructed without the need to solve any linear systems.

The accuracy and robustness of the proposed formulation are verified by several linear and nonlinear benchmark problems. The Kirchhoff plate and Scordelis-Lo roof problems indicate the optimality of the proposed formulation. The T-beam and L-beam problems demonstrate the ability

(a)
(b)
(c)

Figure 5.21: The open-end cylindrical shell subjected to radial pulling forces: (a) the problem description and four-patch non-matching discretization, (b) the initial and deformed configurations in 3D view, and (c) the initial and deformed configurations in $y$-axis view.
of the proposed formulation in preserving coupling anlge. From the benchmark results, we believe the proposed patch coupling formulation has great potential in addressing real world complex shell problems.


Figure 5.22: Load-deflection curves of the open-end cylinder subjected to a point pulling load. The results are measured at points A, B and C.

## CHAPTER 6. BÉZIER $\bar{B}$ PROJECTION

In this chapter, we demonstrate how dual basis functions can be employed as the underlying local projection framework for a $\bar{B}$ approach to treat locking in isogeometric structural elements.

Numerical locking in structural finite elements includes geometric locking in thin curved structural members such as membrane and shear locking and also includes volumetric locking in incompressible and nearly incompressible elasticity. There is an immense body of literature on approaches to overcome locking in the finite element community and various approaches have emerged as dominant. These include reduced quadrature [116], [117], $\bar{B}$ projection methods [118][120], and mixed methods based on the Hu-Washizu variational principle [121]-[124]. It is important to mention that, although ameliorated at high polynomial degrees, smooth splines in the context of IGA still exhibit locking behavior [125], [126].

In IGA, there is a growing literature on the treatment of locking in structural elements. Leveraging higher-order smoothness, transverse shear locking can be eliminated at the theoretical level by employing Kirchhoff-Love [13], [15] and hierarchic Reissner-Mindlin [127]-[129] shell elements. Reduced quadrature schemes have been explored in [130]-[132] as a way to alleviate transverse shear locking. The extension of $\bar{B}$ projection to the isogeometric setting was initiated in [133] for both elastic and plastic problems and was extended in [134] to include local projection techniques [135], [136].

We introduce two methods that employ Bézier dual basis to produce a localized approximation to the standard $\bar{B}$ method. The motivation behind these methods is the fact that $\bar{B}$ methods result in dense linear systems. The methods we introduce result in a sparse linear system irrespective of the choice of basis functions. We call these two methods the symmetric and non-symmetric Bézier $\bar{B}$ projection methods, where the names indicate the symmetry of the resulting stiffness matrix. We show that both methods result in a sparse stiffness matrix and reduce locking. We also show that optimal convergence rates are achieved in the case of the non-symmetric method and
near optimal convergence rates are achieved in the case of the symmetric method. We also perform an inf-sup analysis of these methods.

### 6.1 Geometric locking: Timoshenko beams

To illustrate the use of Bézier $\bar{B}$ projection to overcome geometric locking effects we study transverse shear locking in Timoshenko beams. The Timoshenko beam problem provides a simple one dimensional setting in which to describe Bézier $\bar{B}$ projection. Note however, that the approach can be directly generalized to more complex settings like spatial beams and shells and other geometric locking mechanisms like membrane locking. We consider a planar cantilevered Timoshenko beam as shown in Figure 6.1. The strong form for this problem can be stated as

$$
\left.\begin{array}{r}
\left.\begin{array}{r}
-s G A \gamma^{\prime}=f(x) \\
k^{\prime}-s G A \gamma=0 \\
\kappa=\phi^{\prime} \\
\gamma=\omega^{\prime}-\phi
\end{array}\right\} \text { in } \Omega \\
\left.\begin{array}{r}
\omega=0 \\
\phi=0
\end{array}\right\} \text { at } x=0 \\
s A G \gamma=Q  \tag{6.3}\\
-E I \kappa=M
\end{array}\right\} \text { at } x=L
$$

where $\gamma$ is the shear strain, $\kappa$ is the bending strain, $\omega$ is the vertical displacement, $\phi$ is the angle of rotation of the normal to the mid-plane of the beam, $f$ is the distributed transverse load, $Q$ is a point load, $M$ is the moment, $E$ is the Young's modulus, $G$ is the shear modulus, $A$ is the cross-sectional area, $I$ is the second moment of inertia of the beam cross-section, $s$ is the shear correction factor, normally set to $5 / 6$ for rectangular cross-sections, and $\Omega=(0, L)$. When $\omega$ and $\phi$ are interpolated by basis functions of the same order the finite element solution to this problem exhibits shear locking as the beam becomes slender.


Figure 6.1: Deformation of a Timoshenko beam. The normal rotates by the angle $\phi$, which is not equal to $w^{\prime}$, due to shear deformation.

### 6.1.1 Symmetric Bézier $\bar{B}$ projection

Locking is caused in Timoshenko beam problems when equal order interpolation is used for both midline displacements and rotations. To reduce the effects of locking for these problems the $\bar{B}$ method projects the shear strain, $\gamma$, onto a lower order function space. This process produces a projected shear strain, which we call $\bar{\gamma}$, that is substituted into the weak form of the problem statement. In this section we use the Bézier projection operator to compute an approximation of $\bar{\gamma}$, and refer to this approach as the symmetric Bézier $\bar{B}$ projection method because the resulting stiffness matrix is symmetric.

## The weak form

Given the function spaces $\mathcal{S}(\Omega)=\left\{\mathbf{u}\left|\mathbf{u} \in H^{1}(\Omega) \times H^{1}(\Omega), \mathbf{u}\right|_{\Gamma_{g}}=\mathbf{g}\right\}$ and $\mathcal{V}(\Omega)=$ $\left\{\mathbf{w}\left|\mathbf{w} \in H^{1}(\Omega) \times H^{1}(\Omega), \mathbf{w}\right|_{\Gamma_{g}}=\mathbf{0}\right\}$ where $\mathbf{u}=\{\omega, \phi\}^{T}, \mathbf{w}=\{\delta \omega, \delta \phi\}^{T}, \mathbf{g}$ is the prescribed Dirichlet boundary condition, and $\Gamma_{g}$ is the Dirichlet boundary at $x=0$, the weak form of the problem can be stated as: find $\mathbf{u} \in \mathcal{S}(\Omega)$ such that for all $\mathbf{w} \in \mathcal{V}(\Omega)$

$$
\begin{equation*}
\int_{0}^{L} \kappa(\mathbf{w}) E I \kappa(\mathbf{u})+\bar{\gamma}(\mathbf{w}) s G A \bar{\gamma}(\mathbf{u}) d x=\int_{0}^{L} \delta \omega f d x+\delta \omega(L) Q+\delta \phi(L) M \tag{6.4}
\end{equation*}
$$

## Discretization

We discretize $\omega$ and $\phi$ as

$$
\begin{gather*}
\omega=\sum_{A} \omega_{A} N_{A}  \tag{6.5}\\
\phi=\sum_{A} \phi N_{A} \tag{6.6}
\end{gather*}
$$

where $N_{A}$ is a degree $p$ spline basis function and $\omega_{A}$ and $\phi_{A}$ are the corresponding control point values. The shear strain and bending strain can then be expressed as

$$
\begin{align*}
\gamma & =\sum_{A}\left[\begin{array}{ll}
N_{A}^{\prime} & -N_{A}
\end{array}\right]\left[\begin{array}{ll}
\omega_{A} & \phi_{A}
\end{array}\right]^{T}  \tag{6.7}\\
\kappa & =\sum_{A}\left[\begin{array}{ll}
0 & N_{A}^{\prime}
\end{array}\right]\left[\begin{array}{ll}
\omega_{A} & \phi_{A}
\end{array}\right]^{T} \tag{6.8}
\end{align*}
$$

The shear strain $\bar{\gamma}$ is constructed by Bézier projection of the true shear strain $\gamma$ onto a lower degree space. In other words, we project from a $p^{t h}$ degree spline space with $n$ basis functions $\mathbf{N}$ defined by the knot vector

$$
\begin{equation*}
\boldsymbol{\Xi}_{p}=\{\underbrace{0,0, \ldots, 0}_{p+1 \text { copies }}, \boldsymbol{\Xi}_{\text {int }}, \underbrace{1,1, \ldots, 1}_{p+1 \text { copies }}\}, \tag{6.9}
\end{equation*}
$$

onto a $p-1^{\text {th }}$ degree spline space with $\bar{n}$ basis functions $\overline{\mathbf{N}}$ defined by the knot vector

$$
\begin{equation*}
\overline{\boldsymbol{\Xi}}_{p-1}=\{\underbrace{0,0, \ldots, 0}_{p \text { copies }}, \boldsymbol{\Xi}_{i n t}, \underbrace{1,1, \ldots, 1}_{p \text { copies }}\} \tag{6.10}
\end{equation*}
$$

where the internal knots, denoted by $\boldsymbol{\Xi}_{\text {int }}$, are the same for both spaces. The projected shear strain $\bar{\gamma}$ can then be written as

$$
\begin{equation*}
\bar{\gamma}=\sum_{A} \bar{\gamma}_{A} \bar{N}_{A} \tag{6.11}
\end{equation*}
$$

The control variables $\bar{\gamma}_{A}$ are simply

$$
\begin{equation*}
\bar{\gamma}_{A}=\int_{\Omega^{A}} \hat{\bar{N}}_{A} \gamma d \Omega=\left\langle\hat{\bar{N}}_{A}, \gamma\right\rangle_{\Omega^{i}} \tag{6.12}
\end{equation*}
$$

where $\hat{\bar{N}}_{A}$ is a dual basis function for the spline space of degree $p-1$ computed from (2.33).
Localizing to the Bézier element we define the strain-displacement arrays in terms of element Bernstein basis functions of degree $p$ and $p-1$ as

$$
\left.\begin{array}{l}
\mathbf{B}_{e}^{\kappa}=\left[\begin{array}{lllll}
0 & -B_{0, p}^{e}{ }^{\prime} & \cdots & 0 & -B_{p, p}^{e}{ }^{\prime}
\end{array}\right], \\
\mathbf{B}_{e}^{\gamma}=\left[\begin{array}{llll}
B_{0, p}^{e}{ }^{\prime} & -B_{0, p}^{e} & \cdots & B_{p, p}^{e}{ }^{\prime}
\end{array}-B_{p, p}^{e}\right.
\end{array}\right],
$$

where $B_{i, p}^{e}$ is the $i^{\text {th }}$ Bernstein basis function of order $p$. We can then compute the element arrays as

$$
\begin{align*}
\mathbf{K}_{e}^{b} & =E I \mathbf{C}^{e}\left\langle\mathbf{B}_{e}^{\kappa T}, \mathbf{B}_{e}^{\kappa}\right\rangle\left(\mathbf{C}^{e}\right)^{T},  \tag{6.16}\\
\overline{\mathbf{M}}_{e} & =s G A \overline{\mathbf{C}}^{e}\left\langle\overline{\mathbf{B}}_{e}^{T}, \overline{\mathbf{B}}_{e}\right\rangle\left(\overline{\mathbf{C}}^{e}\right)^{T},  \tag{6.17}\\
\hat{\mathbf{P}}_{e} & =\left\langle\left(\hat{\mathbf{N}}^{e}\right)^{T}, \mathbf{B}_{e}^{\gamma}\right\rangle\left(\mathbf{C}^{e}\right)^{T}, \tag{6.18}
\end{align*}
$$

where $\mathbf{C}^{e}$ is the element extraction operator for the degree $p$ spline space, $\overline{\mathbf{C}}^{e}$ is the element extraction operator for the degree $p-1$ spline space, and $\hat{\overline{\mathbf{N}}}^{e}$ are the dual basis functions restricted to the element for the degree $p-1$ spline space. The global stiffness matrix can then be written as

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}^{b}+\overline{\mathbf{K}}_{S}^{s} \tag{6.19}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{K}^{b} & =A_{e} \mathbf{K}_{e}^{b},  \tag{6.20}\\
\overline{\mathbf{K}}^{s} & =\hat{\mathbf{P}}^{T} \overline{\mathbf{M}} \hat{\mathbf{P}}  \tag{6.21}\\
\hat{\mathbf{P}} & =\mathrm{A}_{e} \hat{\mathbf{P}}_{e}  \tag{6.22}\\
\overline{\mathbf{M}} & =\mathrm{A}_{e} \overline{\mathbf{M}}_{e} \tag{6.23}
\end{align*}
$$

and $A$ is the standard finite element assembly operator [86]. We note that the assembly of $\overline{\mathbf{K}}^{\text {s }}$ requires the assembly of two intermediate matrices, $\overline{\mathbf{M}}$ and $\hat{\mathbf{P}}$. The computation of these matrices is needed because the product of two integrals over the entire domain can not be localized to the element level.

### 6.1.2 Non-symmetric Bézier $\bar{B}$ projection

Simo and Hughes [86] have shown that $\bar{B}$ formulations and mixed formulations are equivalent. However, the development of the symmetric Bézier $\bar{B}$ projection method presented in Section 6.1.1, where we began by interpreting the $\bar{B}$ formulation as a strain projection method, lacks a connection to mixed formulations. In this section, we present a second method based on Bézier projection in which we view the $\bar{B}$ formulation as a mixed formulation where, for the Timoshenko beam problem, the auxiliary variable is the shear stress. We use the Bézier dual basis functions as the test functions for the auxiliary variable. Once the problem has been cast as a mixed formulation we then eliminate the auxiliary variable to get a purely displacement based formulation. This approach preserves convergence rates and all assembly routines for the stiffness matrix can be performed at the element level. However, it does not produce a symmetric stiffness matrix.

## The weak form

In the mixed formulation for the Timoshencko beam problem the shear stress, $\tau=s G A \gamma$, is taken as a new independent variable. The weak form of the mixed formulation can then be stated
as: find $\mathbf{u} \in \mathcal{S}(\Omega)$ and $\tau \in L^{2}(\Omega)$ such that for all $\mathbf{w} \in \mathcal{V}(\Omega)$ and $\delta \tau \in L^{2}(\Omega)$

$$
\begin{align*}
\int_{0}^{L} \kappa(\mathbf{w}) E I \kappa(\mathbf{u})+\gamma(\mathbf{w}) \tau d x & =l\langle\mathbf{w}\rangle  \tag{6.24}\\
\int_{0}^{L} \delta \tau(s G A \gamma(\mathbf{u})-\tau) d x & =0 \tag{6.25}
\end{align*}
$$

## Discretization

In the finite element formulation of the mixed problem, the discretization of $\mathbf{u}$ and $\mathbf{w}$ remain the same as before. The shear strain and its variation, however, are in $L^{2}(\Omega)$, so their finite element approximation can consist of functions with lower regularity, such as discontinuous polynomials. When the field $\mathbf{u}$ is discretized by $p^{t h}$ degree spline basis functions defined by the knot vector given in (6.9), we use the $p-1$ degree spline basis functions, defined by the knot vector given in (6.10), to discretize the shear stress $\tau$ and the corresponding dual basis to discretize its variation $\delta \tau$. The discrete form of the shear stress and its variation are given by

$$
\begin{align*}
\tau & =\sum_{A} \tau_{A} \bar{N}_{A}  \tag{6.26}\\
\delta \tau & =\sum_{A} \delta \tau_{A} \hat{\bar{N}}_{A} \tag{6.27}
\end{align*}
$$

The stiffness matrix for the mixed form can then be written as

$$
\mathbf{K}_{m i x}=\left[\begin{array}{cc}
\mathbf{K}^{b} & \mathbf{P}^{T}  \tag{6.28}\\
s G A \hat{\mathbf{P}} & -\mathbf{I}
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{P}={\underset{e}{e}} \mathbf{P}_{e}, \tag{6.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{e}=\overline{\mathbf{C}}^{e}\left\langle\overline{\mathbf{B}}_{e}^{T}, \mathbf{B}_{e}^{\gamma}\right\rangle\left(\mathbf{C}^{e}\right)^{T} . \tag{6.30}
\end{equation*}
$$

and $\hat{\mathbf{P}}$ is given in (6.18) and (6.22). We can now eliminate the control variable of the shear stress from (6.28) to get a pure displacement formulation where the stiffness matrix can be written as

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}^{b}+\overline{\mathbf{K}}_{N S}^{s}, \tag{6.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{K}}_{N S}^{s}=s G A \mathbf{P}^{T} \hat{\mathbf{P}} . \tag{6.32}
\end{equation*}
$$

We can see that the use of different function spaces for the shear strain and its variation leads to a non-symmetric stiffness matrix.

Remark As mentioned previously, the symmetric Bézier $\bar{B}$ formulation is not consistent with a mixed formulation. To see this, we can recover the mixed formulation of (6.19), which is

$$
\left[\begin{array}{cc}
\mathbf{K}^{b} & \hat{\mathbf{P}}^{T}  \tag{6.33}\\
s G A \hat{\mathbf{P}} & -\overline{\mathbf{M}}^{-1}
\end{array}\right],
$$

where both the shear stress and its variation are discretized by the dual basis functions. However, for the inner product of dual basis functions we have

$$
\begin{equation*}
\left\langle\hat{\bar{N}}_{i}, \hat{\bar{N}}_{j}\right\rangle \neq \overline{\mathbf{M}}_{i j}^{-1}, \tag{6.34}
\end{equation*}
$$

which shows the inconsistency between the symmetric Bézier $\bar{B}$ formulation and the mixed formulation.

### 6.1.3 Bandwidth of the stiffness matrix

A global $\bar{B}$ method that utilizes a global $L^{2}$ projection results in a dense stiffness matrix. The Bézier $\bar{B}$ methods, on the other hand, produce sparse stiffness matrices. However, the coupling of the local dual basis functions does increase the bandwidth slightly. This is illustrated in Figure 6.2, which shows the structure of the stiffness matrix for the Timoshenko beam problem using the second order basis functions of maximal smoothness for a displacement-based method
(Figure 6.2a), global $\bar{B}$ method (Figure 6.2b), symmetric Bézier $\bar{B}$ method (Figure 6.2c) and nonsymmetric Bézier $\bar{B}$ method (Figure 6.2 d ). The blank cells indicate zero terms in the matrix while colored cells show the location of nonzero terms.


Figure 6.2: Illustrations of the structure of $2^{\text {nd }}$ order Timoshenko beam stiffness matrices for (a) a standard displacement method, (b) a global $\bar{B}$ method, (c) a symmetric Bézier $\bar{B}$ method and (d) a non-symmetric Bézier $\bar{B}$ method.

The increased bandwidth of the symmetric Bézier $\bar{B}$ method when compared to a displacement-based method can be explained by looking at the product of the integrals in (6.21). For example, if we consider the basis functions $N_{1}$ and $N_{5}$ in Figure 6.3 we see that $\operatorname{supp}\left(N_{1}\right) \cap \operatorname{supp}\left(N_{5}\right)=\emptyset$, which means that the inner product of these two functions will be zero and the corresponding coefficient in the stiffness matrix will be zero in the displacement-based method. For the Bézier $\bar{B}$ method, however, the form of (6.21) leads to a coupling between $N_{1}$ and $N_{5}$. This can be seen by considering $\Omega_{2}$. Over this element, the shear stiffness can be represented as

$$
\begin{equation*}
\overline{\mathbf{K}}_{2}^{s}=\sum_{i=1}^{3} \sum_{j=1}^{3} \mathbf{P}_{i}^{T} \overline{\mathbf{M}}_{2} \mathbf{P}_{j} \tag{6.35}
\end{equation*}
$$

and the term of this summation that results in the coupling between $N_{1}$ and $N_{5}$ is $\mathbf{P}_{1}^{T} \overline{\mathbf{M}}_{2} \mathbf{P}_{3}$, where $\mathbf{P}_{1}$ is the inner product of $N_{1}$ and $\hat{\bar{N}}_{2}, \mathbf{P}_{3}$ is the inner product of $N_{5}$ and $\hat{\bar{N}}_{3}$, and $\overline{\mathbf{M}}_{2}$ is the inner product of $\bar{N}_{2}$ and $\bar{N}_{3}$. We can see from Figure 6.3 that $\operatorname{supp}\left(N_{1}\right) \cap \operatorname{supp}\left(\hat{\bar{N}}_{2}\right)=\Omega_{1}, \operatorname{supp}\left(N_{5}\right) \cap \operatorname{supp}\left(\hat{\bar{N}}_{3}\right)=$ $\Omega_{3}$ and $\operatorname{supp}\left(\bar{N}_{2}\right) \cap \operatorname{supp}\left(\bar{N}_{3}\right)=\Omega_{2}$, so that $\mathbf{P}_{1}^{T} \overline{\mathbf{M}}_{2} \mathbf{P}_{3}$ is not zero. Thus we have increased the number of nonzero coefficients in the shear stiffness matrix. However, the same exercise can be used to show that there is no coupling between $N_{0}$ and $N_{6}$ for this set of basis functions so the matrix is not dense. the bandwidth of the non-symmetric Bézier $\bar{B}$ method is reduced further. This is because the Gramian matrix does not appear in the this formulation. In fact, from the formulation of the element stiffness matrix, we can show that the bandwidth of the stiffness matrix of the symmetric Bézier $\bar{B}$ and non-symmetric Bézier $\bar{B}$ methods for the Timoshenko beam are $6 p-3$ and $4 p-1$, respectively.

Remark In [134] a local $\bar{B}$ method for shells was proposed that was based on the local least squares method presented in [136]. This approach has a similar structure to the symmetric Bézier $\bar{B}$ method presented here. However, it was shown in [81] that choosing (2.28) as the weighting provides a significant increase in the accuracy of the approximation.


Figure 6.3: Quadratic maximally smooth B-spline basis functions (top), associated linear basis functions (middle), and dual basis functions (bottom) for the Bézier $\bar{B}$ formulation.

### 6.1.4 Numerical results

In our study, a straight planar cantilever beam is clamped on the left end and a sinusoidal distributed load $f(x)=\sin \left(\pi \frac{x}{l}\right)$ is applied, as depicted in Figure 6.4. The analytical solution for vertical displacement $w$, rotation $\phi$, bending moment $M$, and transverse shear force $Q$ are given by

$$
\begin{align*}
& w(x)=\frac{E I\left(6 \pi^{2} l^{2} \sin \left(\frac{\pi x}{l}\right)+6 \pi^{3} l x\right)+s G A\left(6 l^{4} \sin \left(\frac{\pi x}{l}\right)-6 \pi l^{3} x+3 \pi^{3} l^{2} x^{2}-\pi^{3} l x^{3}\right)}{6 \pi^{4} s E I G A} \\
& \phi(x)=\frac{2 l^{3} \cos \left(\frac{\pi x}{l}\right)-2 l^{3}+2 \pi^{2} l^{2} x-\pi^{2} l x^{2}}{2 \pi^{3} E I} \\
& M(x)=\frac{l^{2} \sin \left(\frac{\pi x}{l}\right)-\pi l^{2}+\pi l x}{\pi^{2}}  \tag{6.36}\\
& Q(x)=\frac{-l \cos \left(\frac{\pi x}{l}\right)-l}{\pi} .
\end{align*}
$$



Figure 6.4: Straight planar cantilevered Timoshenko beam clamped at the left and loaded by a distributed load $f(x)$.

The beam has a rectangular cross-section and we use the following non-dimensional sectional and material parameters: length $l=10$, width $b=1$, thickness $t=0.01$, Young's modulus $E=10^{9}$, Poisson's ratio $v=0.3$, and a shear correction factor of $s=5 / 6$. A comparison of the normalized error in the $L^{2}$ norm for $w, \phi, M$ and $Q$ versus the number of degrees of freedom for polynomial degrees $p=1,2,3$ is shown in Figure 6.5. Results computed using standard finite elements are labeled $Q_{1}, Q_{2}$, and $Q_{3}$. Results computed using a global $\bar{B}$ method are labeled $\mathcal{T}^{L^{2}}$, those computed with the symmetric Bézier $\bar{B}$ method and the non-symmetric Bézier $\bar{B}$ method are labeled $S-\mathcal{T}^{P}$ and $N S-\mathcal{T}^{P}$, respectively. As expected, the $Q_{1}$ results lock and the error remains virtually unchanged as the mesh is refined. Increasing the polynomial degree does reduce the locking effect, although the reduction is minor for the $Q_{2}$ results. $\mathcal{T}^{L^{2}}, S-\mathcal{T}^{P}$ and $N S-\mathcal{T}^{P}$ are essentially locking free for all polynomial orders. The convergence rates for the $\bar{B}$ methods are


Figure 6.5: Convergence studies for slenderness factor $l / t=10^{-3}$. Error in the $L^{2}$-norm for (a) displacement $w$, (b) rotation $\phi$, (c) bending moment $M$, and (d) shear force $Q$.
at least $p+1$ for $w, p$ for $\phi, p-1$ for $M$, and $p-2$ for $Q$. These rates agree with those reported in [137] and are optimal. To reiterate, Bézier $\bar{B}$ methods produces the same convergence rates as the global $\bar{B}$ method and the the error plots of $N S-\mathcal{T}^{P}$ for $\phi, M$ and $Q$ are identical to those of $\mathcal{T}^{L^{2}}$.

We have also studied the relationship between shear locking and decreasing slenderness ratios for $p=2$. The results are shown in Figure 6.6. For all three methods, the number of degrees of freedom are fixed, and the sectional and material parameters are the same as in the previous study. The slenderness ratio varies from 10 to $5 \times 10^{3}$. $Q_{2}$ locks severely. The $\bar{B}$ methods, on the other hand, are locking free.

### 6.2 Volumetric locking: Nearly incompressible linear elasticity

To demonstrate the use of Bézier $\bar{B}$ methods to alleviate volumetric locking effects we study the nearly incompressible elasticity problem in two dimensions. We start with the small


Figure 6.6: Convergence study for increasing slenderness, $p=2$, and $\# d o f=32$. Error in the $L^{2}$-norm for (a) displacement $w$, (b) rotation $\phi$, (c) bending moment $M$, and (d) shear force $Q$.
strain tensor $\boldsymbol{\varepsilon}$, which is defined as the symmetric part of the displacement gradient, i.e.,

$$
\begin{equation*}
\varepsilon_{i j}=\frac{u_{i, j}+u_{j, i}}{2} \tag{6.37}
\end{equation*}
$$

The stress tensor is related to the strain tensor through the generalized Hooke's law

$$
\begin{equation*}
\sigma_{i j}=c_{i j k l} \varepsilon_{k l} \tag{6.38}
\end{equation*}
$$

where, for isotropic elasticity, the elastic coefficients and stress tensor can be expressed in terms of the Lamé parameters $\lambda$ and $\mu$ as

$$
\begin{align*}
c_{i j k l} & =\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\lambda \delta_{i j} \delta_{k l}  \tag{6.39}\\
\sigma_{i j} & =\lambda \varepsilon_{k k} \delta_{i j}+2 \mu \varepsilon_{i j} \tag{6.40}
\end{align*}
$$

The Lamé parameters $\lambda$ and $\mu$ are defined in terms of Young's modulus, $E$, and Poisson's ratio, $v$, as

$$
\begin{align*}
& \lambda=\frac{v E}{(1+v)(1-2 v)}  \tag{6.41}\\
& \mu=\frac{v E}{2(1+v)} . \tag{6.42}
\end{align*}
$$

we can write the strong form of linear elasticity as

$$
\begin{align*}
\sigma_{i j, j}+f_{i} & =0 \text { in } \Omega  \tag{6.43}\\
u_{i} & =g_{i} \text { on } \Gamma_{g_{i}}  \tag{6.44}\\
\sigma_{i j} n_{j} & =h_{i} \text { on } \Gamma_{h_{i}} \tag{6.45}
\end{align*}
$$

where Dirichlet boundary conditions are applied on $\Gamma_{g_{i}}$, Neumann boundary conditions are applied on $\Gamma_{h_{i}}$, and the closure of the domain $\Omega$ is $\bar{\Omega}=\Omega \cup \Gamma_{g_{i}} \cup \Gamma_{h_{i}}$. To demonstrate the source of volumetric locking, we introduce the pressure term

$$
\begin{equation*}
p=-(\lambda+2 \mu / 3) \epsilon_{i i} \tag{6.46}
\end{equation*}
$$

If $v \rightarrow \frac{1}{2}$ then $\lambda$ becomes very large and the additional constraint $\epsilon_{i i}=0$ is applied to the volumetric strain.

### 6.2.1 Symmetric Bézier $\bar{B}$ projection

## The weak form

The $\bar{B}$ approach for nearly incompressible linear elasticity splits the strain tensor $\varepsilon$ into volumetric and deviatoric strains and then replaces the volumetric strain with a projected strain. We begin with

$$
\begin{equation*}
\varepsilon(\mathbf{u})=\varepsilon^{v o l}(\mathbf{u})+\varepsilon^{d e v}(\mathbf{u}) \tag{6.47}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}^{v o l}=\frac{1}{3} \operatorname{tr}(\boldsymbol{\varepsilon}) \mathbf{I}$ is the volumetric strain and $\boldsymbol{\varepsilon}^{d e v}=\boldsymbol{\varepsilon}-\frac{1}{3} \operatorname{tr}(\boldsymbol{\varepsilon}) \mathbf{I}$ is the deviatoric strain. The volumetric strain is then replaced by a projected volumetric strain $\bar{\varepsilon}^{v o l}$ and the new total strain
becomes

$$
\begin{equation*}
\overline{\boldsymbol{\varepsilon}}=\overline{\boldsymbol{\varepsilon}}^{v o l}+\boldsymbol{\varepsilon}^{d e v} \tag{6.48}
\end{equation*}
$$

The weak form can then be written as: find $\mathbf{u} \in \mathcal{S}(\Omega)$ such that for all $\mathbf{w} \in \mathcal{V}(\Omega)$

$$
\begin{equation*}
\bar{a}\langle\mathbf{w}, \mathbf{u}\rangle=\bar{l}\langle\mathbf{w}\rangle \tag{6.49}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{a}\langle\mathbf{w}, \mathbf{u}\rangle & =\int_{\Omega} \bar{\epsilon}_{i j}(\mathbf{w}) c_{i j k l} \bar{\epsilon}_{k l}(\mathbf{u}) d \Omega  \tag{6.50}\\
\bar{l}\langle\mathbf{w}\rangle & =\int_{\Omega} \mathbf{w} \cdot \mathbf{f} d \Omega+\int_{\Gamma_{h}} \mathbf{w} \cdot \mathbf{h} d \Gamma . \tag{6.51}
\end{align*}
$$

## Discretization

Following the same approach as was described for Timoshenko beams in Section 6.1 we define element level strain-displacement matrices in terms of the Bernstein basis

$$
\mathbf{B}_{e}^{d e v}=\left[\begin{array}{ccccccc}
\frac{2}{3} \frac{\partial B_{0, p}^{e}}{\partial x} & -\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial y} & -\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial z} & \cdots & \frac{2}{3} \frac{\partial B_{p, p}^{e}}{\partial x} & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial y} & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial z} \\
-\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial x} & \frac{2}{3} \frac{\partial B_{0, p}^{e}}{\partial y} & -\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial z} & \cdots & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial x} & \frac{2}{3} \frac{\partial B_{p, p}^{e}}{\partial y} & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial z} \\
-\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial x} & -\frac{1}{3} \frac{\partial B_{0, p}^{e}}{\partial y} & \frac{2}{3} \frac{\partial B_{0, p}^{e}}{\partial z} & \cdots & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial x} & -\frac{1}{3} \frac{\partial B_{p, p}^{e}}{\partial y} & \frac{2}{3} \frac{\partial B_{p, p}^{e}}{\partial z} \\
0 & \frac{\partial B_{0, p}^{e}}{\partial z} & \frac{\partial B_{0, p}^{e}}{\partial y} & \cdots & 0 & \frac{\partial B_{p, p}^{e}}{\partial z} & \frac{\partial B_{p, p}^{e}}{\partial y}  \tag{6.53}\\
\frac{\partial B_{0, p}^{e}}{\partial z} & 0 & \frac{\partial B_{0, p}^{e}}{\partial x} & \cdots & \frac{\partial B_{p, p}^{e}}{\partial z} & 0 & \frac{\partial B_{p, p}^{e}}{\partial x} \\
\frac{\partial B_{0, p}^{e}}{\partial y} & \frac{\partial B_{0, p}^{e}}{\partial x} & 0 & \cdots & \frac{\partial B_{p, p}^{e}}{\partial y} & \frac{\partial B_{p, p}^{e}}{\partial x} & 0
\end{array}\right],
$$

The deviatoric part of the element stiffness matrix can then be computed from the corresponding strain-displacement matrices as

$$
\begin{equation*}
\mathbf{K}_{e}^{d e v}=\mathbf{C}^{e}\left\langle\mathbf{B}_{e}^{d e v} \mathbf{D B}_{e}^{d e v}\right\rangle\left(\mathbf{C}^{e}\right)^{T} . \tag{6.54}
\end{equation*}
$$

where $\mathbf{C}^{e}$ is the element extraction operator for the degree $p$ spline space. The volumetric part of the stiffness matrix is computed using Bezier projection. The intermediate element matrices are

$$
\begin{align*}
\overline{\mathbf{M}}_{e}^{\text {vol }} & =\overline{\mathbf{C}}^{e}\left\langle\overline{\mathbf{B}}_{e}^{T}, \frac{1}{3}(3 \lambda+2 \mu) \overline{\mathbf{B}}_{e}\right\rangle\left(\overline{\mathbf{C}}^{e}\right)^{T}  \tag{6.55}\\
\hat{\mathbf{P}}_{e}^{\text {vol }} & =\left\langle\left(\hat{\mathbf{N}}^{e}\right)^{T}, \mathbf{B}_{e}^{v o l}\right\rangle\left(\mathbf{C}^{e}\right)^{T} \tag{6.56}
\end{align*}
$$

where $\overline{\mathbf{C}}^{e}$ is the element extraction operator for the degree $p-1$ spline space, $\hat{\mathbf{N}^{e}}$ are the dual basis functions restriced to the element, and

$$
\overline{\mathbf{B}}_{e}=\left[\begin{array}{lll}
B_{0, p-1}^{e} & \cdots & B_{p-1, p-1}^{e} \tag{6.57}
\end{array}\right] .
$$

The global stiffness matrix can then be assembled as

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}^{d e v}+\overline{\mathbf{K}}_{S}^{v o l} \tag{6.58}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{K}^{d e v} & ={\underset{e}{e}}^{\mathbf{K}_{e}^{d e v}},  \tag{6.59}\\
\overline{\mathbf{K}}_{S}^{v o l} & =\hat{\mathbf{P}}^{T} \overline{\mathbf{M}} \hat{\mathbf{P}}  \tag{6.60}\\
\hat{\mathbf{P}} & ={\underset{e}{e}}_{\mathbf{P}_{e}^{v o l}}^{\overline{\mathbf{M}}} \tag{6.61}
\end{align*}={\underset{e}{\mathrm{~A}} \overline{\mathbf{M}}_{e}^{v o l} .}^{\text {vel }}
$$

### 6.2.2 Non-symmetric Bézier $\bar{B}$ projection

## The weak form

A mixed formulation for nearly incompressible elasticity can be developed by considering the pressure $p$ as an independent variable. The weak statement of the problem is then given as: find $\mathbf{u} \in \mathcal{S}(\Omega)$ and $p \in L^{2}(\Omega)$ such that for all $\mathbf{w} \in \mathcal{V}(\Omega)$ and $\delta p \in L^{2}(\Omega)$

$$
\begin{align*}
\hat{a}\langle\mathbf{w}, \mathbf{u}\rangle-b\langle\mathbf{w}, p\rangle & =l\langle\mathbf{w}\rangle,  \tag{6.63}\\
-b\langle\mathbf{u}, \delta p\rangle-\frac{1}{(\lambda+2 \mu / 3)} \int_{\Omega} \delta p p d \Omega & =0 \tag{6.64}
\end{align*}
$$

where

$$
\begin{align*}
\hat{a}\langle\mathbf{w}, \mathbf{u}\rangle & =\int_{\Omega} \epsilon_{i j}(\mathbf{w}) \hat{c}_{i j k l} \epsilon_{k l}(\mathbf{u}) d \Omega  \tag{6.65}\\
\hat{c}_{i j k l} & =\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}-2 / 3 \delta_{i j} \delta_{k l}\right),  \tag{6.66}\\
b\langle\mathbf{w}, p\rangle & =\int_{\Omega} \epsilon_{i i}(\mathbf{w}) p d \Omega \tag{6.67}
\end{align*}
$$

## Discretization

Following the same pattern as the non-symmetric Bézier $\bar{B}$ method for the Timoshenko beam problem, we use the same discretization for $\mathbf{u}$ and $\mathbf{w}$ and use lower order spline basis functions and corresponding dual basis functions for the discretization of the pressure $p$ and its variation $\delta p$, respectively. The discretized stiffness matrix in mixed form can be written as

$$
\mathbf{K}_{m i x}=\left[\begin{array}{cc}
\mathbf{K}^{\operatorname{dev}} & -\mathbf{P}^{T}  \tag{6.68}\\
-\hat{\mathbf{P}} & -\frac{1}{(\lambda+2 \mu / 3)} \mathbf{I}
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{P}={\underset{e}{e}}^{\mathbf{P}_{e}^{v o l}} \tag{6.69}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{P}_{e}^{\text {vol }}=\overline{\mathbf{C}}^{e}\left\langle\overline{\mathbf{B}}_{e}^{T}, \mathbf{B}_{e}^{\text {vol }}\right\rangle\left(\mathbf{C}^{e}\right)^{T} . \tag{6.70}
\end{equation*}
$$

By eliminating the pressure control variables, we obtain a pure displacement formulation with the stiffness matrix taking the form

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}^{d e v}+\overline{\mathbf{K}}_{N S}^{v o l} \tag{6.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{K}}_{N S}^{v o l}=(\lambda+2 \mu / 3) \mathbf{P}^{T} \hat{\mathbf{P}} . \tag{6.72}
\end{equation*}
$$

We note again, that in contrast to the symmetric Bézier $\bar{B}$ method, the assembly of the stiffness matrix in this case can be performed in the standard way with no need for global matrix operations.

### 6.2.3 Numerical results

We begin this section by numerically evaluating the inf-sup constant for the global $\bar{B}$ and non-symmetric Bézier $\bar{B}$ methods. We then investigate the performance of the Bézier $\bar{B}$ method for two nearly incompressible linear elasticity problems under plane strain conditions. For the numerical examples, we first study the Cook's membrane problem, which is discretized with B-spline basis functions, and in the second problem we model an infinite plate with a circular hole using NURBS. Results computed using standard finite elements are labeled $Q_{1}, Q_{2}, Q_{3}$, and $Q_{4}$. Results computed using a global $\bar{B}$ method are labeled $\mathcal{T}^{L^{2}}$ and those computed with the symmetric Bézier $\bar{B}$ method and the non-symmetric Bézier $\bar{B}$ method are labeled $S-\mathcal{T}^{P}$ and $N S-\mathcal{T}^{P}$, respectively.

## Numerical evaluation of the inf-sup condition

The inf-sup condition is also refered to as the Ladyzhenskaya-Babuska-Brezzi condition (or simply LBB) [47], [138], [139]. It is a crucial condition to ensure the solvability, stability and optimality of a mixed problem. For the nearly incompressible elasticity problem the inf-sup condition is stated as: for $\delta p \neq 0$ and $\mathbf{u} \neq 0$

$$
\begin{equation*}
\inf _{\delta p \in L^{2}(\Omega)} \sup _{\mathbf{u} \in \mathcal{S}(\Omega)} \frac{|b\langle\mathbf{u}, \delta p\rangle|}{\|\delta p\|_{L^{2}(\Omega)}\|\mathbf{u}\|_{H^{1}(\Omega)}} \geq \beta>0 . \tag{6.73}
\end{equation*}
$$

In a discretized problem, the inf-sup condition requires the variable $\beta$ to be a constant that is independent of the mesh size.

Here, we consider the inf-sup condition of a uniformly refined quarter annulus. The geometry and boundary conditions are shown in Figure 6.7. The geometry of the quarter annulus can be exactly represented using a biquadratic NURBS basis. The knot vector for the coarsest discretization is given by

$$
\begin{equation*}
\Xi_{\xi} \times \Xi_{\eta}=\{0,0,0,1,1,1\} \times\{0,0,0,1,1,1\} \tag{6.74}
\end{equation*}
$$

and the corresponding weights and control points associated with each basis function are given in Table 6.1 and 6.2. For higher-order elements and finer discretizations the weights and corresponding control points are identified by an order elevation and knot insertion algorithm, respectively. The Bézier mesh representation for the discretizations are shown in Figure 6.8.


Figure 6.7: Geometry and boundary conditions for the inf-sup test.

Only the global $\bar{B}$ method and the non-symmetric Bézier $\bar{B}$ method are considered here, as the symmetric Bézier $\bar{B}$ method lacks a connection to a mixed formulation. As a counter example, the well-known pair $Q_{p} / Q_{p}$ of the global $\bar{B}$ method that violates the inf-sup condition is also tested here. Our tests follow the procedure proposed by Chapelle and Bathe in [140].

Table 6.1: Weights for the plate with a circular hole

| i | $w_{i, 1}$ | $w_{i, 2}$ | $w_{i, 3}$ |
| :--- | :--- | :--- | :--- |
| 1 | 1 | $1 / \sqrt{2}$ | 1 |
| 2 | 1 | $1 / \sqrt{2}$ | 1 |
| 3 | 1 | $1 / \sqrt{2}$ | 1 |

Table 6.2: Control points for the plate with a circular hole

| i | $B_{i, 1}$ | $B_{i, 2}$ | $B_{i, 3}$ |
| :--- | :--- | :--- | :--- |
| 1 | $(0,1)$ | $(1,1)$ | $(1,0)$ |
| 2 | $(0,2.5)$ | $(2.5,2.5)$ | $(2.5,0)$ |
| 3 | $(0,4)$ | $(4,4)$ | $(4,0)$ |

Figure 6.9 shows the numerical results. As can be seen, the global $\bar{B}$ method and the nonsymmetric Bézier $\bar{B}$ method do not strictly satisfy the LBB condition since $\beta$ is not independent of


Figure 6.8: Sequence of meshes for inf-sup test.


Figure 6.9: Inf-sup test results for nearly incompressible elasticity. The global $\bar{B}$ method, $\mathcal{T}^{L^{2}} Q 4 / Q 3$, and the non-symmetric Bézier $\bar{B}$ method, $N S-\mathcal{T}^{P} Q 4 / Q 3$, do not strictly satisfy the LBB condition, but compared to the $\mathcal{T}^{L^{2}} Q_{4} / Q_{4}$ method, both methods reduce constraints to a favorable level.
the mesh size. This result is consistent with the statement made in [133] that the global $\bar{B}$ method does not reduce the constraints sufficiently to satisfy the LBB condition. However, compared to the $Q_{p} / Q_{p}$ pair, both methods reduce constraints to a more favorable level. If we compare the results for the global $\bar{B}$ method with the non-symmetric Bézier $\bar{B}$ method we see that their stability parameter $\beta$ decreases at the same rate and the stability parameter for the non-symmetric Bézier $\bar{B}$ method is slightly lower than that for the global $\bar{B}$ method. These results indicate a similar optimality in convergence for both methods and a slightly higher error for the non-symmetric Bézier $\bar{B}$ method.

## Cook's membrane problem

This benchmark problem is a standard test for combined bending and shearing response. The geometry, boundary conditions, and material properties are shown in Figure 6.10. The left boundary of the tapered panel is clamped, the top and bottom edges are free with zero traction boundary conditions, and the right boundary is subjected to a uniformly distributed traction load in the $y$-direction as shown. The meshes used are shown in Figure 6.11.


Figure 6.10: Geometry, boundary conditions, and material properties for the Cook's membrane problem.

A comparison of the displacement of the top right corner with respect to the number of elements per side is shown in Figure 6.12. $Q_{1}$ locks and mesh refinement has little impact. Locking is somewhat reduced for the higher-order elements $Q_{p}, p>1$. The $\bar{B}$ methods perform very well for all degrees.


Figure 6.11: Sequence of meshes for Cook's membrane problem.




Figure 6.12: Cook's membrane: comparison of the vertical displacement at the top right corner for the different methods and degrees.

## Infinite plate with a circular hole

The setup for the infinite plate with a circular hole problem is shown in Figure 6.13 and the discretizations are shown in Figure 6.8. The traction along the outer edge is evaluated from the exact solution which is given by

$$
\begin{align*}
& \sigma_{r r}(r, \theta)=\frac{T_{x}}{2}\left(1-\frac{R_{1}^{2}}{r^{2}}\right)+\frac{T_{x}}{2}\left(1-4 \frac{R_{1}^{2}}{r^{2}}+3 \frac{R_{1}^{4}}{r^{4}}\right) \cos (2 \theta) \\
& \sigma_{\theta \theta}(r, \theta)=\frac{T_{x}}{2}\left(1+\frac{R_{1}^{2}}{r^{2}}\right)-\frac{T_{x}}{2}\left(1+3 \frac{R_{1}^{4}}{r^{4}}\right) \cos (2 \theta)  \tag{6.75}\\
& \sigma_{r \theta}(r, \theta)=-\frac{T_{x}}{2}\left(1+2 \frac{R_{1}^{2}}{r^{2}}-3 \frac{R_{1}^{4}}{r^{4}}\right) \sin (2 \theta) .
\end{align*}
$$



Figure 6.13: Geometry, boundary conditions, and material properties for the infinite plate with a hole.

Convergence plots for the relative error of the displacement and energy in the $L^{2}$ norm are shown in Figure 6.14. As can be seen, the standard $Q_{p}$ approximations suffer from severe volumetric locking for all orders while, on the other hand, the $\bar{B}$ methods remedy locking for all cases. For the symmetric Bézier $\bar{B}$ method, optimal rates are achieved in all three measures for biquadratic elements and the optimal energy convergence has been achieved for bicubic elements, but convergence has degraded in all three measures for the biquartic elements. This reduction in convergence rates results from the fact that the derivation of the symmetric Bézier $\bar{B}$ method is purely based on the engineering analogy between the $L^{2}$ projection and Bézier projection operations. The non-symmetric Bézier $\bar{B}$ method, on the other hand, achieves optimal convergence in the displacement, stress, and energy norms for all elements with slightly higher errors than those of the global $\bar{B}$ method.

Contour plots of $\sigma_{x x}$ from the finest biquartic discretization are shown in Figure 6.15. We can see that results from all $\bar{B}$ methods are consistent with the reference solution, but using the standard finite element approach results in meaningless stresses. Figure 6.16 shows the absolute error of $\sigma_{x x}$ from the same discretization. We can see that the projection methods produce an error of less than $.1 \%$ of the maximum $\sigma_{x x}$, while the error for the standard $Q_{4}$ element is of the same order as the maximum $\sigma_{x x}$. We can also see that the non-symmetric method provides a slight improvement when compared to the symmetric method.


Figure 6.14: Convergence study of the plate with a circular hole. The relative $L^{2}$ error of displacement, stress and the relative error in energy norm with respect to mesh refinement.

### 6.3 Conclusions

We have presented two Bézier $\bar{B}$ projection methods, which we have called symmetric and non-symmetric Bézier $\bar{B}$ projection, as an approach to overcome locking phenomena in structural mechanics applications of isogeometric analysis. Each approach maintains the sparsity of the resulting linear system. The methods utilize Bézier extraction and projection, which makes it simple to implement them in an existing finite element framework and makes it applicable to any spline representation which can be written in Bézier form. In contrast to global $\bar{B}$ methods, which produce dense stiffness matrices, the Bézier $\bar{B}$ approach results in a sparse stiffness matrix while still benefiting from higher-order convergence rates. We have made the connection between the nonsymmetric method and a mixed formulation and shown that, although this method does not strictly satisfy the inf-sup condition, it reduces constraints sufficiently to provide optimal convergence rates for the problems studied here.

We have demonstrated the performance of the approach in the context of shear deformable beams (to alleviate transverse shear locking) and nearly incompressible elasticity problems (to alleviate volumetric locking). The proposed method reduces locking errors and achieves nearly optimal convergence rates for the symmetric method and optimal rates for the non-symmetric method. The cases where optimal rates were not achieved when using the the symmetric formulation are a symptom of the fact that the symmetric formulation is not directly related to a variational principle.

The two methods presented here provide a choice between a formulation that results in a symmetric stiffness matrix but requires matrix operations at the global level and potentially less accuracy and a formulation that results in a non-symmetric stiffness matrix that can be assembled in the standard element routine approach and achieves optimal convergence rates. The trade-offs are between higher costs in assembly for the symmetric formulation versus potentially higher costs in solving a non-symmetric system. In either case, however, the cost is less than using the standard $\bar{B}$ formulation.

$$
\mathcal{T}^{L^{2}} Q_{4} / Q_{3}
$$



Figure 6.15: Contour plots of $\sigma_{x x}^{h}$ for the plate with a circular hole ( $p=4$, and the finest mesh is used). For reference the analytical solution is also plotted.

## $Q_{4}$
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Figure 6.16: Contour plots of $\left|\sigma_{x x}-\sigma_{x x}^{h}\right|$ for the plate with a circular hole ( $p=4$, and the finest mesh is used).

## CHAPTER 7. CONCLUSIONS AND FUTURE WORK

In this dissertation, an isogeometric analysis based patch coupling framework for higher order PDEs is developed. Mathematical analysis and numerical examples veriefy the accuracy and robustness of this technology. The use of dual basis with compact support significantly increases the sparsity of the constrained linear system and reduces the computational cost. In addition, this technology provides a unified formulation when dealing with vertices with different valences, which makes it an ideal analysis technology for higher order problems over unstructured meshes. The main contributions can be summarized as:

- Formulation of abstract dual mortar method for both homogeneous and non-homogeneous constraints.
- Development of Bézier dual mortaring framework for higher order problems, including biharmonic problem, phase-field problem and Kirchhoff-Love shell problem.
- Development and implementation of different vertex treatments for multi-patch coupling problem.
- Development of the enriched Bézier dual basis, which improves the approximation ability of the Bézier dual basis.
- Development and implementation of two locking-free formulations for both Timoshenko beam and linear elasticity problem.
- Implementation of a C++ based multi-thread isogeometric analysis code which is utilized in:
- Simulations of Poisson and biharmonic problems
- Simulations of wave propagation problems
- Simulations of coupling problems based on the discontinuous Galerkin method
- Simulations of linear elasticity and Timoshenko beam problems
- Simulations of phase field problems
- Simulations of Kirchhoff-Love shell problems

There exist many potential future work we can perspect from this work. From the modelling aspect, a potential extension of the present work is to incorperate the constrained NURBS patches directly into the CAD process. The dual mortar formulation provides a direct access to locally supported basis functions in the constrained space, however, these basis functions are not guaranteed to be positive over their supports and form a partition of unity, which are of crucial importance for the CAD community. Hence, in order to use the constrained basis functions as the design space, a better formulation is needed to accommodate these two properties. The support size of the constrained basis function is directly linked to the support size of dual basis functions. However, current enrichment procedure improves the polynomial reproduction at the expense of support size of enriched Bézier dual basis functions. We believe there exists a better formulation that can achieve the same performance without any influences on the support size.

There are many potential research topics in the analysis aspect as well. Since the focus of this research is on the development of a coupling formulation, we assume all materials tested in this work to be linear elastic. Hence, the verification of the dual mortar formulation over non-linear material is needed. The vibration example proved that the weak- $C^{1}$ coupling scheme can significantly reduce the highest eigenvalue. Hence, it is interested to see the performance of this work in explicit dynamics. $C^{2}$ continuous functions are required for solving $6^{\text {th }}$ order PDEs, including the triharmonic equation [97], [141], the phase-field crystal equation [142] and Kirchhoff-Love shell with strain gradient elasticity [143]. Fortunately, it seems that most of the theory and formulation developed in this dissertation can be directly applied in the formulation of weak- $C^{2}$ continuity. For the coupling of Kirchhoff-Love shell, the dual mortar compatible constraint in this work is slightly stronger than what is required by the problem and may lead to sub-optimal convergence for patches connected at a kink. Hence, the development of a better constraint for Kirchhoff-Love shell is still needed. In addition, shell structures are often connected with solid components (e.g. stiffner), an extension to handle solid-shell coupling is of crucial importance. Furthermore, in the development of dual basis based locking-free element, our study is restricted to the small deformation scenario,
however, an extension to the large deformation scenario is of crucial importance. In all of these directions, the use of isogeometric analysis should lead to improvements in both efficiency and accuracy. As a result, these direction may become potentially fruitful research areas in the future.
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