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ABSTRACT 

 
OPTIMIZING THE RELEASE AND METHYLATION OF 

BACTERIAL ENDOSPORE DIPICOLINIC ACID 

 
 
 
 

Aaron N. Nackos 

Department of Chemical Engineering 

Doctor of Philosophy 

 
 
 

Rapid, portable detection of biological threat agents such as Bacillus anthracis 

endospores (“spores”) is extremely important given the real and perceived threats of 

bioterrorism. Gas chromatography-mass spectrometry (GC-MS) is an excellent general 

means for chemical detection, although special sample preparation and specialized 

equipment are required to employ GC-MS for detecting biological agents such as spores 

in the field. 

A GC sample introduction probe consisting of a helical wire that can be retracted 

inside a syringe needle, called a coiled wire filament (CWF), was employed as a simple, 

passively-heated means to introduce the mixture of spores plus reagents for 

thermochemolysis methylation (TCM) into the pre-heated GC inlet. There, reactions  



 



 

between spore biomarkers and the TCM reagent mixture occur between 250-290°C. At 

these conditions, monomethyl sulfate salt mixtures are convenient and efficient TCM 

reagents for the rapid conversion of a key unique spore biomarker, dipicolinic acid 

(DPA), to its dimethyl ester (Me2DPA). 

By this process, Me2DPA yields from spores were quantitatively assessed for 

different combinations of tetramethylammonium hydroxide (TMA+OH–), sodium 

hydroxide (Na+OH–), and hydrogen monomethyl sulfate (H+MeSO4
–). The best reagent 

mixture was found by varying the combinations of the ions within the neutral or basic 

system containing TMA+, Na+, OH–, and MeSO4
– according to a novel scheme for design 

of experiments termed ionic mixtures design of experiments (IMDOE). A combination of 

the above ions was found that is near-quantitative in its methylation of DPA to Me2DPA; 

this mixture contained a 1:3:1:3 mole ratio of TMA+:Na+:OH–:MeSO4
–. This yield of 

Me2DPA was approximately a ten-fold increase over the best performance observed at 

the same conditions with tetramethylammonium hydroxide alone, the TCM reagent 

widely-used for GC. 

The reactions involving MeSO4
– and TMA+ as methylating reagents, plus relevant 

hydrolysis and methylation reactions involving acid and base plus water and methanol, 

were investigated. An overall model is presented and mechanisms are proposed for 

reasons why basic mixtures of MeSO4
– salts are more effective in methylating DPA 

compared to TMA+ salts at the conditions employed. 
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1 INTRODUCTION 

1.1 Motivation 

Throughout history, much devastation has been caused by bacteria, bacterial 

toxins, fungi, and viruses [see 1, 2-4], and the threat of biological warfare or epidemics 

still exists, particularly with anthrax. For example, anthrax attacks occurred in the United 

States in 2001, leaving 5 people dead and 17 others infected [5]. Other occurrences of 

anthrax infections have been documented throughout the world [6-9]. More recently, 

local anthrax “scares” have occurred, for example, a white powder was mailed to the 

Utah Governor’s Office [10], delivered to the LDS temple in Salt Lake City [11], and 

apparently “deliberately placed” on the surfaces of tables at Utah Valley University in 

Orem [12, 13]. 

The etiological (disease-causing) agent of anthrax is the gram-positive bacterium 

Bacillus anthracis. Appropriately grown and prepared (e.g., into the infamous “white 

powder” form), weaponized endospores (“spores”) of B. anthracis (Figure  1-1) disperse 

easily into the air, where they may be inhaled and cause anthrax infections in people. 

Thus, B. anthracis is a particularly lethal biological weapon, although other closely-

related sporulating bacteria may be beneficial (e.g., B. thuringiensis is a natural 

pesticide). Confusing them with B. anthracis (and vice versa) can have detrimental, 

costly consequences.  
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To deal with the possible threat of an anthrax attack, research and development 

have been focused on devices and techniques for rapid, accurate differentiation and 

identification of multiple types of microorganisms. Attention has recently been directed 

at technology that is portable and/or capable of point detection. Existing technologies for 

rapid identification of B. anthracis and other pathogens have been reported and reviewed 

by many [e.g., 14, 15-24]. 

 
 

1 μm1 μm
 

Figure  1-1. Atomic force microscopy image of a B. anthracis endospore [25]. 
 
 
 

Gas chromatography-mass spectrometry (GC-MS) is a versatile analytical tool for 

identifying a whole range of chemicals present in a mixture. Sampling of “simple” 

chemicals of low molecular mass and low polarity is relatively straightforward for GC-

MS, particularly if an easy means of sample collection and introduction is available. In 

contrast, analysis of virtually anything suspected to be a biological weapon (e.g., material 

obtained from a mysterious package, swiped from a surface, or collected from the 

atmosphere) requires chemical and often physical modifications. 

This author’s research group is developing simple, rapid, field-portable methods 

and equipment intended to provide a small, portable gas chromatograph-mass 
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spectrometer instrument (also GC-MS) with ancillary capabilities related to biological 

warfare agent detection. The overall methodology involves thermal and chemical 

reactions that release and prepare “small” (i.e., less than several hundred amu) chemical 

biomarkers in an unknown sample for identification and quantitation using the GC-MS 

system. The information provided by the resultant chromatogram is examined to extract a 

biomarker profile, which is compared against a library database using an established 

algorithm. Inferences regarding the sample’s identity are then made. 

Although bacterial endospores of the anthrax-causing bacterium, Bacillus 

anthracis (“BA”) are of primary interest, the research program has involved other spore 

types including B. thuringiensis (“BT”) and B. cereus (“BC”; all three together are often 

referred to as the Bacillus cereus group) as well as B. atrophaeus spores (formerly B. 

globigii and B. subtilis var. globigii, hence the designation “BG”). BG is widely-accepted 

as a surrogate for B. anthracis spores in biodefense studies. The various studies 

undertaken have focused on the biochemical differences between these organisms that are 

readily discernible by GC-MS. 

Although biochemical differences do exist, the dormant spore forms of these 

organisms are remarkably similar. For example, all possess robust, protective outer 

proteinaceous and peptidoglycan-based layers that protect their DNA contained within a 

dehydrated core; all have similar fatty acids and sugars that may differ significantly and 

reliably in their composition depending on species, strain, and growth conditions; and all 

contain a high abundance (5-15 wt%) of the spore-specific biomarker chemical, 

dipicolinic acid (DPA; see Figure  1-2). These features are reviewed in greater detail in 

Chapter  2. 
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Because of its general importance as a biomarker, sensitive DPA detection by 

GC-MS under a variety of chemical and procedural constraints constitutes the main topic 

of this dissertation. However, most aspects of the approach taken for DPA are generally 

applicable for any biomarker. It is anticipated that this dissertation will serve as a guide 

for other biomarker studies. 

1.2 Objectives 

The broad objective guiding this work is to contribute knowledge and develop 

technology for safe, simple, rapid, and sensitive detection of B. anthracis endospores (and 

other pathogenic bacteria) using portable GC-MS. With this objective in mind, the work 

documented in this dissertation has been directed toward a more specific objective: to 

optimize the yield of the dimethylated form of dipicolinic acid (DPA), a key bacterial 

endospore biomarker (Figure  1-2) using a protocol that is simple and compatible with 

GC-MS. Although DPA (as its calcium salt, CaDPA) is the “natural” form of this spore 

biomarker, its dimethyl ester, Me2DPA (“Me” denotes the methyl group), is more 

amenable to GC-MS analysis and is more thermally stable.  

Pursuit of the above objectives materialized three additional objectives: (1) to 

understand the endospore structure and its important relationships to the spore’s chemical 

susceptibility for DPA release and methylation; (2) to rapidly methylate DPA with simple 

processes, equipment, and chemicals that are inexpensive, relatively safe and easy to 

handle, stable for weeks-months, and compatible with GC; and (3) to develop and 

demonstrate a novel chemical optimization methodology for conducting experiments 
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involving ionic reagents (since the most relevant chemical mechanisms were found to 

involve mixtures of reactive salt compounds).  

 
 

 
Figure  1-2. Overall reaction scheme studied for optimization. The desired product is Me2DPA. 

 
 
 

The foregoing objectives are justified by three key needs. First, spore detection 

limits must be as low as possible for field sampling where only minute sample quantities 

may be available, in contrast to the laboratory where samples are often abundant. Second, 

in the field, rapidity and simplicity are important due to equipment and power limitations. 

Third, biomarker-based differentiation relies upon qualitative and (often) quantitative 

consistency in the data. Since sensitivity, speed, and accuracy of information often 

compete against one another, it is important to conduct relevant research (both literature 

and laboratory) in order to understand the properties and interactions of spore biomarkers 

(DPA) with chemicals. 

1.3 Methods and approach 

The above objectives greatly influenced the approaches taken in these 

investigations. Sequential design was the guiding philosophy for making decisions about 

which experiments to pursue and which ones to abandon. That is, as information was 

acquired, attention was focused or redirected as necessary. 

DPA Me1DPA Me2DPA 
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The most important methods and the overall approach to this research are briefly 

summarized below to orient the reader regarding the topics and organization of this work. 

1.3.1 Multidisciplinary training 

The areas of research covered in this dissertation are indicated by Figure  1-3. Due 

to the multi-disciplinary nature of the problems related to detecting spore DPA (many of 

which were outside the areas of expertise held by members of the author’s research 

group), numerous publications spanning literally more than a century were consulted in 

order to seek out information relevant to the general problems, chemical properties, and 

experimental approach. 

1.3.2 Samples 

Both model compound DPA and representative Bacillus spores were studied. 

Investigations reported in this dissertation involved B. anthracis Sterne, B. thuringiensis, 

and B. atrophaeus spores with the assumption that the thermo-chemical behavior of 

important, shared biomarkers (e.g., the percent conversion of DPA to Me2DPA during the 

procedures) is similar among these organisms, and thus results from one organism are 

reasonably applicable to another. From the literature, this assumption appears to be valid 

at high temperature where phenomena such as spore decomposition and biomarker 

release is rapid (usually, above 150°C). Thus, the optimal conditions that effect DPA 

biomarker release and conversion in one species are assumed to apply to other species 

(even though the relative absolute amounts of DPA may differ between organisms). 
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Bacteriology 
(Structure and 
physiology of 

bacteria and spores)

Engineering 
and statistics

Chemistry
(Analytical, 

organic, physical)

Bacteriology 
(Structure and 
physiology of 

bacteria and spores)

Engineering 
and statistics

Chemistry
(Analytical, 
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Figure  1-3. Disciplines forming the basis for this dissertation. The “X” indicates the purview of this 
work. 
 
 

1.3.3 Instrumentation 

The overall analytical approach is based on chromatographic analysis of bacterial 

endospore DPA and its methylated derivatives using both gas- and liquid-

chromatography (LC). Other analytical methods and instrumentation (e.g., scanning 

electron and visible microscopy, flow cytometry, and pH measurements) were also 

employed.  

Coiled wire filament (CWF) sampling probe. A unique means to introduce 

spores (and virtually any solid sample) into a GC was adopted to rapidly and easily 

sample bacterial spore suspensions [26]. A tiny, coiled platinum wire filament was 

attached to a retractable socket sized to fit inside a syringe needle housing (Figure  1-4). A 

small sample (< 1 μL) is collected by dipping the coiled wire filament in a liquid 

containing spores plus reagents that function to chemically release and modify spore 
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biomarkers so they are suitable for GC-MS analysis. The solvent is then air-dried 

(evaporated) from the sample, the coil is withdrawn inside the needle, the needle is 

pushed through the GC injection port septum, and finally the coil is rapidly extended 

inside the injection port where thermally-driven reactions occur to release and convert 

biomarkers to volatile, thermally stable forms that are convected into the GC separation 

column. Because the CWF was invented “in-house,” its performance as a GC sampling 

device is given detailed attention. 

 
 

 
Figure  1-4. Schematic (A) and photograph (B) of the coiled wire filament assembly. (a) Syringe-like 
plunger pushing means, (b) syringe barrel, (c) in-needle plunger, (d) sealing septum, (e) brass 
compression fitting/needle base, (f) needle, (g) coiled wire filament sampling probe, (h) hub for 
attaching the in-needle plunger to the syringe-like plunger. 
 
 
 

Gas chromatography-mass spectrometry (GC-MS). Based on other 

publications and our experience, a general analytical protocol was adopted as the broad 

e
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basis for bench-top laboratory investigations of spores and model compounds using gas 

chromatography. A detailed description of the protocol is presented in Section  3.4.1. 

Briefly, it involves combining spores with methanolic sulfuric acid, 

tetramethylammonium hydroxide, and possibly other alkali hydroxides, which are 

collected by the CWF and analyzed by GC-MS as discussed above. 

Liquid chromatography (LC). Analysis of DPA and its methyl esters by LC was 

conducted (1) to investigate the kinetics of some possible reactions of DPA that might 

occur in methanol/water solution and (2) to quantify the total amount of DPA in a given 

spore sample. 

1.3.4 Computations 

General. Since most computations were straightforward and could be 

accomplished using conventional desktop software tools available in Microsoft Excel, 

MathCAD, and R, they do not merit attention here. However, a few problems required 

noteworthy modeling software and development of a novel statistical method. 

Modeling. Chemical and kinetics models for acid-catalyzed esterification of 

organic acids and base-driven hydrolysis of these esters were developed following a 

careful review of the literature on this topic. First-order models were fit to kinetics data 

obtained for DPA methylation and for hydrolysis of DPA methyl esters. In addition, the 

first-order kinetics of formation of a strong methylation reagent, HMeSO4 (hydrogen 

methyl sulfate), were calculated from experimental data. A simple model for the heating 

rate of the CWF was also produced according to the “lumped capacitance” method. 
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Statistics. Of particular interest was finding a relationship between the 

composition of the chemical derivatization reagents and the yields of biomarker products 

in the gas chromatograph. This objective motivated the development of a special way to 

design experiments involving mixtures of ions, generally referred to here as IMDOE for 

Ionic Mixtures Design of Experiments.1 Being charged, ions are physically restricted in 

how they may be combined (unlike neutral species). To deal with this problem, an 

approach reliant upon convex mathematical set theory was established and carried out. 

The details and mathematical justifications of the method are included in  Appendix A 

and  Appendix B and will be expanded and published elsewhere. 

The work presented in this dissertation is, so far as this author is aware, unlike 

anything ever done before in gas chromatography, yet it parallels established methods for 

DOE involving multicomponent constraints on the mixtures [27]. A collection of studies 

by Schrevens, De Rijck, and (in some cases) Cornell [28-34], of which this author was 

unaware until after the bulk of his work, describe an almost identical, mixtures-based 

approach for investigating the effects of different combinations of dissolved salts on plant 

growth. Because the methodology is general, IMDOE is useful for many situations where 

complex mixtures of ions or salts are studied. 

Variations of the GC-MS instrument operating parameters were not included in 

any experimental design for several reasons. Early work by a fellow graduate student 

established the optimal conditions for spore DPA and fatty acid methyl ester analysis for 

a specific chemical derivatization mixture. Because these conditions became the de facto 

standard method and since there were already many variables to explore relating to the 
                                                 
1 The term DOE, for Design of Experiments, is commonly used in the field of statistics. 



 

 11

composition of chemical reagents, no significant modifications to the general 

chromatographic parameters were made. However, the knowledge gained from this 

dissertation invites additional studies for further optimization of GC-MS operational 

details. 

1.3.5 Summary of overall approach 

In conclusion, this work’s specific objectives were addressed through a 

combination of searching prior literature, experimentation using GC-MS and LC, and 

implementation of chemical, physical, and statistical models. The myriad phenomena that 

underlie the general approaches taken have provided ample research opportunities 

covering a wide variety of disciplines (Figure  1-3). The information gathered here 

demonstrates the importance of a systems-based approach to solving problems. 

1.4 Overview of research progression 

The work performed towards this dissertation involved many detours and dead 

ends. One set of lessons learned is mentioned here in order to clarify the reasons for some 

of the experiments reported. At some early point in the research, a method was 

established in which bacterial endospores were combined with tetramethylammonium 

hydroxide (TMA-OH), a chemical known from the literature to be active in DPA 

methylation when heated (cf. Figure  1-2). This reaction was carried out by transporting 

the spores + TMA-OH into the GC inlet using the CWF. It was later discovered that 

addition of methanolic sulfuric acid (H2SO4 in MeOH) to the spores prior to addition of 

TMA-OH greatly improved yields of Me2DPA, which improves detection sensitivity. 
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Although literature publications provided many important insights regarding the 

important reactions, the reasons for enhanced Me2DPA yields, being initially unknown, 

formed the basis for some investigations conducted in this dissertation. Specific topics 

investigated include (1) acid catalysis by H2SO4 as a possible contributor to increased 

Me2DPA yields, (2) base hydrolysis upon TMA-OH addition as an antagonist to 

Me2DPA formation, and (3) thermal methylation reactions (i.e., thermochemolysis 

methylation, or TCM) which function as rapid means for Me2DPA production from DPA 

when the latter is heated in the GC injection port in the presence of appropriate reagents. 

Because the processes occurring during solvent evaporation from the CWF are 

complicated and were thought to be relatively (although not entirely) insignificant 

compared to what occurs during the heating step, they were not investigated in detail, but 

are discussed in the context of present knowledge.  

The initial hypothesis for the effect of sulfuric acid on the DPA conversion 

efficiency (“Paradigm A”) was tested and revised twice to become “Paradigm B” and 

ultimately “Paradigm C” as more information was gained in the laboratory and gleaned 

from the literature. The literature studies and experimental results included in this 

dissertation reflect this process and validate the conclusions.  

Paradigm A: H2SO4 catalyzes methylation of DPA in methanol. 
Paradigm B: H2SO4 breaks up or permeabilizes the spore to release DPA, and 

SO4
2– additionally sequesters calcium, a known poison to the reaction of 

carboxylic acids with TMA+ 
Paradigm C: In methanol, H2SO4 self-methylates to form HMeSO4 

(“monomethyl hydrogen sulfate”), which, in acidic or salt form (e.g., 
TMA-MeSO4, NaMeSO4), is much more highly active in methylating 
DPA than is TMA-OH. In addition, the features of Paradigm B still 
operate. 
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Since these general ideas formed the basis for the experiments, they are 

referenced periodically in the dissertation and are given particular discussion in Section 

 10.1 and  Appendix C. 

1.5 Roadmap for remainder of dissertation 

In Chapter  2, a thorough literature review is presented in which pertinent aspects 

of the three broad topics indicated by Figure  1-3 are covered in turn to provide the 

background necessary to justify and interpret the experiments that have been performed. 

Chapter  3 covers the details of the experimental methods and Chapter  4 aspects of 

modeling and design of experiments. Chapters  5- 9 presents the results and discussion for 

a variety of relevant topics. Chapter  10 presents an overall conceptual model based on the 

experimental results and information available in the literature. Finally, Chapter  11 brings 

together the overall conclusions and recommendations for future work. The material in 

the Appendix chapters provides additional information and learning about relevant 

subjects that could not be included in the body of the dissertation. Of particular 

importance is  Appendix A, the methodology (equations and code) used to justify 

experiments with mixtures of ions. 
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2 BACKGROUND 

This chapter reviews the structure and composition of bacterial endospores, 

mechanisms for methylating carboxylate-containing biomarkers (of which DPA is a key 

example) in preparation for GC-MS, and methods for modeling those reactions. 

2.1 Biology 

2.1.1 Chemotaxonomy 

Chemotaxonomy entails the identification and measurement of chemical 

biomarkers present in organisms for classification, the latter term referring to compounds 

(usually organic) that are either by themselves unique or present as a group of similar 

compounds in a distinct combination (relative ratio) with respect to one another. 

Although biomarker molecules may be structurally free (e.g., metabolites), many 

biomarkers are integrated structural units, chemically bound within the organism’s 

constituent oligomers or polymers [35]. Even smaller biomarkers such as individual fatty 

acids are covalently bonded to phospholipids and sometimes proteins. Thus, chemical, 

mechanical, and/or thermal treatments are usually necessary to release them. 

Analysis of biomarkers by a chemical analytical technique renders possible the 

identification or characterization of a microorganism. Some biomarkers are species-

specific, while others serve as general indicators of the presence of a living organism. 
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Compounds that fall in between these two extremes may be indicative of a certain class 

of organisms. 

A discussion of the many types of biomarkers that are possessed by even a single 

species of bacteria is a broad topic beyond the scope of this dissertation. Briefly, fatty 

acids constitute an important class of biomarkers since they are generally present in all 

bacteria and exhibit enough diversity so as to be useful for identification [36, 37]. 

Dipicolinic acid (DPA) is a biomarker specific to bacterial endospores and forms the 

basis for the studies of this dissertation.  

2.1.2 Overview of sporulation process 

Certain bacteria form endospores (spores) under stress to protect their nucleic 

acids, enzymes, and small molecules plus the basic structure necessary for germination, 

all the while maintaining a state of near-zero metabolic activity until conditions that 

promote growth return. Figure  2-1 reveals the structural features of a mature B. anthracis 

spore as seen by cross-section. Although biological species and specific growth 

conditions have a significant effect on structural features such as spore size and thickness 

of spore integuments, the structure is generally the same for all species of spore formers. 

Spores are prolate spheroids usually around 1-2 μm in size, weigh on the order of a few 

picograms (0.25 to 10 pg, depending on the species) [38-40], and have bulk densities of 

about 1.2 to 1.4 g/cm3, depending on several factors including moisture [41] and DPA 

[42] content. Despite their small size, spores are remarkably resistant to heat, chemicals, 

and radiation, a resistance due in large part to very unique structural features. 



 

 17

Initiation of sporulation is affected by a cell’s growth environment (which 

includes nutrients, vitamins, minerals, pH, temperature, and extent of aeration) and is 

organism-specific. Depending on the particular organism, sporulation may be induced by 

limitation of carbon, nitrogen, and/or phosphorous sources [43], and the physiological 

state (e.g., growth phase, metabolic state, and thus gene expressions) of the spore plays a 

significant role [44]. Sporulation may be induced either by direct starvation (a bacterial 

culture depletes all nutrients in its growth medium) or by endotrophic means, where 

vegetative organisms are transferred from a complete nutrient medium into another 

medium lacking growth nutrients [44-48].  

 
 

  
Figure  2-1. TEM of cross-section of Bacillus anthracis endospore, left [49], and schematic 
representation of this structure, right [50]. 
 
 
 

Development of a single spore proceeds more slowly than a vegetative cell, 

requiring from 6-10 h under typical laboratory conditions [44, 51-53]. The sporulation 

process entails a series of events involving tight genetic control to regulate the alteration 

of the cell. Despite the complexity, the process has been divided into seven stages based 

on the cytological changes that occur as the spore is formed, each stage occurring 

approximately at hourly intervals [44]. The stages, listed in Table  2-1 below, are not 
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necessarily discrete or isolated events but overlap to some degree. Figure  2-2 illustrates 

some of these steps. 

 
 

Table  2-1. Stages of spore formation. 
Stage Description 

0 At the end of logarithmic growth (i.e., stationary phase or transition state 
[54]), a cell commits to sporulation following sensing of a variety of 
parameters, including nutrient levels. 

I N/A (This stage is no longer considered a distinct morphological state, and 
developing cells go from stage 0 to Stage II.) 

II The cell is divided into a forespore compartment (in which the spore 
develops) and a sporangium (mother cell) compartment. 

III The forespore is engulfed by the mother cell and converted into a protoplast 
(a bacterium with its cell wall removed), surrounded by two membranes. 

IV Peptidoglycan structures of the spore (the germ cell wall and cortex) are 
formed between the membranes and the developing spore becomes refractile. 

V Inner spore coat protein is deposited on the outer forespore membrane. 
VI Formation of the spore coat continues, with the outer coat proteins being 

deposited, and overall spore maturation continues. Uptake of large amounts 
of minerals occurs during Stages IV, V, and VI [55]. 

VII The sporangium releases the mature spore by autolysis. 
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Figure  2-2. Life cycle of bacterial endospores [44, 56, 57]. 
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2.1.3 Spore composition 

The structure of the spore is unique and is responsible for its ability to resist 

chemicals, heat, desiccation, and radiation, only later to germinate and become a viable 

vegetative cell again. Here, each of these structural features is discussed in turn, from the 

inside outward. 

2.1.3.1 Core 

The spore core, referred to as a “vegetative bud” [58], contains a relatively 

dehydrated mixture of DNA, enzymes, proteins, ribosomes, dipicolinic acid (DPA) [59-

62], divalent metals (most notably Ca2+),2 and other small molecules [61]. The mixture of 

these components results in a variety of polar and nonpolar interactions (hydrogen, 

electrostatic, and noncovalent bonding), including close association of DPA with DNA 

[61], due in part to binding by intercalation [64, 65] as well as protection of the spore’s 

DNA by small acid-soluble proteins (SASPs; [50, 66-69]). Chelation between Ca2+ (or 

other divalent metals) and anionic small molecules [70] also occurs,3 the most notable 

interaction being that of Ca2+ and DPA, although other small, anionic Ca2+-chelators 

exist, e.g., L-glutamic acid, D-phosphoglyceric acid, and (in some species) L-sulfolactic 

acid [72, 73]. 

Core material has been termed “spore cement” [74] or gel [61, 75]. In this 

mixture, the spore constituents crucial for its future outgrowth (DNA and enzymes) are 

                                                 
2 Ca2+ and DPA, which dominate the spore’s ionic composition, vary at ratios ranging from 0.67 to 1.09 for 
various species of Bacillus [63], but are usually present at near-stoichiometric amounts. 
3 The topic of Ca2+ binding was given an excellent treatment by Levine [71]. 
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protected [76], at least in part, because of the low content of mobile water. Some water is 

immobilized, being called “structured” [77, 78], “unfreezable,” or “bound” [79]. As a 

result, complete dehydration is prevented [79]. Low mobile water content reduces the 

diffusivity of chemicals within the viscous, dehydrated core [80]. Maintaining such a low 

water concentration in the presence of hydrophilic solutes that would absorb large 

quantities of water in wet or humid environments is accomplished by a strong mechanical 

counterforce supplied by the external spore structures (called integuments), most notably 

the cortex, as described in the relevant sections below. 

Of all small molecules in a spore, DPA is the most abundant and is generally 

unique to spores.4 Although individual spores show variation in DPA levels [89], DPA is 

generally present at amounts between 5-15 wt% of the dry spore [90] and exists at 

“concentrations” (i.e., moles DPA per volume occupied) between 0.8 to 1 M, depending 

on species and growth media.5 Specific per-spore DPA quantities for B. subtilis and B. 

atrophaeus have been reported to be about 1-5 x10–16 moles/spore [89, 95, 96], while the 

amount is greater in larger B. megaterium spores (about 1 x10–15 moles/spore) [96]. 

Numerous factors that are not discussed here influence the amount of DPA in spores; 

therefore, per-spore DPA content may vary substantially with species, strain, and growth 

conditions. For studies involving a given batch of spores, the average amount of DPA is 

almost always sufficient since spores are usually analyzed collectively. 

                                                 
4 DPA is found in bacterial endospores of Bacillus, Clostridium, and other genera of sporulating bacteria. In 
addition, some nonbacterial fungi of the genus Penicillium release DPA into their culture medium [81-88].  
5 For reference, the water solubility of CaDPA is ~0-20 mM, with supersaturated solutions being stable 
temporarily at around 40 mM in TRIS buffer [91-94] or in the presence of amino acids (~10 mM) or gelatin 
(0.2%) [91, 93]. 
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2.1.3.2 Membranes 

Unlike their vegetative cell precursors, spores have two membranes: an inner one 

that lies between the core and cortex, and an outer one that resides between the cortex 

and the coat. As with other membranes, spore membranes serve as permeability barriers 

[97, 98] and contain a significant amount of protein, including enzymes [70] and, in the 

inner membrane, germinant recognition proteins [99]. Although some have questioned 

whether the outer membrane remains intact in mature spores [100], it presents a loose 

permeability barrier (e.g., to glucose [101, 102]) and becomes more sensitive to 

permeation with chemical and mechanical treatments that affect the coats (and hence the 

coat-outer membrane interactions) [102].  

The inner membrane has unique properties that greatly reduce its permeability. It 

is quite immobilized compared to that of vegetative cells [77], a result of low core water 

content brought on by constriction due to the cortex (see Section  2.1.3.3 below). The 

result is reduced membrane surface area [103, 104], (probably) a tightly-packed, 

crystalline arrangement [105], and consequently reduced rates of transport of external and 

internal molecules to and from the core. Small molecules may permeate through this 

membrane (or its proteins) depending on their (1) molecular dissociation and ionic 

charge, (2) lipid solubility (lipophilic compounds permeate more readily), and (3) 

molecular weight and shape [106]. While Ca2+ and DPA are readily retained in the core 

by the membrane in this state [50, 78], water is quite permeable [78], as apparently are 

other solvents (including MeOH) and even acids (discussed below).  

Various chemicals have been reported to damage or disrupt the permeability 

barrier of the inner membrane. Such treatments include ethanol (70 vol% at 65°C), strong 
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acid (0.3-1 M HCl at 24°C) [107], and oxidizing agents such as hydrogen peroxide, 

ozone, and sodium hypochlorite [108, 109]. In contrast to the above chemicals, alkali is 

rather ineffective in breaching this barrier [107], even though it is lethal to the spore (e.g., 

B. subtilis, B. cereus, and B. megaterium spores are “killed” or lose viability by exposure 

to 1N NaOH for 1 h, although they remain refractile and stain resistant following this 

exposure [110]).  

2.1.3.3 Cortex 

Enclosed by the two spore membranes, the cortex consists of two types of 

peptidoglycan: an inner layer called the primordial cell wall (which ultimately becomes 

the vegetative cell’s wall upon germination and outgrowth), and a thicker outer layer 

known as the cortex [111].6 Both types of peptidoglycan consist of alternating N-acetyl-

glucosamine and N-acetyl-muramic acid sugar residues7 cross-linked by peptides [57], 

the primordial cell wall having a much greater extent of cross-linking than the cortex 

proper [57, 114-117]. The result of reduced cross-linking within the cortex is a higher net 

negative charge and increased elasticity relative to vegetative peptidoglycan [118]. 

A key function of the cortex is to maintain the low water content of the core by 

applying pressure against this body to counteract the osmotic or turgor pressure. The 

cortex may also present a diffusion barrier to chemicals [80, 119]. In this way, spore heat 

resistance and other spore properties are influenced [120, 121]. Various models for the 

pressure have been proposed (outward swelling against the coats, inward swelling against 

                                                 
6 Unless specified otherwise, “cortex” refers to both types of peptidoglycan in this dissertation. 
7 Muramic acid is found nowhere else in nature except in bacteria [112, 113]. 
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the core, and contraction due to tension), with evidence for and against each of them, 

although the latter appears most likely [61, 122-131]. 

From a variety of assumptions and models, values of 20-30 [126, 132], 200 [133] 

or even 500 [131] atm have been given for the pressure inside the spore core maintained 

by the cortex. Under such conditions, the tensile stress on the cortex is enormous—

around 900 atm by one estimate [133]. The developing forespore may be under 10-20 

atm prior to mature cortex formation [55]. The high pressure inside the spore core 

influences the spore’s behavior in the presence of certain chemicals (and possibly heat). 

2.1.3.4 Coat 

Surrounding the outer spore membrane is the spore coat, a structure that consists 

largely of protein with smaller amounts of complex carbohydrate, lipid, and significant 

amount of phosphorous in some species [68, 134]. The coat differs significantly in 

complexity (e.g., thickness, number of different proteins, and their assembly) for different 

spores [135, 136]. It protects the spore from predation and the cortex against degradative 

enzymes (e.g., lysozyme), and can keep surfactants and other toxic molecules from 

reaching the core [61, 70, 119, 137-141]. Discovery of specific enzymatic or other 

activity of coat proteins is still in its infancy.8,9 As judged by its porosity, the coat does 

not provide a significant permeability barrier to small molecules (such as germinants and 

sporicidal agents), but does serve as a sieve for larger molecules such as lysozyme [146, 

                                                 
8 Even 5 and 10 years ago, an expert in the 50+ year-old field of sporology stated that no specific coat 
protein functionality, other than spore protection, had been discovered [135, 142]. 
9 Some proteins in the coat are now known to be involved in the assembly of other coat proteins during 
sporulation [140] including a second coat-associated protein, CwlJ, which is a CaDPA-activated cortex 
lytic enzyme [143-145]. 
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147]. The coat may protect the inner membrane from damage by some chemicals such as 

oxidizers [50, 109], and it may impede water absorption at high water activity [148]. 

Coats are often chemically disintegrated or permeabilized by reducing chemicals that 

break disulfide bonds such as dithiothreitol [149], mercaptoethanol [150], and 

thioglycolic acid [151, 152], usually with the addition of denaturants such as urea or 

sodium dodecyl sulfate. 

2.1.3.5 Exosporium 

Some spores (notably B. anthracis, B. cereus, and B. thuringiensis [153] but also 

B. megaterium [154] and even Clostridium botulinum [155]) contain a thin, loose-fitting 

layer external to the coat called the exosporium. Although debated, a more tight-fitting 

exosporium is probably present in other species such as B. subtilis [135, 156, 157]. The 

hydrophobic exosporium assists in binding to surfaces, including hosts [140, 158]. 

Exosporia of B. megaterium may have apical openings [101, 134, 154].  

The B. cereus exosporium has been most thoroughly characterized because it is 

very loose-fitting and consists of protein, polysaccharide, neutral lipid, and phospholipid 

molecules [159, 160]. Some exosporium proteins are enzymatically active [161-163] and 

are known to contain spore-specific antigens [163]. For example, the exosporium of B. 

anthracis contains a distinctive oligosaccharide with a unique sugar monomer called 

anthrose, which is very specific to this spore type [164, 165], although it was recently 

shown to be present in lower abundance in some strains of B. thuringiensis and B. cereus 

[166]. A recent review on the spore coat and exosporium [140] is recommended for 

further details. The exosporium is not considered to be a significant permeability barrier. 
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2.1.3.6 Mineral content 

Spores contain a considerably larger concentration and quantity of metal cations 

than vegetative cells. Divalent organic ions are of particular importance in sporulation 

(frequently, the higher the divalent cation level, the more heat resistant the spore) [61, 90, 

167-172]. Of these, Ca2+ is almost always the most prominent, comprising 1.5-3.0 dry 

wt% of spores [93] and being about 20 times more concentrated in spores than in 

vegetative cells [173]. Depending on the growth medium, spores accumulate Zn, Ni, Cu, 

and Co [168]; Mn [168, 174, 175]; Mg [176]; and Sr and Ba [46] to different degrees 

(and minor amounts of other metals [49, 177]), depending not only on spore species and 

strain [38, 43], but also on absolute and relative concentrations of metals in the medium 

during sporulation [43, 178-180]. A preponderance of calcium is usually reported 

because conventional media contain high amounts of this cation. Ca2+ appears to impart 

the best overall heat resistance [e.g., see 72, 123, 167, 168, 176]. A large portion of the 

Ca2+ is chelated with DPA (and perhaps other components) in the spore core, as may also 

be Mg2+ and Mn2+ [93, 181, 182]. 

2.1.4 Representative Bacillus species 

Although many members of Bacillus produce endospores, only a small number of 

species are of particular interest for investigation in our laboratory for various reasons. 

First and foremost, B. anthracis, as the non-virulent Sterne strain, is (likely) most similar 

in chemical composition to the virulent forms of the same organism that cause the disease 

anthrax. Second, B. thuringiensis (genetically similar to B. anthracis [183]) produces 

insecticidal toxins during sporulation [184], the mixture of which (spores + toxins) is 
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often distributed outdoors in powdered, granulated, or liquid-suspended form to protect 

crops [185].10 Third, B. atrophaeus (formerly, B. globigii) spores are frequently used as a 

surrogate for B. anthracis endospores [188], although they are genetically and 

morphologically different from members of the B. cereus group (e.g., B. atrophaeus 

spores are significantly smaller than those of the B. cereus group and do not possess an 

exosporium [189]). 

2.2 Chemistry 

2.2.1 Overview of sampling approaches for GC 

It has been stated that “introduction of a sample into a GC column probably calls 

for more attention of the analyst than any other part of the technique” [190]. This section 

is dedicated to describing the coiled wire filament (CWF) that has been developed in-

house to introduce a variety of sample types (including spores + chemical reagents) into a 

standard split/splitless GC inlet11 with minimal user intervention and virtually no 

requirement for sample cleanup steps. 

The split/splitless (SS) inlet into which most GC samples are presented must 

briefly be reviewed. It is standard on most instruments (including Torion’s portable GC-

MS, the GUARDION-7TM; www.torion.com) and is designed to accommodate direct 

                                                 
10 B. anthracis and B. thuringiensis belong to what is often called the “Bacillus cereus group” since all 
three species of bacteria are quite similar genetically [183] and biochemically [186, 187]. Although B. 
cereus spores have been investigated in our laboratory, they were not studied in this dissertation. 
11 The term split/splitless describes the operational feature of most GC inlets. During “split” mode some 
portion of the injected sample plus the carrier gas bypasses entry into the column and flows on the outside 
of the liner before exiting a split vent [Figure  2-3o]. “Splitless” flow occurs when the sample is carried into 
the column in its entirety due to closing of the split vent. Each mode has advantages that cannot be 
enumerated here. 

http://www.torion.com/�
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injection of gas or liquid samples via a small hypodermic syringe or thermal desorption 

of a sample contained on/in a transportable body sized to be inserted in the inlet. SS inlets 

(ideally) rapidly effect volatilization of the sample and any solvent used to introduce it in 

an evaporation chamber (often a removable, high thermal mass, chemically deactivated 

fused SiO2 “liner”) before the sample is swept onto the column by the carrier gas [190-

194] (see Figure  2-3). One feature of the SS inlet is that it is designed to remain 

hermetically sealed during sample introduction, which is usually accomplished by 

installing a compressed rubber or silicone-based septum (or some other means of sealing 

such as a Merlin Microseal® [195]). Although the SS inlet is a simple design that may be 

customized for use with a variety of sample introduction methods, it is ideally suited for 

sample introduction using some form of small needle.  

Figure  2-3i identifies what is termed an “extendable body” to carry a sample into 

the GC inlet. The extendable body is most frequently employed in cases where solvent is 

not used (often called “dry sampling”). The extendable bodies designed for use with 

syringes have taken a variety of forms. Hollowed out plungers possessing a small side 

vent were developed for capillary uptake and carrier gas expulsion of a sample [196, 

197]. Other extendable bodies intended mostly for solid samples have included straight 

[198], flattened and twisted [199, 200], or coiled [26, 201] wires or plungers with grooves 

[202] as well as tubes with “tongues” [203, 204], needles with troughs [205], or needles 

with “windows” [206]. Sorbent materials have been installed on the inside of capillary 

tubes or on fibers or hollow bodies that can be extended from within syringe needles 

[207-209], including helical-shaped metal wires extendable from within a syringe [210-

213].  
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Figure  2-3. Common designs for sampling (A) liquids or (B) dry solid or sorbed samples in which a 
syringe penetrates a septum of (C) a split/splitless GC inlet. (a) Manually operated plunger, (b) 
syringe barrel, (c) gas-tight plunger, (d) liquid sample, (e) needle, (f) in-needle plunger, (g) sealing 
septum, (h) compression fitting/needle base, (i) extendable body carrying sample, (j) syringe or 
syringe-like sample introduction device, (k) septum cap, (l) GC inlet septum, (m) carrier gas inlet, (n) 
septum purge outlet, (o) split vent outlet, (p) liner, (q) heated injector block, (r) GC column entrance. 
 
 
 

The coiled wire filament (CWF) employed for these experiments is another form 

of an extendable body that consists of a helical wire constructed of a sufficiently stiff, 

inert, refractory metal (e.g., PtIr) that can collect a wide variety of liquid-based samples 

by capillarity (capillary uptake), rapidly facilitate solvent evaporation (if desired), and 

enable sample introduction into any standard GC inlet with very little inlet 

contamination, even with “dirty” solid samples that contain large quantities of 

nonvolatiles. The coil is sized for compatibility with syringe-like devices used with 

split/splitless GC inlets, such as Supelco’s commercial solid-phase microextraction 

(SPME) devices housed in 23-gauge needles. The dimensions of the CWF used in this 

study are presented in Figure  2-4. 
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Figure  2-4. Schematics of coiled wire filament showing (A) an overall drawing (a indicates the needle 
and b indicates the movable plunger) and (B) an enlarged cutaway of the coil with specific 
dimensions. 
 
 
 

The main objective in developing the CWF GC sampling tool was to produce a 

simple, rapid, sensitive, and reliable method for collecting, derivatizing, and transferring 

bacterial endospore biomarkers in a form suitable for chromatography to the GC column 

using as few steps as possible while avoiding excessive chemical “wear-and-tear” to the 

GC inlet and column. This objective is important because the method will be used in field 

scenarios by persons without extensive training in GC who are likely wearing restrictive 

personal protective equipment and thus cannot interact much with small samples, 

complex equipment, or involved procedures. 

When dipped in a liquid-based sample, the liquid proceeds up the coil by 

capillarity. Liquids (including those with non-volatile components and solids) may be 

sampled directly because the non-volatiles or solids remain adhered to the wire surface 
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and exit the GC injection port with the wire. A dirty filament is easily and rapidly cleaned 

by rinsing with appropriate solvents and exposing it to a flame. The noble metal filament 

can be directly exposed to harsh or caustic samples, notably thermochemolysis-

methylation reagents such as tetramethylammonium hydroxide, without damage.  

Although ours appears to be the first syringe-extendable coiled wire for capillary 

sampling [26], other similar devices with coils have been utilized for GC sample 

introduction. For example, one end of a 1-mm diameter silver thread was tapered to a 

point of 200 μm and twisted into a 1 mm diameter, 7 mm [214, 215] or 12 mm [216, 217] 

long spiral. A 1-μL sample was applied to the coil with a microliter syringe [216, 217] or 

sample was collected by dipping [214, 215], the solvent was evaporated after 2-5 min at 

ambient conditions, and the silver thread was moved into the heated zone of the GC [214-

217]. Additionally, free glass and metal spirals [218] were used as sample carriers, in one 

case with glass wool installed inside a Pt coil (1.5-2 mm o.d., 3 mm long) to allow it to 

retain more sample [219]. After the solvent was evaporated, the free coil was manually 

[219] or automatically [218] transferred inside a flash evaporator near the column inlet. 

Quite recently, a coiled stainless steel wire (2 cm long, 250 μm wire o.d., <1.35 mm coil 

o.d.) was used to introduce a sample plus derivatizing reagent (explained in the following 

paragraph) into a GC inlet, although the 5-μL liquid sample it carried was manually 

transferred to the wire [201]. 

2.2.2 Chemical requirements for GC-MS analysis 

With low polarity separation columns often employed for GC, an analyte mixture 

separates well with good chromatographic peak shapes when it consists of thermally 
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stable chemicals generally of low polarity and small enough size so as to be sufficiently 

volatile (usually less than several hundred amu). However, most organic compounds in 

biological specimens (“biomarkers”) are large and polar since they contain an appreciable 

quantity of electronegative heteroatoms (e.g., S, N, O) that are bonded with hydrogen.12 

Large biomarker molecules may be fragmented into smaller (hopefully still unique) 

biomarker products by chemical and/or thermal means. However, in addition to surviving 

polar functionalities, additional polar groups may be generated. In such cases, satisfactory 

chromatographic results are obtained only after these polar moieties are chemically 

converted to less polar forms, a process referred to as derivatization.13 One of the most 

common derivatizations for GC is methylation, a process whereby biomarker polarity is 

attenuated by replacing hydrogens attached to polar moieties with a methyl (“Me” or “-

CH3”) group. While reducing a molecule’s polarity and increasing its volatility, 

methylation adds little mass to the derivatized molecule compared to other possible 

derivatizations, resulting in rapid chromatographic elution and oftentimes improved 

thermal stability of the molecule.  

The carboxylate (-COOH) group is a common polar functionality in molecules of 

biological origin, and it is usually exposed by hydrolysis of esters (e.g., fatty acids in 

di/triglycerides) or amides (e.g., peptide bonds in amino acids). Since DPA contains two 

unesterified carboxylate groups, the mechanisms by which methylation on the 

carboxylate functionality may be brought about are now reviewed. 

                                                 
12 It is often the identity and location of polar constituents that make the biomarkers diagnostic. 
13 A myriad of chemicals and procedures for releasing biomarkers and derivatizing them in preparation for 
characterization by GC are documented [37, 39, 220-235]. Many of these methods require lengthy, 
multistep workup procedures that are conducted in the liquid phase, and some employ dangerous or toxic 
reagents. 
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2.2.3 Mechanisms of carboxylate methylation and ester hydrolysis 

There are two main categories of mechanisms by which carboxylate groups are 

either methylated or already-formed esters are hydrolyzed: (1) a multi-step tetrahedral 

mechanism and (2) a single-step substitution mechanism. Both of these reactions involve 

“attack” of a nucleophile (essentially a chemical with one or more unshared electron 

pairs—a Lewis base [236]) against a center of positive charge, but they differ in whether 

the carboxylate is the nucleophile or is the substrate attacked by a nucleophilic reagent. 

2.2.3.1 Tetrahedral mechanisms14 

2.2.3.1.1 Acid-catalyzed methylation reactions 

Figure  2-5 presents the reversible Brønsted acid-catalyzed mechanism for the 

conversion of a carboxylic acid to a methyl ester [225]. The first step is protonation of the 

carbonyl oxygen—the atom with the highest electron density—which draws electrons 

from the carbonyl carbon. Next, MeOH (the nucleophile) attacks the carbonyl group and 

a tetrahedral intermediate is formed that is altered via proton exchange. Although there 

are three possible tetrahedral intermediates, only two of them (labeled as I and II in the 

figure) can eject a proton-stabilized leaving group (H2O or MeOH). The reaction is quite 

reversible (H2O and MeOH have a similar tendency to leave the tetrahedral intermediate) 

and so must be driven forward by addition of excess MeOH reagent and/or removal of 

H2O. Water removal is important at high carboxylic acid concentrations because H2O is 

                                                 
14 An excellent summary of this mechanism in a more general sense than the present discussion has been 
provided by Adler and coworkers [237] and by Jencks and Gilbert [238]. 
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released as the reaction proceeds [239, 240]. Water influences both the equilibrium and 

the kinetics since it solvates H+ more strongly than does MeOH and may form structured 

clusters around H+, inhibiting protonation of the carbonyl oxygen [241]. 

2.2.3.1.2 Kinetics of acid-catalyzed reactions 

The rate determining step of this scheme is nucleophilic attack on the carbonyl 

carbon (all other steps involve relatively rapid proton transfers) and so the reaction 

kinetics proceed according to Eq. ( 2-1) [241], where C indicates concentration15 and the 

subscripts A, AH+, and B indicate, respectively, the carboxylic acid-containing moiety, 

the protonated carbonyl (C=OH+), and the attacking nucleophile (for methylation, 

MeOH; for hydrolysis, H2O). 

 BAH
A CkC

dt
dC

+=−  ( 2-1) 

 
The concentration of +AH

C  may be computed assuming quasi-equilibrium occurs 

between unprotonated A and H+ concentration (activity), resulting in a model of the form 

in Eq. ( 2-2). 

 ++ = HAAH
CCKC

eq
 ( 2-2) 

 
Eqns. ( 2-1) and ( 2-2) are combined and rewritten as Eq. ( 2-3), which may be 

simplified to a first-order form with rate constant 
1

k  if B is present in excess and k , 

eq
K , +H

C , and 
B

C  are approximately constant [Eq. ( 2-4)]. The deactivating effects of 

                                                 
15 Concentrations are used in place of activities, although the latter are more precise in their description of 
the reaction, particularly for H+ behavior. Further discussion on activity is given in  Appendix E. 
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water on the catalyst activity are not included in this model but are mathematically 

addressed elsewhere [241]. 

 
 

 
Figure  2-5. Tetrahedral mechanism for acid-catalyzed methylation of a carboxylic acid (clockwise) 
and hydrolysis of the methyl ester (counterclockwise). 
 
 
 

 BHA
A CCCkK

dt
dC

eq +=−  ( 2-3) 

 

 A1
A Ck

dt
dC

=−  ( 2-4) 

 

2.2.3.1.3 Alkaline hydrolysis and transmethylation reactions 

Alkali converts nucleophiles to more electron-rich, deprotonated forms (e.g., OH– 

and MeO–) that are much more active for nucleophilic attack than their protonated 
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counterparts (e.g., H2O or MeOH) [236]. Importantly, free carboxylic acids are 

deprotonated under basic conditions, so the carbonyl carbon of carboxylate anions is not 

attacked by nucleophiles (Figure  2-6) [239]. Consequently, hydrolysis of esters by OH– in 

basic media is irreversible (Figure  2-7), although existing esters (e.g., di/triglycerides) 

that are not negatively charged at the carbonyl group in basic media are converted into 

methyl esters by methanolysis (i.e., transmethylation) with MeO–, which is reversible 

(Figure  2-8) [242]. 

 
 

 
Figure  2-6. Carboxylate ions are not attacked by nucleophiles. 

 
 
 

 
Figure  2-7. Hydroxide-promoted hydrolysis of a methyl ester. 

 
 
 

Technically, hydrolysis via OH– is appropriately termed promoted rather than 

catalytic since OH– is consumed in the process, while in acid-catalyzed methylation and 

hydrolysis processes, H+ is regenerated [239]. Direct transmethylation by MeO– is 
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catalytic because MeO– is regenerated [Eq. ( 2-5); further pertinent discussion on this 

reaction is given in Section  2.2.3.1.5 below]. 

 OH– + MeOH  H2O + MeO– ( 2-5) 
 
 
 

 
Figure  2-8. Methoxide-catalyzed transmethylation of an ester (i.e., direct transmethylation) [243]. 

 
 
 

Considered together, the overall reaction network involving OH– and MeO– is 

complicated (Figure  2-9). The various reactions in Figure  2-9 correspond to the chemistry 

already reviewed; viz, A and D correspond to irreversible hydrolysis (Figure  2-7), B 

corresponds to Eq. ( 2-5), C corresponds to transmethylation (Figure  2-8), and E 

corresponds to a proton exchange reaction similar to Eq. ( 2-5) (not shown).  

Although the net reaction is irreversible hydrolysis (reactions A and D in Figure 

 2-9), direct transmethylation is fast enough compared to hydrolysis that esterified 

molecules may form, albeit temporarily, in high abundance [244]. Some have found the 

rate of methanolysis to be ~1500 times that of hydrolysis [245], which feature allows 

methylation by methoxide to be conducted in the presence of water-containing samples at 
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room temperature in under 5 min, although the reaction must be quenched before the 

extent of hydrolysis becomes significant [244, 246, 247]. 

 
 

+

+ +

+

+

+

A B C

D E

 
Figure  2-9. Combined hydrolysis and saponification of an ester in alcoholic base. Note reactions A 
and D are irreversible [adapted from 242]. 
 

2.2.3.1.4 Kinetics of base-catalyzed and promoted reactions 

The rate of base-catalyzed/promoted reactions is modeled by Eq. ( 2-6), where C 

indicates concentration16 and the subscripts A and B indicate, respectively, the carboxylic 

acid-containing moiety and the attacking nucleophile (e.g., OH– or MeO–). In excess base 

and when the solvent’s composition and basic strength are fairly constant, the reaction is 

nearly first-order in A, and k  and 
B

C  may be lumped together into 
1

k  [Eq. ( 2-7)]. 

 BA
A CkC

dt
dC

=−  ( 2-6) 

 

 A1
A Ck

dt
dC

=−  ( 2-7) 

                                                 
16 Again, replacement of concentration with activity describes the reaction more exactly. 
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2.2.3.1.5 Implications of the OH–  MeO– equilibrium 

The hydroxide ion, OH–, is often obtained by dissolving an easily-dissociated 

hydroxide salt (e.g., NaOH, KOH, TMA-OH) in H2O, is also produced by dissolving Na 

or K metal directly in H2O. Likewise, the basic methoxide ion, MeO–, may be generated 

by dissolving Na or K metal in MeOH. Another option is to dissolve the very strong base 

tetramethylguanidine (pKa = 13.6) in H2O or MeOH, which not only converts water to 

hydroxide or methanol to methoxide for hydrolysis or transmethylation reactions, 

respectively, but even activates free fatty acids for attack by the alcohol [235, 248].  

Regardless of how the hydroxide/methoxide is prepared, the equilibrium of Eq. 

( 2-5) governs the relative abundances of these species. Because Eq. ( 2-5) lies mostly to 

the right [242, 249-252], in MeOH solutions with little water, essentially all OH– 

becomes MeO– [242]. Although a variety of different values for this equilibrium constant 

have been reported [see citations in 252], the results of Bender and Glasson [251], who 

quantified the fraction of hydroxide in dilute (~5-10 mM) NaOH in 0-100% H2O (see 

Figure  2-10), are used for computations in this dissertation. 
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Figure  2-10. Fraction of total base (MeO– + OH–) that is OH– (relative error ±15%) vs. solvent 
composition in H2O-MeOH solutions. (a) MeOH mole fraction, (b) MeOH molar concentration, and 
(c) H2O molar concentration (data are from [251]). 

a b c 



 

 39

The key ramification of the results of Eq. ( 2-5) and Figure  2-10 is that the 

concentration of OH– in a methanol/water solution is not equal to the concentration of a 

hydroxide-containing reagent (corrected for any acid-base neutralizations) and so must be 

measured or calculated. 

2.2.3.2 Direct substitution (direct methylation) mechanism, i.e., SN2 

Figure  2-11 shows a generic alternative pathway to methylation in which 

nucleophilic substitution occurs at a methyl (–CH3, or “Me”) group. An electron-rich 

nucleophile, Y (e.g., a carboxylate oxygen), attacks the back side of the methyl group 

substrate, displacing the leaving group, X (the nucleofuge) to which the methyl group is 

initially bound. Seen in another way, the attacked group is an electrophile that readily 

accepts one pair of electrons from Y and releases a second pair to X. This mechanism is 

often abbreviated as SN2 to indicate substitution nucleophilic bimolecular reaction [236]. 

Nucleophilic substitution reactions are first order each in the nucleophile and the 

substrate, although cases with an excess of reagent, such as when the solvent serves as a 

nucleophile, are pseudo-first order in the substrate [236]. An important feature of SN2 

reactions is the dependence of their rates on the basicity of both the attacking nucleophile 

(Y) and the leaving nucleofuge (X), which is indicated by the pKa values of the non-

methylated/non-protonated nucleophile and nucleofuge. The more basic the attacking 

group, the greater strength of the bond formed between it and the substrate (methyl 

group). Similarly, the more basic the leaving group, the more energy is required to detach 

it from the substrate to which it is bound. Although linear correlation of rate vs. pKa does 

not exist for nucleophiles and nucleofuges of very different structures, the trend generally 
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holds that as the pKa of the nucleophile increases, or the pKa of the nucleofuge decreases, 

the rate of bimolecular substitution increases. 

 
 

 
Figure  2-11. Bimolecular nucleophilic substitution on a methyl group. 

 
 
 

Several of the many reagents active for SN2 methylation are included in Table 

 2-2, the last three of which are commonly used to prepare samples by TCM for GC 

analysis [253]. Here, a somewhat arbitrary division is made by categorizing SN2-acting 

reagents as “strong,” “intermediate,” or “weak” in terms of methyl donating activity if 

their pKa values are below 0,17 between 0 and 3, or above 3, respectively. Strong methyl 

donors are often esters of strong acids [254]. Their activity can be so great that they are 

very toxic and mutagenic, and one should be very careful when working with them. In 

contrast, weak methyl donors function appreciably rapidly only at elevated temperatures. 

The effectiveness of these various methyl donors is discussed again later. 

 
 

                                                 
17 pKa values <<0 are numerically less accurate than those given on the “normal” pH scale (~1 to 14) and 
so are of limited utility. Here they are seen as indicating that the de-methylated form has very little 
nucleophilicity, although the actual numeric value may be misleading in terms of methyl group affinity. 
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Table  2-2. Some active methyl donors and pKa values for their demethylated forms. 

ID Me donor reagent Structure 
Acid form 
(Aqueous pKa) 

Sources(s) for 
pKa values 

1 MeI  HI 
(–10) 

[255] 

2 Me3S+  HMe2S 
(–7.0) 

[256] 

3 Me2SO4 HMeSO4 
(–3.4) 

[257] 

4 MeSO4
– HSO4

– 
(+2) 

[258, 259] 

5 (m-CF3Ph)Me3N+ 
 

H(m-CF3Ph)Me2N+ 
(+3.3) 

[260] 

6 PhMe3N+ 

 

HPhMe2N+ 
(+4.6-5.2) 
(5.0-5.2 in MeOH) 

[260-264] 

7 Me4N+ (TMA+) 

 

HMe3N+ 
(+9.7-9.8) 
(9.8 in MeOH) 

[261, 262, 265] 

 
 

One possible area of confusion in discussions of methylating reagents that act via 

the SN2 mechanism stems from the grammatical assignments of what is acting and what 

is being acted upon. In a practical context, the reaction is frequently discussed in terms 

such as “the reagent ‘methylates’ the analyte (biomarker)” or “the biomarker is 

methylated by the reagent.” However, it is important to note that it is an electron pair of 

the biomarker (the nucleophile) that attacks the reagent (the substrate). Stated simply, the 

nucleophilic biomarker attacks the methyl group of a methyl donor reagent in SN2 

reactions.  
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2.2.3.3 Tetrahedral vs. direct substitution mechanisms 

The direct substitution (SN2) methylation mechanism possesses advantages over 

the acid-catalyzed tetrahedral one (Figure  2-5), provided conditions are such that methyl 

transfer is sufficiently rapid (promoted by high reagent concentration, temperature, and 

reagent reactivity). First, the tetrahedral mechanisms are slowed by steric and structural 

hindrances that inhibit both directed nucleophilic attack and conformational changes, 

while direct nucleophilic substitution suffers to a lesser degree from these effects [266-

269]. Second, since the SN2 reaction does not require strong acid or alkali to function, it 

is less destructive to the analyte molecule. Third, appreciably rapid overall methylation of 

nucleophiles may occur by the SN2 route in the presence of water, even under basic 

conditions [270-273]. However, direct substitution may be at a disadvantage when 

contact between the methyl donor and carboxylate group is inhibited or if the reagent 

prematurely decomposes, volatilizes, or reacts elsewhere. 

When both mechanisms occur, the dominant one depends on relative nucleophile 

strengths (pKa values), stabilization of reaction intermediates (influenced both by pH and 

solvent identity), steric hindrances, activation energy barrier differences, and so forth. 

Particularly in the gas phase, reactions may differ greatly from solvated processes. Not 

only are thermodynamics of association in gas very different than in liquid [265, 274], 

but so are reaction rates, often because different mechanistic pathways are opened up 

[275]. The SN2 pathway generally dominates (1) when the methyl donor is “strong” (i.e., 

the pKa of the conjugate acid is very low) and (2) at elevated temperatures in the absence 

of solvent (since the tetrahedral transition state is less stabilized and protons are 

donated/removed with greater energy costs and lower probability of occurrence).  
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2.2.4 Reagent selection for GC derivatization reactions 

The above mechanisms apply generally for preparing methyl esters prior to GC 

analysis. Literally hundreds of unique protocols have been published, which fall into two 

general categories: “off-line” and “on-line.” Off-line involves mixing, heating, and 

analyte extraction/cleanup in a separate sealed container prior to GC. On-line (i.e., “on-

column” [276], “intra-injector” [277, 278], or “at-line” [279]) entails conducting the 

reactions in or nearby the injector port. Tetrahedral mechanisms are always conducted 

off-line so the methylated products can be extracted from reagents prior to injection so as 

to prevent the introduction of GC column-damaging acids or bases. Although 

derivatizations involving the direct SN2 mechanisms may be conduced with the off-line 

approach [e.g., 280], such methylations are usually done on-line since the entire reaction 

may be conducted with fewer steps. Direct liquid injection [281, 282] or solvent-less 

thermal decomposition from a solid probe have been employed as means for introducing 

the sample + reagent. The direct liquid injection technique is not commonly used due to 

reproducibility problems [283] and to deposition of residues inside the GC injector or 

column. Solvent-less introduction utilizes a probe that is heated either inside or just 

upstream of the injector [279, 284]. Almost without exception [e.g., 26, 201, 284] the 

probe is an actively heated analytical pyrolyzer. 

The literature describing “on-line” derivatizations of carboxylates for GC has 

focused primarily on cationic methyl donors that are usually quaternary ammonium ions 

(items 5, 6, and 7 in Table  2-2) since they form salt complexes with carboxylate groups. 

The tertiary sulfonium cation (item 2 in Table  2-2) has received considerable attention as 

a methylation agent as well [253, 285]. Often, though not always, the anion of the methyl 
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donor reagent is a hydroxide, which can hydrolyze molecules having functionalities 

sensitive to cleavage by alkali (such as esters, amides, carbonates, and ethers) [286-

294]—a key advantage for producing small molecules of biological origin. Although 

thermally-driven hydrolysis may mimic pyrolytic degradation, it occurs at lower 

temperatures [295] and greatly (usually desirably) alters the mechanisms and locations of 

bond cleavages compared to thermolysis alone [294], thus preserving functionalities. 

These features have led to the term thermally assisted hydrolysis and methylation, or 

THM [285, 296], sometimes referred to as thermochemolysis [297, 298]. A variation on 

the latter term, thermochemolysis/methylation (TCM), is preferred since it is a more 

general label for the process and is more accurate when chemical reagents effect more 

than scission by hydrolysis [297]. However, inclusion of “thermo” in thermochemolysis 

may be somewhat misleading since chemical lysis occurs at low temperatures as well. 

2.2.5 Quantitative methylation of spore DPA by TCM 

2.2.5.1 Overview 

Specific experimental data regarding yields of Me2DPA by TCM are lacking, 

although difficulty in obtaining spore core biomarkers has been recognized by a variety 

of studies. For example, significantly lower quantities of methylated DNA derivatives 

were obtained from B. anthracis spores than from vegetative cells by pyrolysis with 

TMA-OH at 450°C (presumably, both have the same quantity of DNA) [299]. By heating 

alone (in the absence of TCM chemicals), temperatures exceeding 250°C were required 

to sufficiently “release the majority of the DPA” [300-302] (although DPA begins to 

decompose around this temperature [181, 303]). In solution at room temperature, 
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mechanical disruption of spores via bead beating or sonication enhances extraction of 

amino acids and DNA [304-306].  

2.2.5.2 Summary of issues pertaining to TCM using TMA-OH 

The issues affecting quantitative conversion of spore TPA by TCM using TMA-

OH are summarized in the following seven categories. The principles are generalizable to 

other reagents. 

1. The chemical functionality of a compound to be derivatized has a significant 

impact on its extent of methylation by TMA-OH. The pKa values of the sites where 

methylation may occur influence the relative amounts of products [253, 290]. The pKa 

values for the first and second carboxylates of DPA are 0.5 and 2.2, respectively ([74, 

173, 307-309]; see  Appendix E for further details), much lower than the pKa of Me3N 

(~9.8 [261, 262, 265]), indicating that (at least in solution) the thermodynamic driving 

force for methyl exchange from TMA+ to DPA is especially small relative to other 

biomarkers (e.g., the aqueous pKa of isolated fatty acids is about 5 [310]). 

2. The greater the number of sites where methylation may occur, the greater the 

variety in products due to partially-methylated compounds. Amino acids and 

oligopeptides [299, 311, 312] as well as nucleic acids and nucleotides [312, 313] are 

biomarkers with more than one functionality recognized to exhibit mixtures of partially 

methylated products. The same is true for DPA (see Figure  2-12), which may be 

unmethylated, singly methylated to the mono-ester (Me1DPA), or dimethylated to the di-

ester (Me2DPA). Its decarboxylation product, monopicolinic acid (MPA), may be un- or 

singly methylated (as MeMPA). Although Me2DPA, MeMPA (methylated monopicolinic 
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acid), and pyridine are readily detected by GC, only the first two indicate DPA since 

pyridine is also formed by thermal decomposition of DNA and proteins [314]. 

3. The TMA-OH-analyte ratio influences the yield of methylated products. For 

example, the maximum extent of methylation for each nucleotide belonging to a 16-base 

pair oligonucleotide model compound occurs at a different concentration of TMA-OH 

[312, 313]. For complete DPA methylation, the Me-donor:DPA ratio must be ≥ 2. 

4. Both maximum temperature and temperature ramp rate affect observed TCM 

products. In practice, optimal temperature determination is based on trial-and-error [253] 

and whether or not pyrolysis processes are required to cleave bonds [285], which can 

require balancing minimizing secondary products against thermal dissociation and 

volatilization [315]. Thermochemolysis and pyrolysis are generally conducted at lower 

temperatures as the number and strength of required bond cleavages decrease. 

 
 

 
Figure  2-12. Possible methylated and decomposition products from DPA. 
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The thermal behavior of DPA is complex. Pure DPA sublimes at about 200°C 

[302] and decomposes between about 230-240°C [181, 303], releasing CO2 and 

producing monopicolinic acid (MPA), pyridine [299, 316-319], and monopicolinic acid 

methyl ester (Me1MPA) [39] (see Figure  2-12). Evidently, the spore structure [300] 

and/or the Ca2+ salt form of DPA [302] increase its thermal stability and decrease its 

volatility, as significant amounts of DPA and its decomposition products appear from 

spores above 250°C. DPA is protected from decarboxylation by methylation [299].  

5. The degree of mixing and degree of reagent access to potentially reactive sites 

influence yields. Adequate wetting of the sample is necessary to produce “good 

interaction between the reagent and the reactive sites” in a sample [290], which may be 

enhanced by sonication and/or extending the contact time [279, 320], or choosing a 

solvent that will dissolve the sample [321]. Premature evaporation of solvent may lead to 

separation of TMA-OH from the analyte [285]. 

The spore’s structure inhibits mixing of TMA-OH with DPA in solution. TMA-

OH diffusion into the spore is slowed by features such as the inner membrane’s very low 

permeability to alkali [107] and the core’s viscous, dehydrated material [80] (which 

remains under pressure by the alkaline-hydrolysis/methanolysis-resistant cortex) that is 

stable under basic conditions due to (1) Ca2+ chelation structures, especially CaDPA 

[322], and (2) base-insoluble proteins. 

6. The solvent employed affects observed product distribution, particularly with 

polymers and other samples that retain solvent after drying [253, 283]. Methanol is itself 

a reagent for methanolysis/transmethylation [288, 289] and apparently effects 

methylation via even more complex reactions [323]. Water may strongly impact the 
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chemistry, as different TCM products are observed in samples treated with aqueous 

TMA-OH than with methanolic TMA-OH [283, 324]. Peaks in addition to the desired 

FAMEs were found in chromatograms when bacterial samples were not completely dried 

of water before adding methanolic Me3S+OH–. The extra peaks were “attributed to 

chemolysis products of proteins, sugars, and/or other cell constituents” [279]. Penetration 

into the spore core is more rapid at high temperature and at higher water activity [325], 

and water assists transport of charged species and/or hydrolysis reactions. 

7. The ionic constituents of the mixture influence observed TCM products. Certain 

metal cations (e.g., alkali and alkaline earth metals) poison SN2 methylation reactions by 

binding more strongly to carboxylate groups than TMA+, reducing the substrate’s 

nucleophilic strength and physically blocking the reaction [284, 323, 326]. Even in the 

difficult-to-come-by case of a well-homogenized mixture/solution of CaDPA and TMA-

OH (cf. item 5 above), the stability of the former ion pair inhibits direct methylation of 

DPA because the nucleophilic activity of DPA carboxylates is reduced by DPA’s 

chelation with Ca2+. 

In all the publications reviewed for this dissertation, only one [327] addressed the 

issue presented by Ca-DPA chelation as a possible inhibitor to the thermal methylation 

reaction (using Me3PhN+—item 6 in Table  2-2). Spores were hydrolyzed in 1.5 M 

H2SO4, the SO4
2- (presumably) removed Ca2+ by precipitation of CaSO4, then the DPA 

was solvent-extracted and finally injected with Me3PhN+ into a GC inlet at 310°C. Use of 

sulfuric rather than phosphoric acid for hydrolysis greatly increased recovery of Me2DPA 

[327]. Whether the improved recovery was due to enhanced extraction of non-Ca-

chelated DPA into the organic liquid or resulted from removal of Ca2+ was not indicated. 
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The foregoing facts all indicate that sub-quantitative yields of Me2DPA are to be 

expected when TMA-OH is added alone to spores and the two are heated together in the 

GC inlet.  

2.2.5.3 Possible remedies to TMA-OH problems 

In addition to altering process temperature, time, solvent, etc., a different 

methylating reagent or counter ion may be employed. For example, TMA-HSO4 

increased FAME yields for certain FA samples relative to TMA-OH [328]. Degradation 

of polyunsaturated fatty acids was reduced by using a counter ion to TMA+ of much 

lower basicity than OH– such as acetate [329, 330] (obtainable by addition of acetic acid 

[283, 331]), fluoride, or cyanide [276, 330]; adding short chain methyl esters such as 

methyl propionate [332, 333] or methyl acetate [334]; exchanging water for methanol as 

the solvent to reduce the apparent basicity of a given reagent [253]; and using a cation 

more active than TMA+ at releasing a methyl group to a nucleophile so that the reaction 

may be performed at lower temperatures [253, 276, 330, 335]. 

2.2.5.4 MeSO4
– as an alternative SN2 methylation reagent 

One possible alternative methylating reagent is MeSO4
–, either in acid or salt 

form. The pKa value of its acid form, HSO4
– (Table  2-2), should reflect its activity for 

transferring its methyl group to carboxylate nucleophiles. A thorough search of the 

literature did not reveal any use of MeSO4
– for GC derivatizations, although one 1960s 

paper reported the use of potassium ethyl sulfate (KEtSO4) to ethylate carboxylic acids by 

“flash exchange gas chromatography.” The reaction was carried out by mixing solid 
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potassium carboxylate salts with KEtSO4 and heating at 300°C for 10 s in a capillary tube 

attached to a GC inlet. Equimolar ratios of the two gave the maximum yield with no side 

reactions, although low overall amounts of sample (3.5 mg) gave erratic degrees of ester 

formation for reasons that were not identified [336]. In a non-GC application, NaMeSO4 

methylated NaNH2 and acetamide when they were ground together dry (or in a small 

amount of benzene) between 180-200°C [337]. Anhydrous salts of organic acids heated 

to 200°C in the presence of HMeSO4 or KMeSO4 produced methyl esters [338]. 

The literature on methylation by HMeSO4 in a solvent is more prolific (although 

none of the publications discussed this reaction for GC, probably because the non-volatile 

residual sulfates would need to be removed prior to GC injection). For example, it was 

used (at various concentrations) to methylate the S atom in methionine when both were 

heated in MeOH in an ampoule from 73-115°C [339]; carboxylate groups of amino acids 

with heating to 80-90°C for 4 h [340] or refluxing at 69-75°C for 30 min [341]; and 

aromatic acid groups after reacting for 16 h at 20-25°C [342]. The foregoing examples 

were generally for the hydrogen form of HMeSO4, although methylation proceeds quite 

well under basic conditions. N-functionalities of alkaloids were methylated by HMeSO4 

under reflux in aqueous NaOH or in fusel oils [270]. Phenoxide was methylated in the 

presence of basic NaMeSO4 and KMeSO4 (the former seemed to proceed more rapidly) 

[271]. A patent claims that basic (NH4
+, alkali metal, and alkaline earth) salts of alkyl 

sulfates methylate dicarboxylic acids in 1-50% H2O at elevated temperatures. The pKa of 

the acids to be esterified must be higher than about 4 [272].  

Monoalkyl sulfates were efficient alkylating agents of O and N nucleophiles 

(including NH3, MeNH2, Me2NH, Me3N, HPO4
2–, PO4

3–, MeOPO3
2–, NH2OH, SO3

2–, and 
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S2O3
2–) in water at temperatures between 40-110°C [273]. Specifically, in water at 25°C, 

methyl sulfate was approximately 102 and 106 times more active in transferring methyl 

groups to dimethylamine (Me2NH) than were trimethylsulfonium (Me3S+) and 

tetramethylammonium (TMA+), respectively [273, 343]. In fact, HMeSO4 will methylate 

Me2S, producing Me3
+HSO4

– [344].18 

2.2.5.5 MeSO4
– safety concerns 

The high methylation activity of MeSO4
– salts presents a possible danger. At 

present, they are not known carcinogens, although a related chemical, dimethylsulfate 

(Me2SO4), is reasonably anticipated to be so [345]. For example, although monomethyl 

sulfate was harmless, Me2SO4 was mutagenic and cytotoxic to Chinese hamster ovary 

cells [346]. Also, although manufacturers of MeSO4
– salts do not list it as a carcinogen on 

their MSDSs, it is generally given toxin and irritant status. A KMeSO4 reagent recently 

received by this author included a “may cause cancer” label, although this possibility is 

probably not due to MeSO4
– itself but rather to the presence of some Me2SO4 formed 

either during its manufacture or upon storage. One MSDS lists a Me2SO4 content of 0.1% 

in KMeSO4 [347], possibly a byproduct formed according to Eq. ( 2-8).  

 2KMeSO4 (s)  Me2SO4 (l) + K2SO4 (s) ( 2-8) 
 

A bottle of (aged) TMA+MeSO4
– received by this author contained a liquid, 

which (although not tested) may have been Me2SO4 formed by Eq. ( 2-9).  

 Me4
+MeSO4

– (s)  Me3N (g) + Me2SO4 (l). ( 2-9) 

                                                 
18 The relatively strong affinity of Me2S for the methyl group indicates that the relative pKa of HSO4

– and 
Me2S are not accurate indicators of the relative reactivity. 
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Conditions that are known to produce Me2SO4 include evaporation of solvent 

MeOH from HMeSO4 [348], applying a vacuum to HMeSO4 [349, 350], and distillation 

of HMeSO4 [350, 351]. Adding a neutral salt (e.g., NaCl) during distillation of HMeSO4 

to form Me2SO4 reduces hydrolysis of the latter, promoting higher yields [350, 351]. 

Since HMeSO4 forms by mixing H2SO4 and MeOH [352-354], the presence of 

Me2SO4 in a MeOH/H2SO4 solution is suspected, although its content is generally 

negligible at low acid concentrations [355]. In solutions ≤ 5 wt% H2SO4 (≤ 2.2 vol%), 

Me2SO4 does not form [356]. Some authors have concluded that Me2SO4 formation 

requires H2SO4 in excess of > 75 wt% [357] (diethyl sulfate was formed in traces only at 

> 95 wt% acid in EtOH [358]), although other reports did not find Me2SO4 in any 

detectible amounts at -15, 23, or 82°C with MeOH and 95 wt% H2SO4 [359]. 

Curiously, formation of dimethyl sulfate was observed in methanol solutions of 

~0.1-0.3 wt% H2SO4, NaHSO4, and KHSO4 following 20 min of ultrasonication at room 

temperature [360]. Perhaps ultrasonication increased the reaction rate. Catalytic processes 

(e.g., adding dimethyl ether) and high temperatures reportedly promote the formation of 

Me2SO4 as well [359]. 

2.3 Engineering and statistics 

2.3.1 Deterministic modeling 

Chemical reaction engineering relies heavily on models to estimate the best 

conditions in which to operate a process. Many models presume liquid- or gas-phase 

reactions in a homogeneous fluid that either reacts within itself or at an interface between 

itself and another phase. Since the properties and behavior of fluid portions are readily 
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measured or predicted from established physical principles and empirical data, such 

deterministic models are powerful. Deterministic modeling relies upon the assumption 

that at some scale one or more volume portions of the mobile/reactive fluid behave either 

as a uniform body or as a body with one or more well-defined gradients in chemical and 

physical properties. The body thus has characterized intensive properties (i.e., 

temperature, pressure, and concentration/composition), clear extensive properties (e.g., 

volume or mass), and predictable reactive behavior. The result of the foregoing is that, in 

the reaction engineering sense, a knowledge of the properties of a fluid, reactants, and 

catalyst plus type of reaction enclosure allow for prediction of the products exiting a 

process, the amount of energy required for it, etc. The kinetics equations reported above 

for acid-catalyzed methylation [Eqns. ( 2-1) through ( 2-4)] or base-promoted hydrolysis 

reactions [Eqns. ( 2-6) to ( 2-7)] are excellent examples of useful deterministic models. 

2.3.2 Statistical approach to modeling 

Many physical phenomena are so complex or involve unknown mechanisms that 

producing a deterministic model of them from first principles or even established 

correlations is arduous or essentially impossible. The thermochemical methylation 

reactions of pure DPA and TCM of bacterial endospore DPA are instances where an 

exact deterministic model is painstaking because it involves transient processes within 

solid, liquid, and gaseous phases in quantities or portions that are not easily characterized. 

In the absence of an established deterministic model of known mathematical form 

and with known constants, recourse is made to statistically-based experimental design 

and interpretation of data (often called DOE for design of experiments). Like 



 

 54

deterministic modeling, DOE relies upon some function to relate dependent variables 

(observed data) to other variables that may be measured or controlled; however, the form 

of the function must be chosen (and tested) by the experimenter and the function’s so-

called “best-fit” constant parameters must be determined from data. Given a function plus 

its parameters, future behavior of the system may be predicted or some optimal condition 

determined. 

A statistical approach is taken for modeling Me2DPA yield as a function of TCM 

reagent composition. Since this approach is complex and employs features unique to this 

dissertation, it is discussed in detail in Section  4.4,  Appendix A, and  Appendix B. 

2.4 Summary 

Portable GC-MS can potentially provide critically vital information in the form of 

positive identification of potential chemical or biological threat agents. Consequently, 

many publications relative to chemical and biodefense have (justifiably) focused on 

interpreting chromatographic and mass spectral information for species 

identification/differentiation. Relatively few papers discuss the chemical reactions 

employed in derivatization procedures in great detail, and even fewer comment on 

quantitative topics (e.g., percent released, converted, and detected).  

Efforts to optimize conditions for maximum TCM yields [e.g., 279, 361] provide 

a few quantitative assessments [e.g., 362, 363] (including comparisons of rapid TCM 

procedures to standardized laboratory protocols such as those for FAMEs analysis [289, 

319, 363], which methods generally produce comparable FAME profiles, as this 

biomarker class is easily methylated). However, these few examples are exceptions to the 
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norm. Additionally, although the robust structure of the spore is recognized, no study has 

focused on the degree to which conversion of spore DPA to Me2DPA is quantitative. 

The lack of quantitative analysis has been recognized and rarely addressed in 

other publications, as illustrated by the following statements: The use of TMA-OH is 

“inadequate for quantitative purposes” [364]; “Comprehensive methodological studies 

with fatty acids (including quantification) have not been carried out up to now” [365]; 

and “We are not aware of any literature reports of quantification of TMA-OH 

thermochemolysis experiments, either on model compounds or polymeric organic matter” 

[366]. 

TCM sampling has usually involved a “sledgehammer,” e.g., an actively-heated 

pyrolyzer or a complex GC inlet system (such as a direct thermal desorption inlet [279, 

363, 367, 368]). To date, the methods for in situ derivatization of spore DPA to Me2DPA 

(relevant to rapid, portable spore detection) have (so far as this author is aware) involved 

TMA-OH exclusively with some type of actively heated pyrolyzer at temperatures in the 

range of 360-610°C [39, 289, 299, 312, 319, 369-372]. A single paper involving a non-

field-portable method described the direct liquid injection of spore-extracted and purified 

DPA (as a PhMe3N+ salt) [327]. No other study involved other direct methylation (SN2) 

reagents for DPA, such as the largely overlooked methylation reagent, MeSO4
–. Very few 

studies have involved a passively heated sample probe to introduce a sample + TCM 

reagent into a heated GC inlet [201, 284], and none has been used with bacterial 

endospores. The coiled wire filament (CWF) provides a tool for simple, solvent-less 

sample introduction into gas chromatographs equipped with the standard split/splitless 
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GC inlet, and seems to be the smallest device of its kind. The result is a simple, clean 

means for conducting TCM analysis of bacterial samples directly. 

The IMDOE method pursued in this work for organizing, in a systematic way, 

mixtures of ionic reagents that accompany a biological sample for TCM-based 

derivatization has never been done before with GC. Usually, in situ GC derivatization 

reactions use single ion pairs at a time. For example, in a recent publication [373] TMA-

OH by itself was compared to Me3S+OH– by itself, but mixtures of TMA-OH and 

Me3S+OH– were not investigated.19 

In Chapter  1 it was explained how adding methanolic H2SO4 to spores before 

adding TMA-OH and heating on the CWF in the GC inlet greatly increased Me2DPA 

peak area. This effect was initially hypothesized to result from acid catalysis (referred to 

as “Paradigm A”). Literature reports of acid-catalyzed DPA esterification are not only 

few (e.g., entire spores were refluxed in a strong mineral acid dissolved in methanol, 

ethanol, or isopropanol to give methyl, ethyl, and isopropyl di-esters, respectively [374], 

and pure DPA was esterified in n-butanol by a tungstophosphoric superacid at reflux 

temperature to form the n-butyl di-ester [375]), but involve high temperature reactions. 

Therefore, no information useful for predicting the rate of Me2DPA formation by H2SO4 

catalysis at ambient temperatures is available in the literature.20 Additionally, no previous 

literature was available concerning the rate of Me2DPA hydrolysis in H2O-MeOH 

solutions—a reaction relevant since OH– (from TMA-OH) is added to the spores prior to 
                                                 
19 The addition of certain acidic compounds to attenuate the basicity of hydroxide salts of methyl donors 
[283, 331] is essentially the same idea as IMDOE, although it has been done in a comparatively un-
systematic way without careful consideration of the combinatorial aspects of the ions involved. 
20 That the protocol for methylation of spore DPA involved 1 h of reflux in MeOH with HCl gas 
continuously bubbled through it [374] suggests the reaction is not fast at room temperature in the sub-molar 
H2SO4 concenterations relevant to the standard protocol. 
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their being heated in the GC inlet (again, OH– releases other biomarkers via thermally-

assisted hydrolysis of spore structures). Therefore, data on the rate of hydrolysis of 

Me2DPA to DPA in a MeOH solution representative of a standard protocol are useful. 

Given that small quantities of spores are likely to be encountered in the field, it is 

important to understand and (if necessary) improve the extent to which spore DPA is 

converted to Me2DPA by simple means. The reward for such efforts is a lower spore 

detection limit and thus improved sensitivity. Models of the processes involved in these 

methylation reactions (deterministic and statistical) serve as tools for quantitative 

interpretation, prediction, and optimization. 
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3 EXPERIMENTAL 

3.1 Chemicals and materials 

Tetramethylammonium hydroxide pentahydrate (TMA-OH·5H2O) was purchased 

from Alfa Aesar (98%) or Sigma (>97%); 2,6-pyridinedicarboxylic acid (dipicolinic acid, 

DPA, or H2DPA) from Aldrich (99%); dimethyl 2,6-pyridinedicarboxylic acid (Me2DPA) 

from Aldrich (99%); Ca(OH)2 from EMD chemicals (>96%) or Sigma-Aldrich (>95%); 

NaMeSO4 (>99%), KMeSO4 (>99%), and TMA-MeSO4 (purity unavailable) salts from 

Acros; concentrated H2SO4 was from Mallinckrodt (95-98%); HCl (12.1 nominal 

molarity) in H2O from EMD; pyrene and chrysene (internal standards for GC) from 

unknown sources; nitrobenzene21 (NB; internal standard for LC work) from the 

chemistry department’s organic stockroom (unknown source); MeOH and H2O were 

HPLC-grade from Sigma-Aldrich or Fisher Scientific; formic acid (>88%) from CCI; and 

trifluoroacetic acid (99.7%) from Fisher Scientific. 

Calcium-complexed dipicolinic acid (CaDPA) was prepared according to a 

method previously reported [376] by addition of a stoichiometric amount of Ca(OH)2 to 

aqueous DPA at sub-boiling temperature. Upon mixing, the Ca(OH)2 dissolved, and 

CaDPA was precipitated by chilling in a refrigerator at ~2°C for 48 h. The amount of 

hydration of the resultant crystalline material was uncertain, but was likely near three 

                                                 
21 Nitrobenzene is a probable carcinogen and should be handled accordingly [345]. 
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waters of hydration (i.e., CaDPA·3H2O) based on the method employed to synthesize it 

[376]. The precipitate was washed and centrifuged twice at 0°C with HPLC grade water, 

from which a diluted aqueous solution and a methanol suspension of CaDPA22 was 

produced at a concentration of ~0.01M (by centrifuging and washing of CaDPA with 

cold methanol three times). The sodium and tetramethylammonium forms of DPA 

(Na2DPA and TMA2DPA, respectively) were prepared in a similar manner. 

Hydrogen methyl sulfate (HMeSO4) was prepared by adding about 10 vol% 

sulfuric acid to methanol [354, 359, 377, 378] and allowing that reagent to stand at room 

temperature (approx. 22°C) until further decrease in acid strength was not observed 

(requiring approximately 8 days). Aqueous sulfuric acid was prepared by mixing 

concentrated sulfuric acid with water. Aqueous 1 N standard HCl and NaOH solutions 

were prepared by appropriate dilutions of standard 10 N samples from Fisher Scientific 

sold specifically for preparing standardized titration solutions. 

Alkali (Li+, Na+, K+, Cs+) and tetramethylammonium (TMA+) salts of MeSO4 

were prepared by combining known concentrations of the aqueous hydroxides with 

stoichiometric amounts of methanolic HMeSO4. Sufficient water and methanol were then 

added to obtain final solution concentrations of 50 mM in 50/50 vol% H2O/MeOH. Some 

of these (TMA-MeSO4 and NaMeSO4) were dried by lyophilization for use in 

thermogravimetric studies (see below). 

Pt wires (99.99%, ~100 and 125 µm o.d.) were from MWS Wire Industries 

(Westlake Village, CA, USA), and Pt-Ir wire (90% Pt, 10% Ir, ~89 µm o.d.) was obtained 

                                                 
22 At neutral pH, CaDPA is quite insoluble in MeOH but is slightly H2O soluble. 
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from California Fine Wire Company (Grover Beach, CA; www.calfinewire.com). Empty 

solid-phase microextraction (SPME) assemblies were kindly donated by Supelco®. 

3.2 Bacterial endospores 

Bacterial endospore samples studied included B. anthracis Sterne 1043 (“BA”), 

B. thuringiensis var. kurstaki (“BT”), B. cereus ATCC 14579 (“BC”), and B. atrophaeus 

ATCC 51189 (“BG”). BA and BG were studied specifically for chemical optimization 

purposes. Ten microliters of a thawed stock suspension (stored at –80°C) were streaked 

out into quadrants onto a Columbia agar isolation plate and incubated at 37°C overnight. 

An isolated colony was taken from the isolation plate and streaked onto the surface of a 

solid agar-based growth plate containing either a Leighton-Doi or Columbia growth 

medium.23 These growth plates were incubated at either 32 or 37°C for approximately 

two weeks (growth time depended on species and growth media). At some point during 

cell growth, the nutrients were consumed, leading to conversion of cells into spores 

(sporulation). 

Once sporulation was near-complete (about 90-95% of all visible bodies were 

spores, as judged by phase-contrast microscopy), the spores were scraped from their 

growth plates using a sterile plastic inoculation loop, which was dip-rinsed after each 

scraping inside a 50 mL conical centrifuge tube filled with 10 mL sterile water. The 

centrifuge tube containing the spore suspension was then placed in a 65°C water bath 

(Brinkman, Lauda RM20) for 30 min to kill the remaining vegetative cells. 

                                                 
23 Although liquid broth and solid growth plates were used to grow spores, the latter was employed for the 
majority of samples utilized in these studies and is thus described in detail here. 

http://www.calfinewire.com/�
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The endospores were separated from vegetative cells by a variation of the “daily 

water wash” procedure [379] that involved centrifugation at 3500 g for 10 min (using a 

Beckman GS-15R centrifuge), decanting the supernatant into a biological waste 

container, and resuspending the remaining endospore pellet in autoclaved HPLC water 

for overnight storage at 4°C (which lyses any residual vegetative cells). This 

rinsing/centrifugation procedure was repeated three times (i.e., it required 3 days). 

Endospore purity was verified by phase-contrast microscopy. Spore samples were 

generally delivered as wet pellets in an Eppendorf tube, obtained by centrifugation of a 1 

mL aqueous suspension (measured by micropipette) and removal of the majority of the 

supernatant by micropipette so as not to disturb the spore pellet. 

A detailed description of the spore preparation protocol is found in  Appendix F. 

3.3 Instrumentation and equipment 

3.3.1 GC-MS system 

An Agilent 6890 gas chromatograph (Agilent, San Jose, CA) with a split/splitless 

injector fitted with a 0.75 mm i.d. (3.175 mm o.d., 79 mm long) deactivated fused SiO2 

liner (Restek) was coupled with an Agilent 5793 MS using electron ionization and 

quadrupole analyzer. The transfer line to the mass spectrometer was kept at 270°C for all 

experiments, and the mass spectrometer was tuned to scan over the 33-550 m/z range. 

The majority of experiments were conducted using a Restek Rtx®-5 column (5-10 m x 

0.1 mm x 0.4 µm), although some initial studies were conducted on similar 5% diphenyl-

95% dimethyl polysiloxane columns such as the J&W Scientific DB-5, 30 m x 0.25 mm 

x 0.25 µm column. A typical temperature program was as follows: hold at 65°C, then 
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ramp to 300°C at 30-33°C/min. This procedure was modified to reduce the 

chromatographic run times for studies whose focus was on DPA methylation (e.g., begin 

at 80°C, and ramp to 260°C). 

All experiments were conducted at a GC injection port setpoint of 290°C. This 

temperature was employed because another student had previously determined it to be 

optimal for obtaining maximum yields of spore Me2DPA using TMA-OH alone and 

because several hundred spore samples had already been analyzed at this temperature 

prior to the work in this dissertation. 

The inlet was run splitless for the first 1-2 min before the split vent was opened to 

purge the inlet with helium. The inlet pressure was held constant between 30-80 psig 

helium, depending on the column used and the purposes of the particular experiment. The 

typical flow rate at the initial column temperature ranged from 0.6 to 1.0 mL/min, as 

indicated by the instrument. For some experiments, the septum purge vent was purposely 

plugged so that the only point of exit for the sample would be the column. 

3.3.2 LC-UV-MS system 

DPA-containing samples (including mono- and diesters of the same) were 

separated and analyzed with an Agilent 1100 series liquid chromatograph system 

configured with a UV-Vis diode array detector and a time-of-flight mass spectrometer 

(TOF-MS). A Synergi 4 µm MAX-RP 80 Å 75 x 3.0 mm x 4 μm column was employed 

for separating DPA, Me1DPA, Me2DPA, and NB (nitrobenzene) using programmed 

solvent gradient LC-MS. The mobile phase was produced by blending HPLC-grade H2O 

and MeOH (each with 0.1% v/v trifluoroacetic acid) using the liquid chromatograph’s 
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binary pump according to the program summarized by Table  3-1. Total flow was 1 

mL/min, and injection volume was 10 μL. The column was kept at ambient temperature 

(21-23°C). UV absorbance from 250-350 nm was used to obtain chromatographic data, 

while the mass spectrometric data were collected from m/z 105 to 1000 to verify peak 

identity. 

 
 

Table  3-1. Liquid chromatographic conditions for analysis of DPA, Me1DPA, Me2DPA, and NB. 
Time 
(min) 

Vol. % 
MeOH‡ Comments 

-1.50 31 Pre-condition column 
0 31 Inject sample, begin data acquisition 

1.40 31 
Increased MeOH content to reduce retention times of 
Me2DPA, NB  1.42 73 

1.70 73 
1.72 51 Reducing MeOH to 51% before restoring it to 31% minimizes 

a solvent “ghost” peak that may obscure the NB signal 2.80 51 
2.82 31 Restore original column conditions 
5.00 31 End data acquisition 

‡Percentage is v/v; balance is H2O. 
 
 
 

Trifluoroacetic acid (TFA) performs two important functions: First, it protonates 

DPA and Me1DPA while they are in solution, preventing them from acquiring a negative 

charge. With a negative charge, they interact too strongly with the polar mobile phase and 

elute much too soon. Protonated, they are neutral and their interaction with the C12 carbon 

chains on the reversed phase column is greatly increased, resulting in the desired 

separation. Second, the presence of TFA assists in producing positively charged species 

in the electrospray ionization source, which is required for analysis of a sample by TOF-

MS in positive ion mode. 
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3.3.3 Thermogravimetric analyzer (TGA) 

A Perkin Elmer TGA 7 thermogravimetric mass analyzer was equipped with a 

controlled atmosphere cell through which He or N2 was flowed at approximately 100 

cm3/min (to flush away volatilized components). This TGA was coupled with a Perkin 

Elmer thermal analysis controller (Model TAC 7/DX). Heating and cooling were 

programmed via Pyris software (v5.00.02), with which data was also acquired.  

An empty, flame-cleaned platinum sample pan was weighed to zero the 

instrument, following which approximately 5-15 mg of sample was placed in the pan. 

Spores present as aqueous suspensions were first dried to constant weight at 80 or 90°C 

for at least 1 h. All samples (spores and chemicals) were heated via linear temperature 

ramps from room temperature to final temperatures up to 800°C (or lower) at experiment-

specific rates ranging from 10-200°C/min, following which the samples were cooled to 

room temperature. Percent weight loss as a function of temperature was then recorded. 

The platinum pan was cleaned between runs with solvent rinsings (water and acetone) 

and with a small butane flame. 

3.3.4 Volumetric liquid measurement  

Precision syringes (e.g., Hamilton GASTIGHT® and MICROLITERTM syringes) 

were used for accurate and precise measurements of a variety of liquid volumes. 

Thorough cleaning of the syringes between uses to remove residual materials and 

entrained air bubbles was accomplished by multiple rinsings in aqueous and organic 

media along with frequent replacement of the detachable needles. Syringes were adopted 

after micropipettes were deemed to be disadvantageous for at least two reasons: first, they 
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were quite irreproducible (especially when different solvents were used), and second, it 

was much easier to sequentially measure a variety of volumes using the syringe, while 

the same task required adjustment of a set screw in the micropipettes for each sample. 

3.3.5 pH Meter and probes 

Titration data were taken using an Oakton pH 510 bench top pH meter with 

automatic temperature compensation for pH. Two pH probes were used: either an Oakton 

WD-35805-10 single-junction, calomel reference pH electrode with an epoxy body or an 

all-glass Cole-Parmer Accumet 55500-00 Ag/AgCl all glass refillable electrode. The 

probes were calibrated at 5 points using different buffers: two Fisher Scientific certified 

buffers for pH 4.00 ±0.01 and pH 10.00 ±0.02 at 25°C); a Ricca Chemical Company pH 

7.00 ±0.01 at 25°C; a home-made pH 1.68 buffer consisting of 0.05 molal KH3(C2O4)2 

[380], made by combining equimolar amounts of oxalic acid (Spectrum Chemical 

Manufacturing Company, >98%) and potassium binoxalate (Fisher Scientific, 99.6%); 

and a home-made pH 12.45 buffer of saturated Ca(OH)2 (Sigma, >95%) in water [380]. 

3.3.6 Temperature measurement 

A stainless steel-clad, 240 µm o.d., 17 cm long type K thermocouple (Omega 

Engineering, Inc.) was employed to measure the temperature of the inlet of the Agilent 

6890 GC. The fiber-holding plunger of a Supelco® SPME assembly needle was removed 

and the thermocouple was installed in its place by inserting it through the compressed 

septum in the back portion of the brass hub-needle assembly (the septum prevents gas 

leakage through the back side of the assembly; see Figure  1-4 and Figure  2-3). The 
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needle was then held vertically and used to penetrate the GC inlet’s septum, with both the 

distance that the needle was inserted as well as the extent to which the thermocouple 

extended outside of the needle being recorded.  

The voltage generated by the thermocouple was read using a National Instruments 

NI cRIO-9211, 4 channel 24-bit thermocouple module that was interfaced to a personal 

computer’s USB connection via a NI USB-9161 USB carrier. The signal was then 

converted to a measurement in °C via a National Instruments LabVIEW code written for 

this purpose. The thermocouple signal was updated at 4 Hz (the maximum acquisition 

rate of the particular USB hardware employed). The thermocouple was moved upwards 

in 0.25 cm increments as the temperature was recorded when the temperature had 

stabilized to the nearest 0.1°C at each position. 

To ensure its accuracy, the thermocouple was calibrated against three other 

temperature measurement devices by installing all of them simultaneously at the same 

location inside a GC oven (Hewlett Packard 5890). These three devices included two 

standard laboratory thermometers (Fisher Scientific Fisherbrand® 14-985G and 15-041-

4E having operational temperature ranges of –10 to 400°C, and –10 to 200°C, 

respectively) and a Vaisala HMI41 humidity and temperature sensor equipped with a 

NIST-traceable HMP42 probe having a temperature measurement range of –40 to 

+100°C. 

The conditions of the inlet during measurement using the thermocouple alone 

were similar to those employed for the experiments: a 5 m x 0.1 mm x 0.4 µm column 

was installed, the oven was held at constant temperature of 50°C, the inlet pressure was 

fixed at 30 psig, the septum purge vent was blocked, and total He flow was 0.6 mL/min. 
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3.3.7 Microscopy 

Light microscopy (including phase-contrast mode) was performed with a Zeiss 

Axioskop 2 equipped with an AxioCam HRc digital camera or a Zeiss Axio Imager.A1 

with an AxioCam ICc1. Spore counting using the hemocytometer was accomplished with 

the latter at 400x magnification. 

Scanning electron microscopy (SEM) was performed using a Philips (now FEI) 

XL30 ESEM FEG. Samples were placed on electrically-conductive tape attached to 

microscope stubs, and the top surface was sputter-coated with gold using a Polaron 

E5300 freeze dryer with a sputter attachment. Further details regarding the conditions of 

the instrument are included in the SEM micrograph images. 

3.3.8 Coiled wire filaments 

Some initial studies utilized hand-wound coils of 100% Pt wire, although in most 

cases, coiled wire filaments (CWFs) for solids sampling of bacteria using GC were 

prepared by deflection coiling 90 µm o.d. Pt-Ir wires by Motion Dynamics Corporation 

(Fruitport, MI; www.motiondc.com). Pt-Ir was chosen because of its increased stiffness 

relative to platinum, which allowed for better control and reproducibility in the coiling 

process. This family of materials generally exhibits high strength and oxidation resistance 

[381]. The length of the coiled section was 1.2 cm, the coil outer diameter was 

approximately 360 µm, and the coil pitch was approximately 180 µm. A 0.5-cm straight 

“nib” was left on one end of the coil so that it could be inserted inside the empty socket 

of the Supelco® SPME assembly and mechanically held in place by compressing the 

socket against the nib with a DMC crimping tool (Orlando, FL; www.dmctools.com). 

http://www.motiondc.com/�
http://www.dmctools.com/�
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3.4 Procedures 

3.4.1 GC liner deactivation 

Two deactivation procedures were used to restore the passivation coating to used, 

contaminated fused silica liners, which differ only at the 7th step: 

Cleaning and deactivation protocol: 
1. Soak used liners in MeOH to assist removal of organics. 
2. Bake liner in air at 500°C for ~24 h. Heat and cool slowly (e.g., 1°C/min). 
3. After cooling, soak liner in 10 N NaOH for at least 1 h. 
4. Rinse off NaOH, then soak in 6 N HCl for at least 1 h. 
5. Rinse off HCl with HPLC H2O, then with HPLC MeOH. 
6. Dry liner at 110°C in GC oven. 
7. Immerse liner in 3:1:9 volume ratios of HDMS:TMCS:pyridine for 30 min 

(HDMS = hexamethyldisilazane, TMCS = trimethylchlorosilane), or 
Immerse liner in 1:9 volume ratios of HDMS:toluene + 1 vol% trifluoroacetic 
acid for 30 min. 
(Note: both procedures produce a white precipitate, which is normal.) 

8. Remove liner and rinse well with pyridine. 
9. Rinse with MeOH. 
10. Dry in GC oven at 110°C for 30 min. 

 

3.4.2 GC sampling 

The overall sampling protocol for gas chromatography generally involves mixing 

chemical reagents (and sometimes spores) in methanolic solution, applying a small 

volume of the solution to the CWF, allowing the solvent to evaporate at ambient 

conditions, and inserting the coil (protectively housed within a needle) inside the heated 

GC inlet, at which point the coil is re-extended from within the needle in order for 

volatiles to rapidly pass into the GC carrier gas and ultimately to the head of the column 

in which they were separated. 
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For the first step identified in the previous paragraph, addition of dissolved 

chemical reagents for both model compound and spore studies was conducted by careful 

measurement of liquid reagents of known concentrations using Hamilton GASTIGHT® 

and MICROLITERTM precision syringes. A constant volume of DPA-containing solution 

(or similar pelleted masses of bacterial endospores) were combined with reagents, diluent 

solvents, and internal standards (chrysene or pyrene) in amounts that were experiment-

specific. The mixing was accomplished using 0.5 dram glass vials (for model 

compounds) or 1.5 mL Eppendorf-type microfuge tubes (for spores) to make up a 

consistent total final volume ranging between 0.5 to 1.0 mL. 

A small volume of the sample(1-3 μL) was either placed drop-wise via a 

MICROLITER syringe onto the coiled wire filament, or the coiled wire filament was 

dipped inside the solution, resulting in the uptake of approximately 0.6-0.7 μL of 

solution. Following air drying (about 1 min for methanolic samples, and 10 min for 

aqueous samples with forced air blowing), the coiled wire was retracted inside the needle, 

and an injection was made. The retracted wire was inserted into the GC injector port 

(290°C set point), and the wire was immediately extended. The GC program was begun, 

and the wire was left in the injection port for 60 s. Following the injection, the wire was 

cleaned by rinsing in HPLC-grade water and by thermal cleaning in a Bunsen burner 

flame. 

Because many of the experimental results of this dissertation center around a 

“standard” or “reference” spore derivatization protocol (summarized in Table  3-2) that 

was developed by a peer, the protocol is covered in detail here. It involves a series of 

batch processes. First, 500 μL of 375 mM (2 vol%) sulfuric acid in methanol is added to 
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a sample of spores, which are suspended by agitation and/or physical dislodgment (Step 

1). Next, one min is allowed to transpire (Step 2). Then 200 μL of 2 M methanolic TMA-

OH·5H2O plus 100 μL of a methanolic internal standard (100 ppm chrysene or pyrene) 

are added (Step 3) and the mixture is re-agitated to re-suspend the spores.24 A small 

volume (< 1 μL) of the suspension is collected by the coiled wire filament (CWF) by 

capillary action and air-dried (Step 4), and finally heated to 290°C in the GC injection 

port for one min (Step 5). 

A single step version of this protocol was also explored (not illustrated in) in 

which all reagents were blended together prior to mixing with spores and were added to 

the spores (Step 1'). The mixture was then agitated (Step 2'), collected by the CWF 

(Step 3'), and injected into the heated GC inlet for 1 min (Step 4'). 

3.4.3 LC sampling 

Liquid chromatography is a very accurate and reproducible means for quantifying 

soluble compounds, particularly those with strong UV absorption behavior such as DPA 

(since it contains an aromatic ring). Published reports stated that boiling or autoclaving 

spores in acid quantitatively releases their DPA [303, 382, 383], so samples of spores 

(approximately 1x1010 mL-1) were transferred to capped test tubes and autoclaved at 15 

psi (~121°C) for 30 min in 3N (1.5 M) aqueous H2SO4. After cooling, the suspensions 

were clarified with a 0.2 μm pore size, 25 mm diameter Sartorius Stedim Minisart® 

cellulose acetate syringe filter with three 1-mL rinsings of the test tubes being passed 

                                                 
24 The time allowed to elapse between Step 3 and Step 4 is not considered significant. 
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through the filter. All liquid was transferred directly into 5 mL volumetric flasks. One mL 

of 1 mM nitrobenzene (NB; an internal standard) was added to the flask, and the 

remaining volume was made up with water to produce a solution of exactly 5 mL. A 

series of standardized concentrations of DPA (0.5 to 10 mM) plus NB were prepared in a 

similar manner for quantifying the unknown spore DPA concentrations. 

 
 

Table  3-2. Summary of events during the 5-step standard spore biomarker derivatization protocol. 
All species are dissolved in MeOH. 

Step # 
Brief description 
of event 

Chemical 
species 
identity 

Chemical species 
concentration 

Volume 
added 

Reaction 
“vessel” 

1 
Add methanolic 
sulfuric acid at 
room T 

H2SO4 (+ 
HMeSO4)‡ 

375 mM 
(=2 vol% H2SO4) 

500 μL 

 
(Vial or 

test tube)

2 Wait 1 min N/A N/A N/A 

3 

Add TMA-
OH·5H2O 

TMA-
OH·5H2O 2 M 200 μL 

Add internal 
standard 

Chrysene 
or Pyrene 

100 ppm m/v 
(0.44 or 0.49 mM, 
respectively) 

100 μL 

4 
Deposit sample 
on CWF and air-
dry 

N/A N/A ~1 μL 
subtracted 

 
(CWF) 

5 
Insert CWF into 
290°C GC inlet 
for 1 min 

N/A N/A N/A 

‡ HMeSO4 is formed by the slow methylation of H2SO4 in acidic MeOH.  
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4 MODELING AND DESIGN OF EXPERIMENTS 

This chapter presents the computational methods employed in the body of this 

dissertation. The models include entirely predictive ones with no supporting data (e.g., a 

simple model of the wire heating rate), deterministic models that utilize experimental 

kinetics data for describing first-order reaction rates (e.g., DPA methylation, Me2DPA 

hydrolysis, and H2SO4 methylation), and models that connect arbitrary functions with no 

known fundamental basis (but that nonetheless work well) to sets of data (e.g., titration 

curve behavior and Me2DPA yield from spore DPA as a function of a TCM reagent 

mixture’s composition). 

4.1 Wire heating model 

Equations ( 4-1) through ( 4-4) summarize the equations associated with the 

“lumped capacitance” model, which predicts how rapidly a small body initially at one 

temperature heats or cools when placed in a fluid of a different temperature. In Eq. ( 4-1), 

( )tT  is the temperature of the solid body as a function of time, ∞T  is the external fluid 

temperature, and iT  is the initial solid temperature (all in units of °C or K). t  is time and 

tτ  is a thermal time constant (both in s).  

 ( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−⋅−+= ∞∞

t
i

tTTTtT
τ

exp  ( 4-1) 
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tτ  [Eq. ( 4-2)] is comprised of a component describing resistance to convection, 

tR  (K/mW or K·s/mJ), and a lumped thermal capacitance component, tC  (mJ/K). 

Computation of tR  [Eq. ( 4-3)] requires values for the convective heat transfer coefficient 

( h , usually W/m2/K, but here, mW/mm2/K) and external surface area available for heat 

transfer ( sA ). Estimation of tC  [Eq. ( 4-4)] incorporates density ( ρ , in mg/mm3), heat 

capacity ( pc , in mJ/mg/K), and total solid volume of the wire ( wirev , in mm3). Thus, the 

higher the values for h  or sA  or the lower the values of ρ , wirev , or pC , the more rapid 

the heating by convection, and vice-versa. For example, the heating rate decreases in the 

order: quartz (fused SiO2) > Ag > Pt > Ni ( tC  values of 0.55, 0.86, 1.01, and 1.41 mJ/K, 

respectively). 

 ttt CR ⋅=τ  ( 4-2) 
 

 
s

t Ah
R

⋅
=

1  ( 4-3) 

 
 pwiret CvC ⋅⋅= ρ  ( 4-4) 

 

4.2 First-order kinetics reaction models 

In Sections  2.2.3.1.2 and  2.2.3.1.4, the rate laws for first-order forms of rate 

equations were given for acid-catalyzed methylation of carboxylates and base-promoted 

hydrolysis of those esters. Data on the rate of these reactions obtained as described above 

were fit to first-order models by minimizing sum of squared errors using Microsoft 

Excel’s solver. Mathcad was also employed as a means for computations involving 
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prediction of reaction rates at various conditions. Because these methods and tools are 

generally well-known they are not covered in further detail here. 

4.3 Finding inflection points in titration curves 

Inflection points in titration curves for both acid- and base-titrations were found 

by fitting Eq. ( 4-5) to pH vs. volume titrant data. The predicted pH ( predpH ) is a function 

of the experimental volume ratio of titrate/titrand added (α ), the fitted volume ratio at the 

inflection point ( inflectionα ), the pH at inflection ( inflectionpH ), and four polynomial 

coefficients ( iβ ). The model’s parameters (italicized) were found using Microsoft 

Excel’s solver to minimize the sum of squared error between the measured pH and 

predpH . 

 ( )( )[ ]
titrand

titrant
4

1

12
ipred v

v
α  where,αpH

1

=−+= ∑
=

− −

i

i
inflectioninflection αpH β  ( 4-5) 

4.4 Ionic mixtures experimentation 

4.4.1 Introduction to mixtures 

Arguably the best-known approach to DOE is factors analysis using factorial 

designs [384]. This method is often utilized since varying factors at different levels is 

easy to implement. A similar approach to DOE is experiments with mixtures [27], 

hereafter referred to as MDOE (mixtures DOE). MDOE is appropriate for studies of 

systems that consist of two or more physical components with at least one quantifiable 

property that can be additively combined (e.g., mass, moles/number, volume, 
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concentration). For clarity, the property of the ith species is denoted as ip . Individual 

components of a mixture contribute to the sum total property, totp  [Eq. ( 4-6)].  

 ∑
=

=
n

j
jtot pp

1

 ( 4-6) 

 
The resultant mixture fraction (mass fraction, mole/number fraction, volume 

fraction, concentration fraction) is referred to as ix  [Eq. ( 4-7)]. 

 
tot

i
i p

px = , { }10: ≤≤ℜ∈ ii xx  ( 4-7) 

 
For example, say a mixture of apples (i = 1), oranges (i = 2), and pears (i = 3) 

contains 5 ( 1p  = 5), 2 ( 2p  = 2), and 3 ( 3p  = 3) items, respectively, giving 10 total fruit 

objects ( totp  = 10). The number fraction of each fruit therefore becomes 1x  = 0.5, 2x  = 

0.2, and 3x  = 0.3. 

In vector/matrix notation, all ix  and ip  are together represented by the n-element 

vectors x  and p , respectively [Eq. ( 4-8)]. 

 ( ) px 1−= totp , nℜ∈x , 0≥ix  x∈∀ ix , 1
1

=∑
=

n

i
ix  ( 4-8) 

 
The fact that the constituents of x  sum to one indicates that only n – 1 ix  values 

may be chosen independently (n – 2 in the case of mixtures of n distinct charged ionic 

species where their charges must sum to zero; see  Appendix A for details). Experimental 

design and modeling is appropriately done using an n – 1 (or n – 2) independent subsets 

of x , the subset hereafter being referred to as χ  (note x  is easily recovered from χ ). 

One or several response variables, y  (e.g., one or more peak areas of a chromatogram), 
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may be modeled as a function of χ , although some experimentally- or theoretically-

determined parameters, β  (often written as β̂  if they are estimated from the data, though 

here, *β  is used to indicate a best-fitting parameter set), must be supplied to the model. 

Eq. ( 4-9) is a nondescript representation of a predictive model.25  

 ( )βχy ,f=  ( 4-9) 
 

The right hand side of Eq. ( 4-9) is often chosen to be linear in β  because this 

form is easy to handle numerically when solving for *β  that make the model match the 

data, y , most closely. However, even nonlinear functions of β  may be fit to data using 

suitable numerical methods to minimize the errors between y  and ( )βχ,f . 

For clarity, Eqns. ( 4-10) and ( 4-11) give example linear and non-linear functions, 

respectively. Note that a linear function (in the parameters β  and not necessarily in the 

independent variables χ ) possesses the property ( ) ( ) ( )βχαχβαχ ,f,f,f +=+ , while a 

nonlinear one does not. 

 2514
2

23212
2

110 χβχβχβχχβχββ +++++=y  ( 4-10) 

 

 ( )2413210 exp21 χβχβχχβ ββ +=y  ( 4-11) 

 
Because x  is obtained by dividing p  by some total quantity directly associated 

with p , it only contains information about the intrinsic properties of the system. To 

recover the n values of p , n – 1 values of x  (or n – 2 values in charge-balanced systems) 

                                                 
25 Sometimes, one or more process variables, z  (e.g., temperature, pressure, time, and so forth) are also 
included in the predictive model (not considered in this dissertation), making Eq. ( 4-9) of the form 

( )zβχy ,,f= . 
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must be specified along with some extrinsic quantity relating to p  (i.e., totp  or one or 

more values of ip ). Further details are given in  Appendix A. 

4.4.2 Fundamental existence theorem and model optimization 

The basic problem of optimization theory is: Given a set26 S  and a real-valued 

function f  defined on S , is there an element *s  in S  such that ( ) ( )ss ff * ≤  [or 

( ) ( )ss ff * ≥ ] for all Ss∈ ? If so, what is *s ? [385]. In this dissertation, two general 

categories of optimization problems are encountered, labeled as I and II in Table  4-1. In 

I, the best-fit parameters, *β , are found (from the set βS ) that make the predicting 

function, ( )βχ,f  (the “model”), best match some observed response variable, y  

(Me2DPA yield), using the experimental conditions, χ  (e.g., mixture/mole fractions or 

concentrations), as independent variables for the model.27 The second problem, II, comes 

after I and involves finding the value(s) of χ  (from the set χS ) that maximize ( )*,f βχ . 

In many statistical models, both β  and the form of the equation ( )βχ,f  possess no 

direct physical meaning; that is, they are not derived from a fundamental basis. Instead, 

the following approach to modeling is pursued: A guess is made to the form of ( )βχ,f , 

the model is “fit” to data by determining the best β  values ( *β ), and the possibility that 

                                                 
26 In mathematics, a set is a collection of objects (usually numbers) that possess a given property. The set 
may be finite (e.g., integers from 1-5) or infinite (e.g., all possible numbers on the interval [0,1]). The set 
involved in mixtures experiments possesses an infinite number of elements since many possible values of 

desx  may be chosen. 

27 Note χ , referred to as “ desχ ” in  Appendix A, is the n – 2 set of mathematically-independent elements of 
the n-element x  (“ desx ” in  Appendix A). 
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random error may explain the results better than the fit is evaluated. The model is finally 

evaluated by comparing its predictive power against new data or observations that were 

not employed in finding *β  and revised if necessary. In addition to providing predictive 

power, if the model and its parameters are deemed to be statistically significant, they may 

provide insights into the mechanics of a physical process. 

4.4.3 Experimentation with ionic mixtures 

The composition of chemicals (usually salts) that are co-introduced with spores or 

pure DPA into the heated GC inlet using the CWF influence greatly the percent 

conversion to Me2DPA. The key objective of the “mixture” experiments conducted for 

this dissertation is to determine the “best” relative proportions of chemicals present in the 

methylating mixture. This objective is pursued via the three key steps according to the 

approach described in Section  4.4.2. First, the chemicals in the mixture are systematically 

varied by changing the volumes of “stock” reagent solutions that are combined to make 

an “aggregate” solution from which a small portion is sampled by GC-MS using the 

CWF. Second, the components of this aggregate solution are used as independent 

variables upon which a model of the response (Me2DPA yields) is constructed. Finally, 

the model is validated by further experimentation. 

The overall mixtures approach pursued in this dissertation is similar to work 

already published on mixture studies involving plant growth and ionic solutions [28-34]. 

However, because the author’s approach had already been developed and documented by 

the time he became aware of this prior work, his equations, nomenclature, and 

organization were kept in their original form, all of which is given in detail in  Appendix 
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A. There, the information coverage is quite different from the other publications on the 

subject, going into greater depth in some areas. For example, the equations that convert 

solution concentrations to ionic mixtures and vice-versa are derived and explained, as is 

the use of convex multipliers to select experimental design points. 

 
 

Table  4-1. Two major types of optimization problems for this dissertation. 

 
Optimization problem type I: 
Find best-fitting parameters 

Optimization problem type II: 
Optimize a process 

Target/ 
objective 
function 

( ) ( )[ ]∑
=

−=
n

i
iiy

1

2,fg βχβ  

(i.e., “least-squares” 
optimization using observed 

data) 

 
(e.g., a rate law expression or an 

arbitrary function selected to 
model a response) 

Desired 
outcome 

Find *β  from experimental data 
sets of { }iχχχΧ K,, 21=  and 

{ }iyyy K21,=y  

Find the highest (or lowest) 
possible value of y  via ( )*,f βχ  

Methodology 

Minimize ( )βg  by finding *β  
such that ( ) ( )ββ gg * ≤  for all 

possible values of β  for which 
( )βg  is defined. 

Maximize ( )*,f βχ  by proper 
selection of *χ  such that 

( ) ( )*** ,f,f βχβχ ≤  for all values 
of χ  for which ( )*,f βχ  is 

defined. 

Numerical 
approach 

Use linear or nonlinear least 
squares 

Solve ( ) 0βχχ =∇ *,f , and/or 
examine the points on the 

boundary of the domain of x . 
Ensure that the result is a 

maximum by performing a 
second derivative test. 

 
 

4.4.4 Assumptions for mixtures of ions 

Six key assumptions about solutions of ions are made for designing mixtures 

experiments around ionic FCs. 
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Assumption #1. All thermodynamically-favored solution behavior (association 

kinetics, acid-base neutralizations, etc.) is fast and reproducible. Thus, any permutation 

on the order of addition will produce the same final salt complexes. Precipitation of 

chemicals from solution as the solvent is evaporated (driven by higher salt 

concentrations, cooler temperatures, and random factors that seed crystallization) occurs 

with reproducible results.  

Assumption #2. Other than dissociation and reassociation/crystallization, no 

chemical reactions of FCs in solution or in the solid state on the CWF occur until heating 

in the GC inlet (i.e., the reagents are stable until heated). The key challenges to this 

assumption involve the reactivity of OH– and MeSO4
–. Long-term storage or direct 

exposure of OH–-containing reagents to CO2 (present in the atmosphere) produces 

carbonates [Eqns. ( 4-12) and ( 4-13)] [243, 295, 386-388].  

   2COOH +−   +− + HCO 2
3  ( 4-12) 

 

   2COOH2 +−   OHCO 2
2

3 +−  ( 4-13) 

 
However, because the reagents are generally kept in sealed containers and since 

OH– is exposed directly to air only for short durations of time while measuring reagents, 

opening vials, and evaporating away solvent on the coiled wire filament, it is assumed 

that OH– remains unaltered. 

Methyl sulfates are known to slowly hydrolyze according to Eqns. ( 4-14), ( 4-15), 

and ( 4-16) in neutral, basic, and acidic solutions, respectively. Of these, acid-catalyzed 

hydrolysis is the fastest [389, 390] [recall the reverse of Eq. ( 4-16) is what produces 

HMeSO4 from H2SO4 in the first place]. 
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Other nucleophilic methyl transfer reactions that prematurely de-methylate 

MeSO4
– may occur in solution at room temperature [273]. However, in the present case 

Eqns. ( 4-12)-( 4-15) are presumed slow enough to be neglected for IMDOE given the 

short time that MeSO4
– resides in solution in the presence of high concentrations of OH–. 

A rough estimate using published kinetics parameters reveals that the initial rate of 

hydrolysis/methyl transfer in solutions containing sub-molar concentrations of MeSO4
– in 

water are at most on the order of 10 μM/s at room temperature (this value is based on 

transfer of the Me group from MeSO4
– to trimethylamine). In other cases (including acid 

hydrolysis), the rates are 2-3 orders of magnitude lower at the same concentrations, so 

such reactions should only be significant at high temperatures and possibly as solvent is 

evaporated from the wire, which greatly concentrates all dissolved species. Hydrolysis of 

HMeSO4 via Eq. ( 4-16) is not applicable since the significant amounts of water required 

for this reaction are only present after the addition of base, which effects a slower 

hydrolysis [Eq. ( 4-15)]. 

           OHMeSO 24 +−   MeOHSOH 2
4 ++ −+  ( 4-14) 

 
 −− +OHMeSO4   −+ 2

4SOMeOH  ( 4-15) 
 

 +++ H  OHHMeSO 24   +++ HSOHMeOH 42  ( 4-16) 
 

Assumption #3. The solvent behaves as a neutral spectator both pre- and post-

drying, acting only as a dispersing/solubilizing medium. Complexes formed between salts 

and one or more solvent molecules such as hydrates or methanolates are assumed to be 

chemically inert. Consequently, solvent composition and amount is not considered in 

these experiments. In reality, reactions of salts and analytes with solvent molecules may 
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occur in solution, the solvent influences the solubility of certain species, and residual 

solvent (particularly the small, polar, hydrogen-bonding water molecules [391], and 

possibly MeOH under anhydrous conditions [392]) is incorporated inside the air-“dried” 

salts. Many salt compounds that may be employed or produced form stable hydrates 

(TMA-OH·5H2O, CaDPA·3H2O [376, 393, 394]), are hygroscopic (e.g., Na2SO4, H2SO4), 

and are even deliquescent (e.g., NaOH, TMA2CO3 [295]). Thus, the solvent identity and 

drying effects may alter the chemical identity and morphology of the precipitated salts 

[324]. Formation of hydrate/methylate compounds is a potential source of variability in 

pyrolysis products [279, 283] and premature reagent decomposition, although the 

presence of polar solvent may produce positive effects (e.g., solute penetration into the 

spore core is more rapid at higher water activity [325], probably because water solvation 

assists transport and association/dissociation of ionic species). The role of the 

hydrate/methylate compounds is addressed again in Sections  5.4 and  5.5. 

Assumption #4. The H+/OH– (or H+/MeO–) pair combines rapidly in a 1:1 ratio 

to form H2O (MeOH), permanently “annihilating” each other to the extent that the 

species of lesser concentration is consumed and the residual H+ or (OH– + MeO–) 

remain in solution.28 Autodissociation of protic solvents is ignored since it is reversed 

when the solvent evaporates on the wire at ambient conditions. 

Assumption #5. Methoxide ( −MeO ) completely converts to hydroxide ( −OH ) 

during solvent evaporation since (1) the reagents already possess substantial quantities of 

                                                 
28 The notation “H+” is technically inaccurate, for in a chemical mixture H+ is always bound to (i.e., shares 
electrons with) some other element or molecule. For example, in aqueous (H2O) or methanolic (CH3OH) 
solutions, H+-solvent structures such as the respective H3O+ and CH3OH2

+ oxonium ions (and even more 
complex structures) form. 
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water if TMA-OH is supplied as a pentahydrate, (2) evaporation of the already 

hygroscopic MeOH cools the solvent to temperatures below water’s dew point, 

promoting H2O condensation during evaporation [289], and (3) MeOH is more volatile 

than H2O,29 which drives Eq. ( 4-17) towards −OH  [242]. 

 MeOHOH +−   −+MeOOH2  ( 4-17) 
 

Assumption #6. The solutions are ideal in how they mix together; in other words, 

the change in total volume upon mixing, mixvΔ , is assumed to be negligible and so the 

total volume of the aggregate solution is exactly equal to the sum of all the stock solution 

volumes that comprise it. This assumption is justified because the maximum volumetric 

shrinkage of binary mixtures of H2O and MeOH is –3.6 vol% and occurs at about 40 

vol% H2O. At lower water content it is less (e.g., -2 vol% at 15 vol% H2O) [396]. 

4.4.5 Designing mixture experiments with ions 

The above discussion as well as  Appendix A summarize the derivations of 

important equations used for the design of experiments with mixtures for ions (IMDOE). 

In  Appendix A it is shown how the mixture composition, desx  (des = design), of all (or 

some subset) of the ions in the aggregate solution may be computed once the 

concentrations, 0c  (e.g., mM), and volumes, 0v  (usually in μL), of the blended stock 

solutions are known.30 This is referred to as the “top-down” approach. 

                                                 
29 Note: a methanol-water azeotrope does not form [395]. 
30 Although contrary to the engineering convention of using uppercase for concentration and volume (i.e., 
C0 and V0), lowercase letters are employed here because they represent 1-dimensional vectors, each of 
which represents a collection of concentrations or volumes. 
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Also in  Appendix A are given equations, methods, and justifications relevant to 

the “bottom-up” approach, where 0c  and 0v  are computed from desx  and other 

information. The bottom-up approach is very important because it is the means for 

designing mixture experiments using ions. However, it is an involved process because (1) 

mixtures of ions require that charge balance requirement be met (i.e., unlike neutral 

species, the relative amounts of ions may not be arbitrarily chosen); (2) information in 

addition to desx  must be provided to compute the volumes and/or concentrations of the 

“stock” solutions that are blended to form the mixture; and (3) additional constraints on 

concentrations of or ratios between specific ions may be specified by the experimenter. 

Constraints on mixtures are dealt with by invoking mathematical convex set 

theory, which involves the identification of extreme points from which any possible 

experimental design point (ion combination) may be exactly identified. A formal 

definition of an extreme point is given in  Appendix A, although for practicality and 

simplicity here it is conveniently considered a binary combination of one cation with one 

anion in a numerical combination where the net charge is zero, which usually may be 

obtained simply by using one single stock solution to produce the aggregate solution. The 

most relevant exception is when Brønsted acid-base neutralizations occur between solutes 

in two stock solutions to form a “neutral” salt (nonacidic or nonbasic) plus H2O or 

MeOH. In these cases, a pair of stock solutions—one acidic and the other basic—must be 

conceptually combined to obtain an extreme point.31  

                                                 
31 For example, NaOH and HCl may be combined in a 1:1 ratio to yield NaCl. Although four ions (Na+, H+, 
OH–, and Cl–) are blended, only two (Na+ and Cl–) end up as mixture components since the OH– and H+ 
irreversibly neutralize one another to form water. 
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Two examples illustrate these points. First, use of only TMA-OH gives +TMA
x  = 

−OH
x  = 0.5 and addition of only Na-OH gives +Na

x  = −OH
x  = 0.5 (see Figure  4-1). 

Although the two solutions may be blended at any volumetric combination, being the 

only anion −OH
x  remains constant at 0.5, while the fractions of TMA+ and Na+ each vary 

continuously (though not independently) on the interval [0,0.5]. This set of any 

physically realizable combination of TMA+-Na+-OH– is shown as a line (qr) in a ternary 

mixture diagram (Figure  4-1), where q and r are extreme points between which any 

possible combination of ions may be realized. Although a ternary mixture, this system 

possesses only one degree of freedom since two were “lost” due to the mixture constraint 

equation (sum of the mixture components must be one) and the charge balance constraint 

equation (sum of charges must be zero). 

For a given set of reagents, each set of ion combinations that constitutes an 

extreme point comprises a single row of what is called the convex hull matrix, Ξ  (see 

 Appendix A for further discussion). For the TMA+-Na+-OH– system, the convex hull 

matrix is  

 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=

−++

5.05.00
5.005.0

OHNaTMA
Ξ . ( 4-18) 

 
Since an abundance of H+ consumes OH– (and vice-versa), Ξ  must be constructed 

either in an “acidic” form or a “basic” one. If an “acidic” design is intended, the reagents 

are combined in a manner that gives only neutral or acidic mixtures. In such a case, Ξ  

[e.g., Eq. ( 4-18)] does not possess a column representative of OH–. If a “basic” design is 

pursued, only neutral or basic mixtures (excess OH–) result and no “H+” column is 
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included. All studies in this dissertation are “basic” designs, with the fraction of OH– ≥ 0 

(since OH– is the active thermochemolytic component) and thus H+ always is 0. 

 

OH–

TMA+ Na+

q r

 
Figure  4-1. Ternary diagram of the TMA+-Na+-OH– system. 

 
 
 

The second example involves the quaternary mixture TMA+, Na+, OH–, and 

MeSO4
–. In a tetrahedral plot, the set of possible combinations of these ions is a two-

dimensional surface (square qrst in Figure  4-2). The corners of square qrst are extreme 

points (i.e., rows of Ξ  in Eq. ( 4-19)) and are binary combinations of oppositely-charged 

ions (TMA-OH, NaOH, TMA-MeSO4, and NaMeSO4). This second example illustrates a 

case where acid-base neutralization reactions may be important. Although the indicated 

mixture is intended to be neutral or basic, MeSO4
–-containing mixtures may be produced 

by adding pure TMA-OH, NaOH, TMA-MeSO4, and/or NaMeSO4 salts directly as well 

as by combining HMeSO4 plus TMA-OH and/or NaOH in amounts such that the H+ from 

HMeSO4 is neutralized. 
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Figure  4-2. Quaternary diagram of the TMA+-Na+-OH–-MeSO4

– system. 
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Any single experimental design point, desx , may be specified by a convex 

multiplication of Ξ  with a convex multiplier vector, η  [Eq. ( 4-20)]. η  possesses two key 

properties: its elements sum to one and no element is ever less than zero. Thus, convex 

multipliers are essentially linear weighted averages of the extreme points that interpolate 

between them. 

 Ξηxdes
T=  ( 4-20) 

 
Although a single value of desx  may be computed from 1-dimensional vector η , 

entire sets of experimental points (denoted by the matrix desX ) may be produced by 

multiplying Ξ  by Η  (capital eta), which is a matrix of η’s [Eq. ( 4-21)]. Each row of 
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desX  is a single desx  (represents a single mixture of ions), and each column of Η  is a 

single unique convex multiplier vector, η . 

 ΞHXdes
T=  ( 4-21) 

 
Eq. ( 4-21) serves as the basis for all mixtures experiments that are presented in 

this dissertation.  Appendix A gives some example Ξ  and Η  matrices along with visual 

representations of desX  obtained by Eq. ( 4-21) to illustrate some patterns that may be 

produced by this procedure.  

4.4.6 Advantages of mixtures experiments 

The use of mixtures provides an alternative—and often advantageous—

perspective for describing the properties of any aggregate for the following reasons. First, 

many optimization problems depend only on intrinsic properties (e.g., the best tasting 

fruit punch or the optimal gasoline blend to achieve a desired octane [27]), the net 

quantity being irrelevant. Second, numbers given as mixture fractions x  (i.e., 

percentages) are often more directly indicative of fundamentals than are absolute 

numerical values and may be more simple to grasp intuitively. Furthermore, the 

parameterization of the total amount of a quantity, totp , being a single number, is easier 

to remember and more straightforward to work with than is a collection of many absolute 

numbers. In other words, while the n values of p  are have no mathematical upper limit 

(although they may have a physical one), the n values of mixture components x  are 

always found either on [0,1] or some smaller subinterval thereof, making the 

experimental design space numerically consistent. Only one value, totp , is on the large 
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unbounded interval (0,∞). Third, because a mixture is described using one fewer 

dimension (i.e., degree of freedom) than the number of components present, an additional 

dimension is available for visual presentation of response data ( y ) and/or functions 

describing them [Eq. ( 4-9)] (i.e., where n ≤ 4), thereby allowing easy visualization of 

trends and relationships within the mixture’s “substructure.” Fourth, the ability to 

represent information using one fewer dimension facilitates analysis of relationships 

between constituents of x  by mathematical and visual interpolation. 

The third and fourth advantages are illustrated by pointing out several common 

examples of plot types familiar in chemistry and engineering. The composition of a two-

component system is described using a one-dimensional line, which may become an 

abscissa for an x-y plot, the y coordinate then being available as an ordinate to record a 

response or property (e.g., a binary phase diagram). Similarly, a three-component 

(ternary) system may be described using a two-dimensional equilateral triangle, the space 

within the triangle providing a region for making contour plots, or alternatively, the 

“extra” third dimension (i.e., direction perpendicular to the plane defined by the triangle) 

being used to represent the magnitude of the response. A four-component system is 

visualized via a three-dimensional tetrahedron. Data obtained using such a system may be 

represented as contour surfaces within the tetrahedron, or they may be indicated by 

points/spheres of different colors, sizes, transparencies, etc. 

These advantages are quite applicable to mixtures of ionic compounds, although 

in such situations the ions belonging to the mixture, not their precursors, are the 

chemically active species. For example, dissolving equimolar quantities of NaOH, TMA-

OH, and H2SO4 in water produces a solution with the exact same ionic composition as 
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does adding the same quantity of TMA-NaSO4 salt. Also, combining NaCl and TMA-OH 

is the same as combining NaOH and TMA-Cl. Once these ionic dissociations and 

neutralizations are accounted for, the IMDOE approach to DOE can be used to design 

experiments and model response data. 

4.4.7 Drawbacks of mixtures experiments 

The line, equilateral triangle, and tetrahedron are examples of 1-, 2-, and 3-

dimensional simplexes (essentially n-dimensional analogs of an equilateral triangle) and 

thus allow for easy visualization of 2-, 3-, and 4-component mixtures, respectively.32 

However, the most common and straightforward means for plotting data and functions is 

via two- and three-dimensional Cartesian coordinate systems. Thus, one hurdle that must 

be overcome in the design and analysis of mixtures is to produce a method of plotting 

data within a simplex. Derivations for converting 3- and 4-component mixtures into 2- 

and 3-dimensional plots using Cartesian coordinates are presented in  Appendix B.  

Although mixtures are readily interpreted visually, the design and analysis of 

mixtures experiments is more complicated than factorial designs. Mathematically, 

constructing a mixture means that one degree of freedom is lost (two degrees of freedom 

with ionic mixtures), which must be accounted for in the statistical analysis [27]. Also, 

customized experimental designs require additional manipulations of the dependent and 

response variables, necessitate special plotting software or techniques, and demand an 

                                                 
32 Visual representation of simplexes of higher dimensions (and thus mixtures of 5 or more components) is 
not straightforward, requiring projections into two- or three-space. Specific sub-plots may be generated to 
capture trends within data sets having dimensions ≥ 5. Mixtures of any dimensionality are readily described 
mathematically.  
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overall general knowledge of the underlying methods to be done properly. Such is the 

case for MDOE around the ions that make up a salt blend (e.g., TMA+, Na+, OH–, and 

MeSO4
–), where an additional special constraint exists due to the physical requirement 

for charge neutrality. 

4.5 Computational methods for optimization 

Both linear and nonlinear regressions on the percent yield of Me2DPA data as 

functions of reagent mixture composition were utilized. For both cases, the R statistical 

package was employed (available gratis at www.r-project.org). Linear regression was 

performed with R’s lm function, and nonlinear regression by the nls function using the 

Port algorithm that employs an established code generally known as NL2SOL [397, 398], 

which relies on a variation of Newton’s method. Mathcad was used for numerical 

derivatives and other more trivial computations, including finding derivatives and 

plotting data and functions. 

 

http://www.r-project.org/�
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5 DPA BEHAVIOR IN ACIDIC AND BASIC METHANOL 

In Section  3.4.1, an overview of the reference protocol for biomarker 

derivatization was given as a 5-step process. In the present chapter, the behavior of DPA 

during Steps 1-4 are examined in greater detail since during these steps, DPA is in a 

solvent (methanol + water) that may effect both methylation and hydrolysis. The rates of 

each of these reactions are measured and the significance is discussed. 

The conditions prevailing during Steps 1-2 and Step 3 are given in Table  5-1 and 

Table  5-2, respectively (because these tables are referenced extensively in the present 

chapter and because many of the values contained therein are the results of computations, 

they are included here rather than in Chapter  3). From these tables, it is important to note 

that a substantial amount of water is introduced by the reagents, spore samples, and 

methylation reactions of DPA and H2SO4 in MeOH [Eq. ( 5-1)]. It is also relevant that the 

acidity of H2SO4 in stoichiometric excess MeOH slowly decreases with time to half its 

original strength due to Eq. ( 5-1), which also produces water. 

 H2SO4 + MeOH  HMeSO4 + H2O ( 5-1) 
 

The change in acidity caused by this reaction produces two effects. First, the 

acidity of the solutions during Steps 1 and 2 decreases with time, and second, the 

concentration of base after TMA-OH addition at Step 3 is higher the greater the 

conversion to HMeSO4. Since total amounts of H+/OH– and water are very influential on 

the reaction chemistry, these details must be taken into account for modeling. 



 

 

 
 
 

Table  5-1. Description of protocol for Steps 1-2 (500 μL of 2 vol% H2SO4 in MeOH added to spores). Total liquid volume is between 500–550 μL, 
depending on spore water content. 

Chemical source (I) 

Chemical
species 
(II) 

Original 
design 
conc. (III) 

Actual concentrations 
DPA model study (and dry spores) 
(IV) Wet spores§ (V) 

H2SO4 (18.8 M pure) 
CofA† for stock: 4 wt% H2O 
(4.1 M H2O + 18.0 M H2SO4) 

+H
C * 750 mM 

(as H2SO4) 
360-720 mM‡,*  
(360 mM catalytically “active”)$  

330-660 mM‡,* 
(330 mM “active”)$  

−2
4SO

C  375 mM 0-360 mM‡,*
  0-330 mM‡,* 

−
4MeSO

C  0 mM 
0-360 mM‡,*  
= 360 mM – −2

4SO
C  

0-330 mM‡,* 
= 330 mM – −2

4SO
C  

H2O (55.5 M pure) OH2
C  0 mM 

82 mM (from “stock” H2SO4) + 
−

4MeSO
C ‡,* + DPAMe1

C  + 2 DPAMe2
C  

(up to ~460 mM) 
(~300 mM nominal) 

5.1M (from spore pellet) 
+ 0.5 M (from sources 

indicated in column IV) 
(~5.4 M nominal) 

MeOH (24.7 M pure) MeOHC  24.7 M ~24.6 M ~22.3 M 
§ Except for H2O, concentrations are lower in column V than those in column IV because of the H2O addition from the wet spore pellet. 
‡ Except for H2O, lower concentrations are reported in columns IV and V than in III because the “stock” H2SO4 contained about 4 wt% H2O. 
* The actual concentrations of H2SO4 and HMeSO4 are dependent upon the degree of methylation of H2SO4 (unknown for this study since it predated knowledge 

of the H2SO4  HMeSO4 conversion reaction). 
$ See footnote 35. 
†
 CofA = Certificate of Analysis. 
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Table  5-2. Description of protocol for Step 3 (300 μL total volume of TMA-OH + internal standard added to mixture from Steps 1-2). Total liquid 
volume is between 800–850 μL, depending on spore water content. Table notes continued on next page. 

Chemical source (I) 
Chemical 
Species (II) 

Original design 
conc. (III) 

Actual concentrations 

Dry spores (IV) Wet spores§ (V) 
Me2DPA model study# 
(VI) 

H2SO4 (18.8 M pure) 
CofA† for stock: 4 wt% H2O (4.1 M 
H2O, 18.0 M H2SO4) 

−2
4SO

C  234 mM 0-225 mM‡
  0-212 mM 0 mM 

−
4MeSO

C  0 mM 
0-225 mM‡  
(225 mM –

−2
4SO

C ) 
0-212 mM 
(212 mM –

−2
4SO

C ) 166 mM 

TMA-OH·5H2O (2 M in MeOH) 

+TMA
C  500 mM 500 mM 471 mM 500 mM 

baseC *,$  

(
−OH

C )◊ 
32 mM$  
(0.63 mM)◊ 

50-275 mM*,$  
= 275 mM –

−2
4SO

C  

(1.1-6.1 mM)◊ 

47-259 mM*,$  
= 259 mM –

−2
4SO

C  

(2.1-11.7 mM)◊ 

334 mM 
(14.4 mM)◊ 

H2O (55.5 M pure) OH2
C  

2.50 M 
(from 
TMA-OH 
pentahydrate) 

2.50 M (pentahydrate) 
+ 51 mM (stock H2SO4) 
+ 225 mM (HMeSO4 
formed + H+ neutralized) 
– DPAMe1

C  –2 DPAC  (H2O 

consumed during hydrolysis 
of Me2DPA) 
(~2.8 M nominal) 

3.27 M (from spores) 
+ 2.35 M (pentahydrate) 
+ 48 mM (stock H2SO4) 
+ 212 mM (HMeSO4 formed 
+ H+ neutralized) 
– DPAMe1

C  –2 DPAC  (H2O 

consumed during hydrolysis of 
Me2DPA) 
(~5.9 M nominal) 

2.8 M (deliberately added) 
+ 2.4 M (pentahydrate) 
+ 38 mM (stock H2SO4) 
+ 332 mM (HMeSO4 
formed + H+ neutralized) 
– DPAMe1

C  –2 DPAC  (H2O 

consumed during hydrolysis of 
Me2DPA) 
(5.6 M nominal) 

MeOH (24.7 M pure) MeOHC  ~23.6 M ~23.5 M ~22.1 M ~22.2 M 
§, ‡, † See notes in Table  5-1. 
* The basic strength of the final solution after TMA-OH addition varies within these ranges if actual concentrations of H2SO4 and HMeSO4 are unknown. 
$ The subscript “base” indicates OH– and MeO– concentrations together (after neutralization of acid introduced during Step 1). 
# Concentrations of column VI deviate from column IV due to an oversight in computing final TMA-OH content, although the implications remain the same.  
◊ Concentration of OH– computed from fraction of total base that is OH–, as reported by Bender and Glasson [251].  
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5.1 Acid catalyzed methylation of DPA-results 

The rate of acid-catalyzed methylation of spore dipicolinic acid (DPA) to its 

monomethyl and dimethyl ester products (Me1DPA and Me2DPA, respectively) during 

Steps 1 and 2 was determined at room temperature (20-22°C) by measuring the 

concentration of DPA, Me1DPA, and Me2DPA in a methanolic solution initially 

containing the sodium salt of DPA (Na2DPA; ~7 mM),33,34 nitrobenzene (an internal 

standard; 7.5 mM), and sulfuric acid35 (360 mM), as summarized in column IV of Table 

 5-1. The reacting mixture was sampled by liquid chromatography at ~9 min intervals (the 

turnaround time for the LC method employed). A sample chromatogram is shown in 

Figure  5-1 and the overall concentration vs. time profile in Figure  5-2. The initial 

concentration of DPA, 7.07 mM, was close to the 6 mM estimated to exist for a spore 

suspension consisting of ~1012 spores per mL.36 

The two series reactions describing DPA conversion to its mono- and di-ester 

products (Me1DPA and Me2DPA, respectively) are summarized by Eqns. ( 5-2) and ( 5-3). 

Since the concentration of MeOH is high compared to all DPA derivatives (> 24 M vs. 7 

mM), and since the H2O concentration is low, first-order kinetics may be assumed for 

                                                 
33 Na2DPA was used because the acidity of H2DPA results in autocatalyzed methylation in MeOH.  
34 Solubility of Na2DPA in MeOH was found by evaporation of the solvent from a saturated solution was 
approximately 15-25 mM and in water it was ~400 mM. For comparison, the literature reports the upper 
solubility limit of CaDPA in water to be about 20 mM [91, 93]; In MeOH its solubility is unknown. At 
room temperature, H2DPA solubility in de-ionized water is about 200 mM [94]. Greater DPA solubility in 
MeOH is achieved by using organic salts such as TMA2DPA.  
35 Although the extent of reaction of H2SO4 to HMeSO4 in MeOH was unknown, the acidity (and hence 
catalytic acidity) of HMeSO4 is likely very close to that of H2SO4 for the following reasons. First, the two 
chemicals are similar in structure. Second, bisulfate (HSO4

–), a very weak acid in water compared to H2SO4 
and HMeSO4 [255, 257, 259, 399-401], and is almost completely associated in MeOH [401]. Thus, 360 
mM is treated as the active “H+” concentration regardless of relative H2SO4/HMeSO4 amounts. 
36 Each spore weighs approximately 10-12 grams and is ~10 wt% DPA. 
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both reactions, as documented mathematically by Eqns. ( 5-4)-( 5-6). In these equations, C 

denotes concentration of a subscripted species (DPA, Me1DPA, or Me2DPA), t is time, 

and k1 and k2 are the first-order rate constants for the methylation reactions of Eqns. ( 5-2) 

and ( 5-3), respectively. Further justifications for a first-order reaction of the acid-

catalyzed model were given in Section  2.2.3.1.2. 
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Figure  5-1. Sample chromatogram for acid-catalyzed methylation experiment (cf Figure  5-4). 
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Figure  5-2. Concentration of DPA, Me1DPA, and Me2DPA as a function of time in acidified MeOH 
(data points) and fit of a first-order, irreversible kinetics model (lines). 
 
 
 

 DPA1
DPA Ck

dt
dC

=−  ( 5-4) 

 

 DPAMe2DPA1
DPAMe

1

1 CkCk
dt

dC
+−=−  ( 5-5) 

 

 DPAMe2
DPAMe

1

2 Ck
dt

dC
−=−  ( 5-6) 

 
Eqns. ( 5-7)-( 5-9) are the respective analytical solutions to Eqns. ( 5-4)-( 5-6), 

where 
0DPAC , 

01DPAMeC , and 
02DPAMeC  are the initial concentrations of these species. The 

latter two species were both zero for this study. Because no mono-methylated DPA 

(Me1DPA) standard was available to produce a calibration curve (i.e., conversion of the 

LC peak area to concentration), the concentration of Me1DPA was obtained from a 

“pseudo”-calibration curve obtained from a linear fit of the observed Me1DPA/NB peak 



 

 99

areas to calcDPA,Me1
C  calculated from a mass balance [Eq. ( 5-10)]. The slope of that line 

(Figure  5-3) was then used to estimate DPAMe1
C . In this way, the direct mathematical 

dependence of calcDPA,Me1
C  on the observed DPAC  and DPAMe2

C  was eliminated and 

replaced with a linear correlation. 

 ( ) tkCtC 1

0
eDPADPA
−=  ( 5-7) 

 

 ( ) ( ) tktktk C
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kCtC 2
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Figure  5-3. “Pseudo”-calibration curve used to determine Me1DPA concentration. 
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Microsoft Excel’s solver was used to find values of k1 and k2 that minimized the 

sum of squared errors between the concentration vs. time data and Eqns. ( 5-7)-( 5-9), the 

best-fit values being 4.72 x10–2 min–1 and 2.94 x10–2 min–1, respectively. These rate 

constant values and an initial DPA concentration of 7.07 mM were inserted into Eqns. 

( 5-7)-( 5-9) and plotted in Figure  5-2. Agreement of observed and calculated 

concentrations is excellent.  

Since the spores were delivered wet (as pellets at the bottom of Eppendorf tubes) 

and water is known to influence reactivity, a simple determination of water content was 

made by weighing three “wet” spore pellet samples, drying them to constant mass over 

P2O5 at 50°C, and weighing them again. The difference in mass indicated the amount of 

water contained in the pellets. The average water content of three replicates was 45.6 mg 

(standard deviation 2.5 mg), indicating that ~5% of the original 1 mL water volume 

remains following supernatant abstraction. Hence, ~50 μL water is incorporated in the 

500 μL of acidic MeOH during Step 1, making water content ~9.1 vol%, or about 5.1 M, 

in this mixture. When water from other sources is added, water content may be as high as 

5.5 M (see column V of Table  5-1). 

5.2 Acid catalyzed methylation of DPA-discussion 

5.2.1 Comparison to published methylation rate kinetics 

The results of a recent detailed kinetics study by Liu et al. on the H2SO4-catalyzed 

methylation of high concentrations of acetic acid (~7 M) in 2:1 MeOH:CH3COOH at a 

variety of temperatures [241] serve as a useful basis for interpreting the present rate data 
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since the reactions are very similar (methylation of an organic acid). In the cited study, 

the reaction rate (excluding autocatalysis) was found to be of the form  of Eq. ( 5-11). 

 acid AceticMeOHSOHapp
acid Acetic

42
CCCk

dt
dC

=−  ( 5-11) 

 
The apparent rate constant, appk  (in 11

SOH
1

MeOH minMM
42

−−− ), was found to vary 

with water concentration according to Eq. ( 5-12). 

 83.0
OH

83.0
app 2

M38.0 −= Ck  ( 5-12) 

 
High concentrations of water (either present initially or formed by the methylation 

reaction) precluded exact determination of appk  under anhydrous conditions (hence, 

mathematical discontinuity in Eq. ( 5-12) at OH2
C  = 0 was not an issue for the authors), 

although from a plot of appk  vs. OH2
C  (the average water concentration during the 

reaction), appk  appeared to approach 1 11
SOH

1
MeOH minMM

42

−−−  as OH2
C  neared zero. The 

authors determined a pre-exponential factor, 0A , and activation energy, AE , for a low 

water content sample (0.3 M nominal) from 30-60°C, the values being 1.46 x107 

11
SOH

1
MeOH minMM

42

−−−  and 46 kJ/mol, respectively.  

This information was used for comparison against the present study. Using 0A  

and AE  at 0.3 M H2O and 20°C from Liu et al., the value of Capp,20°k  is 9.28 x10–2 

11
SOH

1
MeOH minMM

42

−−− . The constant Capp,20°k  was converted to the first-order form, 

C20,1app °k , seen in Eq. ( 5-13) [cf. Eqns. ( 2-4) and ( 5-4)] by multiplying together Capp,20°k  
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(9.28 x10–2 11
SOH

1
MeOH minMM

42

−−− ), 
42SOHC  (0.360 M), and MeOHC  (24.6 M). At these 

conditions, C20,1app °k  is 82.2 x10-2 min–1 (i.e., 8.2 x10–1 min–1). 

 acid AceticC20,1app
acid Acetic Ck

dt
dC

°=−  ( 5-13) 

 
This estimated value for C20,1' °k  (82.2 x10-2 min–1) is slightly greater than one 

order of magnitude higher than the observed values of 4.72 x10–2 min–1 and 2.94 x10–2 

min–1 for the first and second methylations of DPA, respectively. It follows, nevertheless, 

that these approximate results are consistent with acid-catalyzed methylation of 

carboxylate groups if differences in chemical reactivities based on molecular 

functionalities are considered (and differences in solvent composition ignored).37 

Therefore, all else being equal, the rate of acid-catalyzed methylation of acetic acid will 

be faster than for DPA for several reasons. First of all, nucleophilic attack by MeOH on 

acetic acid is less sterically hindered than on the carbonyl carbons of DPA. Second, aryl 

groups are somewhat deactivating towards nucleophilic attack because resonance 

diminishes the positive charge on the carbonyl carbon [236]. Third, the DPA nitrogen is 

basic and can attract protons, potentially deactivating the catalyst by reducing proton 

concentrations [375]. Fourth, in acidic methanol, the majority of DPA and Me1DPA is 

positively charged (i.e., as H3DPA+ and H2Me1DPA+) due to protonation at both 

carboxylates and at the pyridyl nitrogen (discussed further in  Appendix E). This positive 

charge is understood to inhibit protonation at the carbonyl oxygen.  

                                                 
37 Liu et al. studied a solution that was 7.3 M (not mM) acetic acid, 14.6 M MeOH, and 1 mM H2SO4—
conditions that differed substantially from the present study, i.e., 7 mM (not M) DPA, 24.6 M MeOH, and 
360 mM H2SO4.  
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However, not all features of the DPA molecule are deactivating. The presence of 

N should promote nucleophilic attack on the carbonyl carbon. This is substantiated by 

comparing the pKa values of the carboxylate groups of DPA against other carboxylic 

acids. For example, while the pKa1 and pKa2 values of DPA are about 0.5 and 2.2, 

respectively, those of 1,3-dibenzoic acid (isophthalic acid), a DPA homologue that does 

not possess an aromatic nitrogen, are about 3.6 and 4.7, respectively, and the single pKa 

value of acetic acid is 4.75 (see  Appendix E for details). The lower pKa values of DPA 

indicate greater electron deficiency in its carbonyl carbons [402] and hence higher 

reactivity towards nucleophilic substitution (when protonated). A direct comparison of 

the methylation rates of DPA and acetic acid in MeOH involves many factors. 

Further discussion on the protonation behavior of isophthalic acid, DPA, 

Me1DPA, and Me2DPA is given in  Appendix E. This information is relevant to (1) the 

methylation and hydrolysis reactions (which depend on solvent composition, solution 

ionic strength, sites and ease of (de)protonation, and pH [403, 404]); (2) liquid phase 

partitioning behavior (which relates to liquid chromatographic retention behavior as well 

as to the overall speed and efficiency of uptake by solid-phase microextraction, an 

alternative to coiled-wire-filament sampling for GC); and (3) the very low sensitivity of 

DPA detection by TOF mass spectrometry in the positive electrospray ionization mode. 

5.2.2 Water and temperature effects on the observed rate constant 

The catalytic activity of the H2SO4-MeOH solution is strongly inhibited by water, 

which is not solely a result of the reverse hydrolysis reaction, but also because water 

strongly attenuates catalyst activity [241]. Evidently, the acidic protons are preferentially 
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solvated by water, which weakens their ability to interact with the carboxylate groups (a 

key step in the acid-catalyzed reaction mechanism) [241]. Indeed, the apparent activation 

energy of acetic acid methylation increased 15 kJ/mol as water content increased from 

0.3 M to 3 M, although little further changes in EA were observed above 3 M H2O [241]. 

For the dry conditions (see column IV of Table  5-1), the maximum possible water 

concentration from H2SO4 reagent, H2SO4 methylation, and DPA methylation reactions 

was approximately 460 mM (66 moles H2O/mole DPA); however, probably less than half 

the H2SO4 (< 180 mM) was methylated at the commencement of the DPA methylation 

reaction, so the concentration of water was likely between 200-300 mM (29-43 moles 

H2O/mole DPA), nearly reproducing the 0.3 M water concentration reported by Liu et al. 

in their low water kinetics studies [241]. In any case, the water concentration was much 

less than MeOH (24.6 M). 

Since only 14 mM water is produced during DPA methylation and since the 

reaction occurs in a large excess of MeOH, deactivation from changing water 

composition is small compared to changes in temperature. Using the activation energy 

found by Liu et al. [241], a 2°C uncertainty in temperature from 20-22°C would 

influence each observed rate constant by 12-13%, while a 14 mM difference in H2O at 

300 mM nominal water concentration only changes the observed rate constant by about 

4% if the same water attenuation effect reported in [241], 83.0
OH2

−C , is assumed.  

5.2.3 Comparison to the situation of wet spores 

Although insightful, these results are not directly comparable to the spore studies 

for at least three reasons. First, spore DPA is protected from easy release by the spore’s 
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structure. Second, spores contain minerals, enzymes, biopolymers, etc., which may 

enhance or attenuate the rate of methylation depending on the degree to which they 

reduce acid strength/activity, inhibit, or promote the (trans)methylation reaction (e.g., 

metal cations are Lewis acids in solution [405]), and reduce the activity of the MeOH. 

Finally, because the spores were delivered as wet pellets at the bottom of Eppendorf 

tubes (a result of centrifugation followed by withdrawal of most, but not all of the 

supernatant), the water content in actual spore samples is much higher than in the model 

compound study just discussed.  

If the kinetic inhibition effect of water found by Liu et al. [241] [Eq. ( 5-11)] is 

applied to the 5.1-5.5 M water in MeOH found in this study, the rate constants and hence 

methylation reaction rates are slowed by a factor of approximately four (5.1–0.83 = 0.26, 

5.5–0.83 = 0.24). Furthermore, the overall reaction rate is slowed an additional 10% 

because MeOH concentration drops from 24.6 to 22.3 M, and ultimately the equilibrium 

is slightly shifted away from Me2DPA toward Me1DPA and DPA. 

5.2.4 Acid catalyzed DPA methylation and GC detection limits 

The GC detection limit for Me2DPA in a 1-μL sample using the CWF is 

approximately 1 ppm m/v, which is about 5 μM in that  liquid volume. If the assumptions 

are made that spores are dry, weigh 10–12 g each, and contain 10 wt% DPA; that the DPA 

is entirely released from spores upon mixing with acid; and that the spore components do 

not inhibit or promote the DPA methylation reaction in any way, the model may be used 

to predict the distribution of DPA, Me1DPA, and Me2DPA after 1 min of reaction (the 

nominal time that spores are left in contact with the acidic H2SO4 mixture). Although 
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higher values are possible, an upper limit on the number of spores that are easily 

suspended in 1 mL of solvent is ~1012, which would contain about 6 mM DPA. After 1 

min of reaction, 5.7 mM (960 ppm m/v) DPA, 0.27 mM (49 ppm m/v) Me1DPA, and 

0.0041 mM (0.79 ppm m/v) Me2DPA are expected. Given the assumptions and results of 

this upper-limit scenario, acid-catalyzed methylation alone cannot be responsible for the 

much improved Me2DPA yields observed in the chromatogram after prior addition of 

H2SO4 to the spore suspension. 

5.3 Base promoted hydrolysis of Me2DPA-results 

The case against acid catalysis being responsible for increased Me2DPA yields is 

strengthened by the results of a study on base-hydrolysis of the same compound. The rate 

of hydrolysis of a 7 mM Me2DPA solution was determined under conditions reported in 

column VI of Table  5-2. Figure  5-4 is an example chromatogram from the hydrolysis 

study38 and Figure  5-5 displays the overall concentrations vs. time with initial Me2DPA 

concentration of 7.0 mM.  

Eqns. ( 5-14) and ( 5-15) summarize the series hydrolytic reactions of Me2DPA to 

Me1DPA and DPA in basic solution. 

 MeOHDPAMeOHDPAMe 12 +→+ −−  ( 5-14) 
 

 MeOHDPAOHDPAMe 2
1 +→+ −−−  ( 5-15) 

 
 
 

                                                 
38 The reasons for the lower retention times of DPA and Me1DPA in Figure  5-4 compared to Figure  5-1 are 
explained in  Appendix E. 
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Figure  5-4. Sample chromatogram for base hydrolysis experiment (compare to Figure  5-1). 
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Figure  5-5. Concentration of Me2DPA, Me1DPA, and DPA as a function of time in basic MeOH (data 
points) and fit of a first-order, irreversible kinetics model (lines). 
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Kinetics parameters to model the hydrolysis were determined from the data 

presented in Figure  5-5 in the same manner reported above for acid catalysis. The 

equations are written below for the hydrolysis reactions in differential [Eqns. ( 5-16)-

( 5-18)] and integral [Eqns. ( 5-19)-( 5-21)] forms. (Again, zeroes subscripts indicate initial 

concentrations; 
01DPAMeC  and 

0DPAC  were both zero.) 

 DPAMe3
DPAMe

2

2 Ck
dt

dC
=−  ( 5-16) 

 

 DPAMe4DPAMe3
DPAMe

12

1 CkCk
dt

dC
+−=−  ( 5-17) 

 

 DPAMe4
DPA

1
Ck

dt
dC

−=−  ( 5-18) 

 

 ( ) tkCtC 3

022
eDPAMeDPAMe
−=  ( 5-19) 

 

 ( ) ( ) tktktk C
kk

kCtC 4
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43

021
eee DPAMe

34

3
DPAMeDPAMe

−−− −−
−

=  ( 5-20) 
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 ( 5-21) 

 
The best-fit values for the rate constants k3 and k4 were found to be 1.31 min–1 and 

0.164 min–1, respectively. Using these rate constants plus initial Me2DPA concentration 

of 7 mM, the model [Eqns. ( 5-19)-( 5-21)] appears to fit well (Figure  5-5). However, these 

constants may be in significant error. Because all the Me2DPA and Me1DPA were 

completely hydrolyzed within the first 5 and 25 min, respectively, only one data point (at 

2.1 min) was available for fitting k3 and only 3 data points (at 2.1, 10.9, and 20.0 min) 
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were available for fitting k4. More frequent sampling of the solution (or use of another 

analytical technique) would improve this accuracy, although it was unnecessary given 

that the key purpose of the present study was to assess how quickly the hydrolysis 

reactions operate from a practical point of view. 

5.4 Base hydrolysis of DPA-discussion 

The OH– concentration requires special attention because it is the species active 

for Me2DPA hydrolysis as well as overall spore biomarker chemolysis, yet it depends on 

factors including the prior degree of H2SO4 methylation and the relative amounts of 

MeOH and H2O in the solvent. The implication is that significant variations may occur in 

the chromatograms depending on the state of the reagents! Although all species present 

influence ionic strength and overall solution properties, here the total concentration of 

base and H2O (in MeOH) are assumed to be the only variables influential on the total 

amount of hydrolytically active OH–. Bender and Glasson’s data [251] were used to 

estimate the quantity of hydroxide in the solution by Eq. ( 5-22), where 
base

C , −OH
C , and 

OH2
C  are the total base (MeO– + OH–), OH–, and H2O concentrations, respectively. The 

function ( )
OHG&B

2
f C  is the fraction of base that is hydroxide and was obtained by fitting 

a cubic spline to Bender and Glasson’s data.  

 ( )
OHG&BbaseOH 2

f CCC =−  ( 5-22) 

 
Since the basic strength decreases from 334 to 320 mM in 5.6 M nominal H2O as 

the reaction proceeds (14 mM OH– are consumed in the hydrolysis of 7 mM Me2DPA), 

the OH– concentration, as computed by Eq. ( 5-22), decreases from 14.4 to 13.8 mM. 
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Because this variation is small (–4%), −OH
C  may be assumed constant (mean value = 14.1 

mM) and, like the acid-catalyzed study in which H+ was constant, a first-order reaction 

model is justified. Note that a lower concentration of base and/or the presence of other 

groups susceptible to hydrolysis by OH–reduce further 
base

C  (and thus −OH
C ), although 

groups where transmethylation by MeO– may occur will not. 

The concentration of hydrolytically active OH– is around 14.1 mM during the 

course of the reaction, while catalytically active H+ is ~360 mM and the attacking 

methanol is 24.6 M. A more direct comparison of the methylation and hydrolysis rates 

would be possible if the concentration of H+-activated DPA species were known. Were 

the methylation conducted in anhydrous methanol and the hydrolysis in a solution of 

higher water content, this disparity in relative reaction rates would be even greater 

(although solubility of DPA species in high H2O solutions is low). These results are 

consistent with what is known about the relative rates of acid-catalyzed formation and 

base-driven hydrolysis of esters, as discussed in Section  2.2.3.1. 

The first methyl group is hydrolyzed from Me2DPA nearly 10 times more quickly 

than the second group (from Me1DPA), which is understood to result because Me2DPA is 

neutral in basic solution, while Me1DPA– is not, so the former is much more easily 

attacked by the negatively-charged OH–. Similar ratios were observed for the hydrolysis 

of di-methyl esters of straight-chain di-acids, the rate constant ratio (k1/k2) decreasing in 

the order 9.7, 6.5, 5.0, 4.3, 3.9, and 3.6 for succinic (C4), glutaric (C5), adipic (C6), 

pimelic (C7), suberic (C8), and azalaic (C9) acids, respectively [406]. 

It is possible that the negative charge on Me1DPA– allows this biomarker to resist 

hydrolysis during solvent evaporation, especially if Me1DPA– precipitates out of solution 
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(e.g., as a Na+ salt). If so, Me1DPA– is more reactive for methylation by TMA+ than is 

Me2DPA2– since (1) it only possesses 1 free acid site with (2) a pKa value that is 

relatively high so it is presumably a more highly active nucleophile (see Sections  2.2.3.2 

and  2.2.5, and  10.1 as well as  Appendix E). Consequently, the surviving Me1DPA may be 

responsible for some of the observed increase in Me2DPA yields following the initial 

addition of methanolic H2SO4 to spores. 

5.5 A process model of acid- and base-driven reactions 

The foregoing can all be assembled together into an overall model describing the 

degree of methylation of spore DPA as first the acidic and second basic solutions are 

added to the suspension. Whenever concentrations of H+/MeOH and/or OH– are different 

than those of the studies reported in this dissertation, the rate constants 1k , 2k , 3k , and 

4k  are easily converted to other conditions per Eqns. ( 5-23)-( 5-26) (the prime symbol 

denotes an adjusted value).  

 1MeOHH
1 min

M24.6mM360
0472.0' −+

=
CC

k  ( 5-23) 

 

 1MeOHH
2 min

M24.6mM360
0294.0' −+

=
CC

k  ( 5-24) 

 

 1OH
3 min

mM4.11
31.1' −−

=
C

k  ( 5-25) 

 

 1OH
4 min

mM4.11
164.0' −−

=
C

k  ( 5-26) 
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The conversions of Eqns. ( 5-23)-( 5-26) are valid as long as the reactions are 

conducted between 20-22°C and the acid, MeOH, and base are in large excess relative to 

DPA, although even if these stipulations are met, large deviations from the conditions 

employed to obtain 1k , 2k , 3k , and 4k  probably challenge the reliability of the 

conversion equations. 

Beginning with the assumptions that the spores are dry, that they readily release 

their DPA to the external solution, that matrix effects are insignificant, that conditions 

during Step 1 (column IV of Table  5-1) and Step 3 (column IV of Table  5-2) prevail 

(these are reproduced in Table  5-3), at the beginning of the second step there will be ~ 

2.9 M H2O, 0.266 M MeO– + OH–, and thus an estimated 6.1 mM concentration of OH–. 

 
 

Table  5-3. Summary of events during the 5-step standard spore biomarker derivatization protocol. 
All species are dissolved in MeOH. 

Step ID Solvent 
composition 

Active H+ or OH– 
concentration 

Total 
time 

Total 
volume

Rate 
constants 

(min–1) 

Steps 1-2 
24.6 M 
MeOH 
450 mM H2O 

360 mM H+ (from 
HMeSO4) 

1 min 500 μL 
1'k  = 0.0472 

2'k  = 0.0294 

Step 3 
23.5 M 
MeOH 
2.8 M H2O 

275 mM (total OH– + 
MeO–); 
6.1 mM OH– 

9 min 800 μL 
3'k  = 0.565 

4'k  = 0.0708 

 
 
 

In Figure  5-6A, the computed concentrations of all three species as a function of 

time is displayed, with Me2DPA replotted as ppm m/v in Figure  5-6B. Liquid-phase 

Brønsted acid catalysis does not rapidly produce high Me2DPA yields under the 

conditions employed.  
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Figure  5-6. Predicted concentration vs. time profiles for DPA, Me1DPA, and Me2DPA in mM (A) and 
concentration of only Me2DPA in ppm m/v (B) at room temperature. 
 
 
 

Although the kinetics will be different, similar reactions will occur at free 

carboxylate functionalities (e.g., fatty acids and free amino acids). However, the process 

is more complicated when the fatty acids and amino acids must be freed from their 

respective glyceryl ester or peptide linkages, which is slow at room temperature 

(particularly for acid-catalyzed reactions). 

It is worth recalling that the GC sampling protocol of interest does not analyze the 

contents of the basic reagent mixture from the liquid phase as does LC. Rather, a small 

volume of solvent + reagent + analytes is collected onto the coiled wire filament (CWF) 

and the solvent evaporated away prior to introduction into the heated GC inlet. This 

process greatly concentrates the OH– both because the total solvent volume decreases and 

because the proportion of H2O relative to MeOH increases (due to the OH–  MeO– 

equilibrium) since MeOH is more volatile.39 The net result is that hydrolysis of pre-

                                                 
39 Unlike ethanol-water mixtures, MeOH-H2O does not possess an azeotrope [395]. 

A B 
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formed methyl esters is greatly accelerated and (presumably) driven to (near) completion 

as evaporation proceeds. 

Modeling the processes and reactions that occur during drying under ambient 

conditions would require consideration of heat transfer to and mass transfer from the 

wire, temperature (the wire cools as evaporation proceeds), solubilities of salts and 

biological compounds in a complex matrix (e.g., see [32, 407]), and special correlations 

for rates of hydrolysis in concentrated, non-ideal, mixed-solvent solutions. Instead, since 

the high-temperature reaction processes are more influential than the low-temperature 

drying ones, the focus for experimental work emphasized statistically-based design of 

experiments for mixtures of ionic compounds that are present on the CWF as it goes into 

the GC inlet and is heated rapidly. These experiments are discussed in Chapter  8 

following an analysis of the coiled wire filament (Chapter  6) and some exploratory 

experiments involving HMeSO4 and its salts (Chapter  7). 
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6 COILED WIRE FILAMENT CHARACTERIZATION 

6.1 Reproducibility of sample volume using machine-coiled wires 

Two individual machine-coiled wires were dipped into each of two solutions 

(CH2Cl2 or MeOH) spiked with chrysene, air-dried, and injected into the GC. A total of 9 

injections were made for each wire with each solvent, with flaming of the wire carried 

out between each 3 consecutive samples. A peak area vs. sample volume calibration 

curve was produced by transferring between 0.3 and 0.9 μL of the same CH2Cl2 or 

MeOH solutions via microsyringe to a coiled wire filament. 

Using the calibration data, the average volumes taken up were 0.66 (±0.03) μL 

and 0.64 (±0.02 μL), respectively, for the above solvents (numbers in parentheses are 

95% confidence intervals on the mean). Overall 95% confidence intervals (indicative of 

errors of the method) were ±0.13 μL and ±0.09 μL, respectively, giving ±19% and ±14% 

as expected deviations from the means reported above. Thus, 19 out of 20 liquid samples 

taken up by the wire will likely be between 0.53-0.79 μL or 0.55-0.73 μL depending on 

whether the solvent is CH2Cl2 or MeOH, respectively. 

6.2 Geometric considerations for sample volume uptake 

The regular, reproducible geometry of machine-coiled Pt-Ir wires allows for a 

variety of computations to be performed that relate to its use in sampling (see schematics 
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in Figure  2-4 for dimensions). At 1.2 cm long ( coill ), the manufactured coils contain 

approximately 68 coils ( coiln ) at a diameter of 89 μm ( wired ) and a mean coil diameter 

267 μm ( meand = 3 wired ). This translates into a total uncoiled length, wirel , of 5.70 cm 

( coilmean nd ⋅⋅π ) and a total external surface area of 15.9 mm2 ( wirewire dl ⋅⋅π ). The open 

area of the gap formed by two adjacent coil wraps is approximately 5.0 mm2 [area = 

( )1−⋅⋅⋅ coilgapmean nldπ ; gapl  = wired  = 0.89 μm]. 

To validate the experimentally-observed volumetric uptake, the available internal 

volume of the CWF may be estimated from its geometry. The 1.2 cm-long coil can be 

apportioned into “virtual” concentric hollow cylinders with diameters of 2 wired  (the coil 

inner diameter), 3 wired  (the coil mean diameter), or 4 wired  (the coil outer diameter; see 

Figure  2-4), which contain volumes of 0.30, 0.67, and 1.19 μL, respectively. However, in 

the latter two cases, a portion of the volume enclosed by the virtual cylinder is occupied 

by the solid wire itself ( wirev ), which has a total volume of 0.35 μL [
2

4
⎟
⎠
⎞

⎜
⎝
⎛⋅⋅ wire

wire
dl π ]. 

Some of this volume is within the intermediate (0.67 μL) virtual cylinder (for the present 

purposes, approximately half of it, or 0.17 μL, is assumed40) and all of it is in the largest 

(1.19 μL) virtual cylinder. Therefore, the empty volumes within the aforementioned 

virtual cavities available for housing liquid are 0.30, 0.50, and 0.84 μL, respectively. The 

experimentally-observed collection volume of 0.65 ±0.15 μL as well as physical 

observations of the morphology of entrained liquids indicate that the solid-liquid-air 

                                                 
40 In reality, somewhat less than half the coiled wire volume is in this virtual cylinder of intermediate size 
and the curvature of the coil would need to be taken into account for better estimates. 
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boundary of freshly entrapped liquid is located at a point on the wire lying somewhere 

between the coil mean and outer diameter, as illustrated in Figure  2-4. Better predictions 

of the volume taken up would require more complex considerations than those given here 

and would involve solvent surface tension, the wire’s surface wettability, and the 

resultant liquid-solid contact angle (functions of its chemical composition and surface 

roughness) [408-410]. Since the wire’s physical and chemical properties vary as the wire 

is used (particularly with flame treatments), the entrained volume will vary accordingly. 

Therefore, a complex analysis was not conducted. 

6.3 Influence of geometry on heat and mass transfer 

The evaporation rate of solvent in or on the coil is enhanced relative to that of a 

solitary spherical liquid droplet evaporating from a wire surface for multiple reasons. The 

coiled wire promotes drying by spreading the liquid over a larger area. As the solvent 

evaporates, excess liquid (e.g., volume beyond its dipping capacity, or approximately >1 

μL) is continuously wicked away from any large adhering droplet(s) into the internal 

cavity via capillarity, where improved heat and mass transfer results from liquid 

spreading. During evaporation, the liquid volume decreases and sometimes breaks apart 

into smaller bodies with higher surface area to volume ratios than would be the case for a 

single evaporating spherical droplet (see Figure  8-15C later in this dissertation). The 

spreading over a larger area thus increases heat and mass transfer rates due to the larger 

liquid-air interfacial area and overall total area.  

Once the coiled wire filament is installed inside the heated injection port, rapid 

heating of the wire, sample, and reagents are required for obtaining the best quantitative 
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results and chromatographic behavior since ideally, the sample moves as a narrow plug 

into the column (see Figure  2-3C). Insights regarding these phenomena may be gained 

from considering the processes involved. The geometry of the coiled wire alters the flow 

patterns and reduces boundary layer thickness at the external portion of the coil, which 

increases the rates of heat and mass transfer. This effect has been exploited for improved 

SPME sampling: Ciucanu reported better results with small coiled wires coated with 

PDMS sorbent polymers compared to straight SPME fibers [211-213, 411]. Similarly, 

incorporation of spiral inserts into GC inlets has been utilized as a means for improving 

mixing between sample/carrier solvent vapors and carrier gas in GC injection systems 

[412, 413]. Admittedly, the rate of flow over the wire is so slow that heat/mass transfer 

effects due to the coiled geometry may be of little significance, although more 

investigations in this area are needed for definitive conclusions. 

6.4 A simple heating model  

The thermal behavior of the coiled wire upon insertion into the GC inlet is 

complicated since many heat transfer mechanisms operate (see Figure  6-1): The sheathed 

wire begins to be warmed by thermal conduction as soon as the needle contacts and 

penetrates the septum (I). Convection to the needle and wire occurs as warmed He gas 

passes from the pressurized GC inlet (~12-75 psig, as described above) into the needle, 

compressing the gas contained therein since the back end of the needle is gas-tight (II; 

leaking of this back seal would result in faster heating and loss of sample). Furthermore, 

the retracted coiled wire is heated when/if the needle contacts the inside of the liner (III), 

and after extension, the coiled wire is heated by direct conduction of heat where it 
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touches the liner (IV). He carrier gas flowing over the needle and wire also convects heat 

to these bodies (V). A minor amount of radiative heat transfer occurs from the heated 

injection liner to the wire and needle (VI). The heating phenomena will further be 

influenced by the physical condition of the needle and coil such as presence of bends, the 

angle of insertion, the condition of the septum, liner dimensions, the quantity and 

location(s) of the sample plus reagents and/or residual solvent within the coil, operator 

skill and consistency, etc. 
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Figure  6-1. Heating mechanisms of CWF as it is introduced into the GC. (a) Needle, (b) coiled wire 
filament, (c) heated GC inlet liner, (d) inlet septum. Solid arrows indicate heating by conduction, 
small dashed arrows heating by He convection, and wavy arrows heating via radiation. 
 
 
 

To provide a understanding of the wire heating process, one very simplified case 

is considered in which a metal body possessing the same volume as the coiled wire 



 

 120

filament (0.35 mm3), initially at 25°C, is inserted into a fluid of constant temperature 

(290°C). The wire temperature vs. time in this case is readily modeled according to the 

lumped capacitance method (see [414] and Section  4.1) since the wire has sufficient 

thermal conductivity and is small enough that thermal gradients within it are negligible.41 

The flow in this case is decidedly laminar since the Reynolds number (based on the coil 

OD of 360 μm and 0.6 cm3/min He flow at 290°C and 30 psig) is 0.07. 

The temperature-time profiles of a variety of materials42,43 were estimated (Figure 

 6-2) with assumptions that the carrier gas remains isothermal at 290°C (probably only a 

fair assumption—see below) as it passes on the outside along the length of a clean, dry 

coil having an initial temperature of 25°C; that heat transfer occurs only via convection 

from the hot carrier gas with h  = 0.1 mW/mm2/K (i.e., 100 W/m2/K, which is a typical 

median value for heat transfer of this nature44 [414]); and that the external portion of the 

coiled wire ( sA  = 8 mm2) is the principal surface where the heat exchange occurs (since 

flow through the inside portion of the coil is impeded by the coiled wire walls). The 

model predicts that all metallic wire materials reach maximum temperature within 5-10 s, 

and the quartz material heats to a final temperature in just over 3 s. Of course, these 

values are absolutely subject to the assumptions for the values of h  and sA , and again 

depend on the assumed external fluid temperature. 

                                                 
41 The Biot number is << 0.1 for all solid metal and ceramic materials having the dimensions of the coiled 
wire filament (computations not shown). 
42 Values for the specific heat and density of these materials, obtained from a variety of sources, were 
assumed to be constant over the temperature range of interest. 
43 The specific heat of 90-10 Pt-Ir alloys was not readily available, but is probably close to that of 100% Pt. 
44 Correlations for convective heat transfer from co-axial flow of a fluid on the outside of a short helical 
coil were not immediately available. 
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Figure  6-2. Results of model of coiled wire heating. 

 
 
 

The actual rate of heat transfer to the wire relative to that which would occur at 

constant external carrier gas temperature may be much lower than predicted by Eq. ( 6-1) 

since a temperature differential drives heat transfer of this nature, as manifest by 

examination of the general form of the equation for forced convection heat transfer in a 

fluid [Eq. ( 6-1)]. Here, q&  is the rate of convective heat transfer (in energy/time units such 

as W or mW) and wT  represents the wire temperature (in K; all other variables the same 

as above).  

 ( )ws TTAhq −= ∞  &  ( 6-1) 
 

The above cooling effects challenge the assumption that ∞T  is constant; instead, it 

is a function of time and position along the wire. Nevertheless, despite the complex 

heating phenomena, for a given filament geometry the relative heating rates will be the 

same regardless of the heat transfer mechanisms. 
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Given that the model is correct, it predicts that the wire reaches its final 

temperature by at most 10 s, reflecting thermal behavior that is much different compared 

to most analytical pyrolyzers, which typically heat samples to above 350°C in less than 1-

2 s, frequently between 100-200 milliseconds [14]. The slower heating rate of the coiled 

wire filament may give it advantages in that (1) it does not “flash” volatilize solvent 

and/or sample material as do actively energized pyrolysis devices, reducing the rate of 

liner contamination, and (2) it maintains reactants in the condensed phase for longer 

times, potentially enhancing the extents of some reactions (more research on both of 

these possibilities is recommended). 

6.5 Disadvantages of the CWF 

In the embodiments reported here, the sub-microliter-sized sampling volume may 

be too low for some applications (although concentration may be accomplished by 

continued application with a syringe pump or repeated dippings and drying). With the 

reproducibility being about ±20% of its nominal volume, it is not as reliable as a syringe 

for measuring liquid volumes. Thus, an internal standard is recommended for 

quantitation, although this author’s experience is that the overall injection process may 

induce so much variability that an internal standard does not offer much help (see Section 

 8.3.3 for further discussion). During pre-injection solvent evaporation (and even upon 

insertion into the GC injection port), volatile compounds are lost more readily than less 

volatile species, leading to discrimination that affects quantitative analysis even with an 

internal standard. Sample carry-over may occur if the wire is improperly cleaned or if 

particularly dirty, viscous, or “sticky” samples are used. Samples can leave deposits 
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inside the needle housing, on the liner, and even on the coil itself. Nonvolatile materials 

can be converted to difficult-to-remove carbonaceous deposits during flame cleaning. 

The wire’s metal construction may induce undesirable catalytic reactions, although its 

very small surface area ensures such reactions are small. Of course, it is limited by its 

final temperature and heatup rate, where pyrolyzers are not. 

Although the coiled wire filament is easy to use and consistently retains 

approximately 0.5- to 0.8-μL of sample with minimal user intervention, for some 

applications this level of reproducibility may not be satisfactory. Furthermore, extended 

use leads to coil deformations and irreversible deposition of solids such that volumes 

taken up change even more. 
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7 SOME CHARACTERIZATIONS OF HMeSO4 AND ITS SALTS 

7.1 Kinetics of H2SO4 methylation to HMeSO4 

A methanolic H2SO4 solution was produced volumetrically to be 1 M (2 N, or 5.5 

vol%). Titrations were conducted on it with 1 N NaOH, and points of inflection 

computed according to the method described in Section  4.3. Figure  7-1 displays the 

titration data and illustrates the acid’s weakening over time, eventually decreasing to 

around half the initial value (1 mol/L). The rate of decrease in acid strength slowed as the 

reaction progressed, leveling off after about 1 week (168 h) of reaction time.  

A least-squares fit of the data in Figure  7-1 to the first-order model indicated by 

Eq. ( 7-1), where 
0SOH 42

C  indicates initial H2SO4 concentration, gives 1k  = 3.6 x10–2 h–1 

(9.9 x10–6 s–1), which, although in error (see Figure  7-2), compares well with literature 

reports for the same reaction (e.g., at 25°C 1k  values in ≤ 5 wt% (2.2 vol%) H2SO4 

solutions were approximately 5 x10–6 s–1 [356], while in ~21 vol% H2SO4 1k  ranged from 

21 to 25 x10–6 s–1 [377]). This rate constant may be converted to other temperatures by 

applying an activation energy from the literature (e.g., 32.4 ±0.4 kcal/mol [356]).  

 ( )[ ]tkCC 10SOHHMeSO exp1
424

−−=  ( 7-1) 

 
One source of error in the data used for this fit was that isothermal conditions 

were not maintained during H2SO4 addition—an exothermic event—although it probably 

did not influence the final product formed. 
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Figure  7-1. Titration of a single batch of methanolic H2SO4 over time. 
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Figure  7-2. Data and model for rate of methylation of sulfuric acid in a 5.5 % v/v (1 M) methanol 
solution.  
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7.2 MeSO4
– salts and Me2DPA yield from CaDPA and Na2DPA 

Once methyl sulfate was discovered to be active for the methylation of DPA, the 

effect of the MeSO4
– cation on Me2DPA yield was determined with CaDPA and 

Na2DPA. Li+, Na+, K+, Cs+, and TMA+ salts of MeSO4
– were prepared (along with TMA-

OH) and combined with CaDPA or Na2DPA such that the final DPA concentration was 

500 μM and the methyl donor:DPA ratio ranged from 1-50. The CWF was dipped in 

these solutions (or in a calibration solution consisting of 1-500 μM Me2DPA in MeOH) 

and the injections were carried out at the standard 290°C injector setpoint. The calibration 

curve was used to convert peak areas to % conversion of DPA (data not shown).  

Figure  7-3 and Figure  7-4 display the results for CaDPA and Na2DPA, 

respectively (conducted in 50/50 water/MeOH to improve solubility of DPA salts). More 

data was not obtained using NaMeSO4 and KMeSO4 salts in the Na2DPA study because 

of time constraints on the instrument and because the GC column (or inlet liner) had 

begun to exhibit signs of decomposition as manifest by siloxanes, particularly at methyl 

donor:DPA ratios above 10:1. In general, above this 10:1 ratio, further increases in the 

percent conversion of DPA to Me2DPA were not apparent save in the case of TMA-

MeSO4, which appeared to effect the same degree of DPA conversion as the alkali metal 

salts did at a 10:1 ratio. 

In neither figure does TMA-OH exhibit as high activity as do MeSO4
– salts. 

Another key observation is that the Na2DPA data (Figure  7-4) exhibited much greater 

scatter than the CaDPA (Figure  7-3), and in both figures, there are some extreme outliers 

for Me2DPA yield from TMA-MeSO4. Although the reason was not determined, it is 

thought to result from the significant differences in the stability constants of DPA with 



 

 128

Ca2+ and the alkali cations or TMA+. Divalent Ca2+ remains bound by chelation to DPA 

even in the presence of Li+, Na+, K+, Cs+, and TMA+ cations, but Na+ is more easily 

displaced/exchanged. Conditions in the solution or on the wire are apparently different 

enough between runs (due to different degrees of hydration, random features in ion 

associations and precipitations, etc.) that different complexes between DPA2–, MeSO4
–, 

Na+, the MeSO4
– countercation, and any solvent are formed. 
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Figure  7-3. Percent conversion DPA to Me2DPA vs. methyl donor:CaDPA ratio. Curves labeled a, b, 
and c indicate apparent trends in the data, not a regression. The TMA-MeSO4 molecule was 
considered to be a single methyl donor. 
 
 
 

Substantiating this conclusion are the results of a study that found HCl-

neutralized TMA-OH solutions of fatty acids gave higher standard deviations than with 

basic solutions, which was attributed to the TMA+ soaps’ becoming partially dissociated: 

“As ion-pair stability [between phenols and cationic reagent] decreases, more 
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derivatization reagent is needed to secure complete methylation” [415]. TMS+ salts 

formed fewer methylated products with phenols, apparently due to weaker ion pairing. 

This problem (difference in methylation efficiency) was not observed with stronger 

aliphatic acids [330]. 
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Figure  7-4. Percent conversion DPA to Me2DPA vs. methyl donor:Na2DPA ratio. Curves labeled a, b, 
and c indicate apparent trends in the data, not regression. The TMA-MeSO4 molecule was 
considered to be a single methyl donor. 
 
 
 

Although the data of Figure  7-4 are scattered (and, unfortunately, data for 

NaMeSO4 and KMeSO4 are absent), CsMeSO4 appears to be more active in methylating 

Na2DPA than LiMeSO4 (the “outlier” points at methyl donor:Na2DPA ratio of 5 

challenge this claim). Also, comparing the results with TMA-MeSO4 from Figure  7-4 

with those of Figure  7-3 indicates that Na2DPA is less “poisoned” than CaDPA for 

methylation by TMA-MeSO4, probably because the large TMA+ cation exchanges much 
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more easily with Na-DPA complexes than with the multidentate CaDPA chelate, and/or 

because Na+ polarizes the DPA’s carboxylate oxygen to a lower degree (i.e., withdraws 

electrons more weakly) than Ca2+, and/or the doubly-charged Ca2+ repels TMA+ more 

strongly than singly-charged Na+. Since Na+ and Ca2+ are approximately the same size 

(0.95 and 0.99 Å, respectively [416]) and since there are two Na+ cations—but only one 

Ca2+—per DPA molecule, steric hindrance does not appear to explain the differences in 

reactivity.  

7.3 Thermogravimetric analysis (TGA) of MeSO4 salts 

Thermogravimetric analysis (TGA) was used to explore the temperature 

dependence on the rate of decomposition of three MeSO4
– salts either synthesized in the 

present study or purchased commercially. Percent weight loss of an original sample 

weighing on the order of 5-10 mg (Figure  7-5) was recorded as the sample was heated at 

5°C/min in an inert atmosphere (He or N2). 

Similar reactions as those identified for heating KMeSO4 in air [417], shown by 

Eqns. ( 7-2) and ( 7-3), are apparent for NaMeSO4 (theoretical wt% values indicated in 

Figure  7-5), and more closely match their theoretical values.  

 KMeSO4 (s)  K2S2O7 (s) + Me2O (g) ( 7-2) 
 

 K2S2O7 (g)  SO3 (g) + K2SO4 (s) ( 7-3) 
 

As it is heated, TMA-MeSO4 behaves much differently than do KMeSO4 and 

NaMeSO4. An initial mass loss at about 250°C is followed by a precipitous loss at around 

300°C. Although not shown in Figure  7-5, by 360°C, both TMA-MeSO4 samples level 

off at ~4% of their original weight values, indicating that near-complete loss of all 
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material occurs during heating. Though presently only a conjecture, one possible reaction 

explaining the thermal behavior of TMA-MeSO4 is that shown by Eq. ( 7-4).  

 TMA-MeSO4 (s)  (CH3)3N (g) + Me2O (g) + SO3 (g) ( 7-4) 
 

If Eq. ( 7-4) is correct, TMA-MeSO4 may be a useful in-situ methylation reagent 

for GC since it does not leave a non-volatile, active alkali metal sulfate salt. However, the 

inlet to the instrument apparently must be heated at or above 350°C for this reaction to 

work. Furthermore, additional chemical components (e.g., from the sample) give the 

possibility for other reactions not described by Eqns. ( 7-2), ( 7-3), and ( 7-4) to occur, 

which may still produce non-volatile sulfate residues. For example, CaSO4 would be 

expected from bacterial spores. 
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Figure  7-5. Sample weight percent versus temperature for TGA analysis of NaMeSO4, KMeSO4, and 
TMA-MeSO4 (this study) and KMeSO4 (from [417]). Horizontal line segments indicate theoretical 
wt% values for Na2S2O7 (82.3%; a), K2S2O7 (84.7%; b), Na2SO4 (53.0%; c), and K2SO4 (58.0%; d). 
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The thermograms of MeSO4
– salts of a given cation, although not identical, are 

close at temperatures below 300°C. The differences are probably due to the methods of 

preparation of the reagent, which resulted in differences in purity and perhaps crystalline 

structures. Differences in the molecular morphology or macroscale packing of the 

crystals in the TGA pan may have influenced rates of mass transfer as well. For all 

samples, discrepancies may occur due to irregular boiling or splashing of the samples at 

very high temperatures.  

There are obvious differences in the thermal behavior among the three salts in the 

temperature regime of interest to GC (<300°C). First, NaMeSO4 loses weight between 

about 50-100°C and again between 175-225°C, while the other two salts are more 

thermally stable, not losing significant mass until about 250°C. Although the reasons for 

this behavior are unknown, they may be due either to the increased polarizability or due 

to the steric hindrance that the cation presents to methyl transfer reactions, both of which 

depend on cation size (the crystalline radii of Na+, K+, and TMA+ are 0.95 [416], 1.33 

[416], and ~2.4–3.2Å [418, 419], respectively). 
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8 MIXTURES STUDIES WITH IONIC METHYLATING 
REAGENTS 

8.1 Na2DPA methylation in TMA+, Na+, OH–, and MeSO4
– mixtures 

8.1.1 Design details 

It was of interest to explore whether some ternary or quaternary ionic blend was 

more effective than binary ionic reagents in producing Me2DPA. An experiment was 

carried out in which the total concentration of the two FCs (fundamental constituents) 

active for methylation (TMA+ and MeSO4
–) was kept at a constant 50:1 ratio relative to 

DPA [Eq. ( 8-1)]. Also, DPA concentration was kept constant at 1 mM [Eq. ( 8-2)]. Thus, 

all experiments were conducted in a 25-fold stoichiometric excess relative to DPA, and 

the other ions were varied with respect to this relationship.  

 

 50
2

4

DPA

MeSOTMA
=

⎟
⎠
⎞⎜

⎝
⎛ +

−

−+

C

CC
 ( 8-1) 

 
  −2DPA

C  = 1 mM ( 8-2) 
 

Figure  8-1 displays the mixture space for these experiments, which is the plane 

qrsuv residing inside of a tetrahedron whose vertices correspond with each ion in the 

system. Points q and r are not on the edges of the tetrahedron because some Na+ is 

introduced from the source of DPA, Na2DPA. Also, although a point t is indicated in the 
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figure, such a mixture is not physically attainable because Eq. ( 8-1) requires that there 

always be some TMA+ and/or MeSO4
–, while point t represents a mixture that consists 

only of NaOH. Only an infinite amount of NaOH would satisfy the constraints imposed 

by point t—obviously an impossible scenario. This feature of the chemical mixture is 

clarified by the discussion in Section  8.3.8. 
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Figure  8-1. Experimental design points for model compound study. (A) indicates the convex hull of 
the entire design, and (B) displays all mixture points investigated. See text for details. 
 
 
 

Eqns. ( 8-3) through ( 8-7) are the matrices underlying the experimental design. In 

Eq. ( 8-3), 0Ξ  is the convex hull of the entire design space obtained by considering single 

and binary combinations of reagents (e.g., NaOH alone or stoichiometric NaOH + 

HMeSO4; the non-integer values in 0Ξ  result because the Na+ from Na2DPA, which was 

always constant at 2 mM, was considered as part of the ionic mixture). 0Η  [Eq. ( 8-4)] is 

a set of convex multipliers (discussed further in Section  4.4.5 and  Appendix A) that were 

used to obtain some points on the perimeter of qrst in Figure  8-1B (including points u, v, 

w, x, and y). Another convex set contained within the first, 1Ξ  [Eq. ( 8-5)], was generated 



 

 135

by using points q, r, s, and w (w is an interpolation between points u and v) and another 

convex multiplier, 1Η  [Eq. ( 8-6)], was employed to interpolate within qrsw. The points 

within qrsw were added in order to sample the experimental field uniformly. All 

experimental points were assembled into a single matrix via Eq. ( 8-7). 
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The volumes of TMA-OH, HMeSO4, and NaOH required to satisfy Eqns. ( 8-1) 

and ( 8-2) were computed by material balances on each component using desX  and the 

known stock solution concentrations. Immediately after mixing the appropriate volumes 

of stock solutions into the aggregate solution and diluting, the coiled wire was dipped in 

the solution, air-dried, and injected as described in Section  3.4.1. An example 

chromatogram is shown in Figure  8-2. Some tailing of the Me2DPA peak is typical. 

 
 

 
Figure  8-2. Example chromatogram from Na2DPA model compound study. 

 

8.1.2 Results 

The net quantity of Me2DPA produced by each experiment was computed by 

integrating its peak using the characteristic mass spectral ion of Me2DPA, m/z 137, and 

comparing the area to a known concentration of Me2DPA introduced into the GC using 
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the CWF. A fourth-order polynomial [Eq. ( 8-8); referred to as “lm” for “linear model”] 

was fit to the Me2DPA percent yield data using TMA+ and MeSO4
– as the two 

independent ions ( 1χ  and 2χ , respectively). The fit is displayed as a contour plot in 

Figure  8-3. 
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Figure  8-3. Contour plot of percent Me2DPA yields from pure DPA (as Na2DPA). Two saddle points 
(S1 and S2), one local minimum (L1), and two local maxima (H1 and H2) are indicated. 
 
 
 

Although the model predicts regions of maximum response at the points labeled 

H1 and H2 in Figure  8-3, no data were available in those regions to verify that the 

model’s near-100%-conversion predictions are valid. Additionally, the results of this 

Na2DPA study are only partially useful since spores possess the Ca2+ form of DPA, 

which is shielded from chemicals by the spore’s protective structural features. CaDPA 
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was not utilized in this study because of its very low solubility in 100% MeOH 

(worsened by addition of ionic reagents since increasing the ionic concentration of a 

solution decreases the degree to which ions exist in dissociated form [32]), while 

Na2DPA is sufficiently soluble.45 Thus, these results are limited in their applicability to 

spores, although the experiment did establish a useful method. Given that Me2DPA yield 

from spore CaDPA is more important than that from Na2DPA model compound, a more 

detailed discussion on the model is reserved for spore DPA conversion below. 

8.2 Spore DPA behavior in TMA+, MeSO4
– mixtures 

8.2.1 Experimental design 

A similar experiment as that with Na2DPA was done with BA and BT spores, but 

with the constraint that the total concentration of methyl-donating reagents be 750 mM 

[Eq. ( 8-9)] in 500 μL total aggregate solution volume, which was consistent with the 

standard, previously adopted protocol (cf. Table  5-2). 

 ( ) mM 750
4MeSOTMA

=+ −+ CC  ( 8-9) 

 
Spores were delivered as wet pellets in Eppendorf tubes obtained by centrifuging 

500 μL aliquots from stock suspensions that were approximately 1010 spores/mL. The 

mean DPA concentration of 500 μL samples of each spore type was determined by 

autoclaving in 1.5 M H2SO4 followed by LC analysis. DPA did not decompose under the 

acidic autoclave conditions since the DPA LC peak areas did not change before and after 

                                                 
45 See Footnote 34. 
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the autoclave treatment (data not shown). BA and BG spores possessed 7.09 ±0.56 and 

5.56 ±0.15 mM total DPA, respectively (errors are 95% confidence intervals on the 

mean). These concentration values served as the basis for computing the percent 

conversion of spore DPA to Me2DPA. At the conditions employed, the Me donor (TMA+ 

+ MeSO4
–) to DPA ratio was 106 and 135 times the DPA content of the BA and BG 

spores, respectively. 

Exploration of the reagent mixture’s effect on Me2DPA yield were obtained in a 

similar manner as described for the Na2DPA study above via Eqns. ( 8-9)-( 8-11). 
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The spore experiments were conducted in two blocks, however. Initially, the mixture 

points indicated by Figure  8-4A were studied (“block 1”). The observation that the 

Me2DPA yields were highest within rsuz led to additional experiments (“block 2”), 

indicated by red X’s in Figure  8-4B, which were computed by convex multiplications of 

points ryxz and suxy to interpolate between them (Η  matrices not shown). Since spores 

were in limited supply, only some of the 11 additional block 2 “red X” design points (7 

for BA and 6 for BG) were studied for each spore type (Figure  8-5).  
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Figure  8-4. Experimental design points for spore study showing (A) the initial experimental design 
and (B) the expanded design with added points indicated by “red X’s”. 
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Figure  8-5. Experimental points for (A) BA and (B) BG spores. “Red X’s” indicate the block 2 points 
that were sampled for each spore type. 
 
 
 

The mixtures of reagents, diluent solvent, and internal standard intended for spore 

biomarker derivatizations were computed by material balances. Each aggregate solution 

was prepared separately from the spores in a 0.5 dram glass vial immediately before 

analysis and transferred into the spore-pellet-containing Eppendorf tube using a Pasteur 
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pipette. In cases where Na+ and MeSO4
– were both present, a white precipitate was 

always observed, which prompted adding 100 μL H2O to the solution for all samples to 

abet salt solubility. This increased volume (600 μL vs. 500 μL) was factored into the 

computations on Me2DPA yields. (Although the effect of water on solubility was 

marginal, the precipitate did not negatively affect DPA yields; in fact, the highest 

Me2DPA conversion was obtained in mixtures where a precipitate was present.) 

Spores were mixed well with the reagents by dislodging/mashing/resuspending 

the dense spore pellet residing at the bottom of the Eppendorf tube (a result of 

centrifugation) with the round, sealed end of a glass capillary melting point tube after 

which the Eppendorf tube was vortexed for at least 20-30 s to homogenize the spore + 

reagent solution/mixture. The protocol was conducted in this way in order to (1) avoid 

exposure of spores to temporarily highly acidic or basic conditions (which might 

confound results with process variables) and (2) mimic the most ideal, simplest-case 

where a single solution is added to spores prior to sample introduction into the GC. 

8.2.2 Spore Me2DPA yields results 

Three example chromatograms from BA spores analyzed in this study are 

displayed in Figure  8-6 to illustrate some of the effects that the reagent composition has 

on spore biomarker yields. Two key spore biomarker types visible in the chromatogram 

are (1) DPA, as Me2DPA and MeMPA (the methyl ester of DPA’s singly decarboxylated 

form, monopicolinic acid or MPA; see Figure  2-12), and (2) fatty acids (FAs), as their 

methyl esters (FAMEs). Pyrene was added separately as an internal standard. In Figure 

 8-6, point q represents an aggregate solution that contained TMA-OH alone, point s is 
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pure NaMeSO4 (no OH– present), and point a is a mixture of all four ions, where 

125.0
TMA

=+x , 375.0
Na

=+x , 125.0
OH

=−x , and 375.0
4MeSO
=−x  (a 1:3:1:3 ratio). 

 
 

 
Figure  8-6. Example chromatograms for BA spore study produced at different points in the 
experimental design space. 
 
 
 

At point a, Me2DPA is produced in yields so high (approximately 95% overall 

conversion!) that the column was overloaded, as manifest by the sawtooth-shaped peak. 

Points q and s both reflect about 1-10% Me2DPA conversion, although at point s, the 

MeMPA peak area exceeds that of Me2DPA. MeMPA is not obvious at point q, but some 

is seen in a. Points a and q exhibit similar FAME profiles, while the conversion to 

FAMEs is very low at point s. 
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8.2.3 Discussion of spore mixtures experiments 

Figure  8-6 provides an opportunity for some commentary about the chemistry of 

this single-step reaction that produces Me2DPA. In Figure  8-6s, FAMEs yields are lower, 

presumably because OH– is not present to hydrolyze the ester bonds of the bound fatty 

acids—a prerequisite for methylation of the same via the SN2 mechanism. 

Also, the DPA decarboxylation observed in Figure  8-6s (with pure NaMeSO4) 

probably results from the presence of H+ if HMeSO4 was in slight excess relative to 

NaOH. Mechanisms are known for decarboxylation of aromatic acids in both protonated 

and de-protonated forms [236]. Loss of the first carboxylate group of DPA by both 

mechanisms is shown in Figure  8-7. 

 
 

 
Figure  8-7. Known decarboxylation mechanisms for aromatic carboxylic acids, applied to DPA, for 
(A) acid-catalyzed and (B) base driven mechanisms (refer to Figure  2-12). 
 
 

This author’s experience is that in the heated GC inlet (290°C), DPA 

decarboxylates to a much greater extent in the presence of acid compared to base, 

although H2DPA is known to decarboxylate between about 230-240°C [181, 303], 

possibly because this temperature is high enough to activate proton transfers indicated by 

Figure  8-7A between DPA molecules. The apparent higher thermal stability of CaDPA 
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[302] may result from the attraction of electrons on the carboxylate groups by Ca2+, 

which may reduce their activity towards –COO– cleavage. 

The results of the mixture experiments that focused on Me2DPA yields from 

spores have very practical implications. Our research group has considered the relative 

yields of biomarkers important for differentiation of spores, for example, using the 

relative ratios of FAMEs to Me2DPA to normalize results for improved differentiation 

success [420]. However, the experiments conducted with spores in this reagent mixture 

study indicate that altering the methylation reagent mixture changes the relative yields of 

methylated biomarkers with different chemical functionalities (Figure  8-6). Since this 

dissertation has focused only on spore Me2DPA yields, a study of the reagent mixture’s 

effects on both absolute yields and relative ratios between biomarkers is advisable. Data 

for this investigation on FAMEs and MeMPA are available in the chromatograms 

obtained for the Me2DPA studies and may be analyzed by a successor student. 

8.2.4 Fitting spore Me2DPA data to models 

The spore Me2DPA percent yield data were fitted to the linear and nonlinear 

models shown by Eqns. ( 8-8) (rewritten below), ( 8-12), and ( 8-13) [referred to as “lm”, 

“nlm_1”, and “nlm_2,” respectively; note that Eqns. ( 8-12), and ( 8-13) are based on the 

standard gamma distribution, Eq. ( 8-14)]. 1χ  and 2χ  are mole fractions of TMA+ and 

MeSO4
–, respectively. The best-fit parameters (β ) for the linear model, Eq. ( 8-8), were 

obtained by standard linear regression methodology, while Eqns. ( 8-12) and ( 8-13) 

required iterative nonlinear methods.  
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Unfortunately, most of the best-fitting β  parameters for the nonlinear equations 

did not converge as the fitting algorithm progressed. As the β ’s grew, numerical errors 

forced premature termination of the solver [note that the high values for the β ’s occur in 

exponential terms in Eqns. ( 8-12) and ( 8-13)].46 
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Although model convergence was not attained in the conventional manner (i.e., 

the β ’s converge to consistent values as the solver runs), a special criterion was 

determined to specify convergence: When 10 consecutive residual sum of squared (RSS) 

error values changed less than 0.01% after each iteration, the model was considered 

                                                 
46 Other forms of the gamma distribution were explored that either were not stable in the nonlinear solver or 
gave essentially identical fits as judged by the RSS values. A modified beta distribution was also attempted, 
although the nonlinear solver would not even commence toward a solution even with apparently good, 
reasonable guess values. 
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converged and β  at that tenth sequential iteration was used for the model (see Figure  8-8 

and Table  8-1). Little reduction of the RSS occurred upon further iterations, which is seen 

in Figure  8-8 as the “leveling off” of the RSS values as the solver ran further. 
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Figure  8-8. Residual sums of squared errors for nlm_1 and nlm_2 [Eqns. ( 8-12) and ( 8-13), 
respectively] vs. iteration number of the nonlinear solver. Triangle and square symbols indicate the 
iteration from which the β  values were obtained for the models (Table  8-1). 

 
 
 

Table  8-1 lists, for each model, the residual sum of squares (RSS) values, the 

Akaike Information Criterion (AIC), the Pearson r, r2, and radj
2 values, and the best-fit *β  

parameter values. The standard F-test cannot be used to compare models that are not 

nested, so other means were employed as a means for model comparison. First of all, 

nlm_1 and nlm_2 have lower RSS values, higher r, r2, and radj
2 values,47 and employ 

fewer parameters compared lm, indicating that lm is less effective in describing the 

                                                 
47 Recall r2 values indicate the proportion of the variability in the data that is explained by the model. 
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variability in the data. Also, nlm_1 and nlm_2 visibly appear to match the data better. 

The AIC values of nlm_1 and nlm_2 are lower than that of lm, indicating that the 

nonlinear fits are better than the linear one.48 Although nlm_2 has a much lower RSS 

value than nlm_1, both models’ AIC and radj
2 values are close, indicating the difficulty in 

judging which fits the data better. For the sake of parsimony, nlm_1 is recommended 

until further experimentation and analysis are conducted to conclude otherwise. 

 

Table  8-1. Best-fit parameters, *β , for Eqns. ( 8-8), ( 8-12), and ( 8-13). Although many digits in the *β  
values are reported so that the model may be exactly reproduced, only 2-3 are generally significant. 
Parameter 
or statistic 

Linear fit 
[Eq. ( 8-8)] 

Nonlinear fit 1 
[Eq. ( 8-12)] 

Nonlinear fit 2 
[Eq. ( 8-13)] 

RSS◊ 8120 7210 6260 
AIC† 238 226 226 

r, r2, radj
2 0.88, 0.77, 0.62  0.89, 0.79, 0.71  0.91, 0.82, 0.72  

β0 183.0 282.452 275.205 
β1 -720.3 189.192 63.37 
β2 -2796.8 223.938 136.572 
β3 -3068.1 1.23625 0.847482 
β4 13226.7 191.068 147.719 
β5 11945.6 177.006 275.745 
β6 16707.9 134.937 161.899 
β7 -21622 -1.17131 -1.56571 
β8 -15577.2 38.6648 213.869 
β9 -30382 63.4954 165.635 
β10 -18242.7 0.946597 1.58446 
β11 9894.3 N/A 6.30737 
β12 3422.4 N/A 26.3127 
β13 20622.4 N/A 0.579785 
β14 23053.9 N/A N/A 

◊ Residual sum of squared errors. 
† Akaike’s information criterion; see text for details. 
 

                                                 
48 Note that AIC comparisons are also rigorous only with nested models.  
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Figure  8-9. Me2DPA percent conversion data plus wireframe representations of the models. Red squares are BA spores and blue circles are BG spores. 
(A) Eq. ( 8-8) [lm], (B) Eq. ( 8-12) [nlm_1], and (C) Eq. ( 8-13) [nlm_2]. 
 

< 0

0-10

10-20

20-30 30-40 40-50 50-60

60-70
H1lm

H2lm

Slm

v y

A

q z' z

a

bc

< 0

0-10

10-20

20-30 30-40 40-50 50-60

60-70
H1lm

H2lm

Slm

v y

A

q z' z

a

bc

0-10

10-20

20-30
30-40 40-50 50-60

70-80

60-70

H1nlm_1

Snlm_1

H2nlm_1

v y

B

q z'

a

bc

z

0-10

10-20

20-30
30-40 40-50 50-60

70-80

60-70

H1nlm_1

Snlm_1

H2nlm_1

v y

B

q z'

a

bc

z  

0-10

10-20
20-30

30-40 40-50 50-60 60-70

70-80

q z'

H1nlm_2

Snlm_2

H2nlm_2

v y

C

z

a

bc

0-10

10-20
20-30

30-40 40-50 50-60 60-70

70-80

q z'

H1nlm_2

Snlm_2

H2nlm_2

v y

C

z

a

bc

 
Figure  8-10. Contour plots of best fit models to the conversion of spore DPA to Me2DPA using (A) Eq. ( 8-8) [lm], (B) Eq. ( 8-12) [nlm_1], and (C) Eq. 
( 8-13) [nlm_2]. On the perimeter of the plots are indicated approximate percent conversions of DPA to Me2DPA predicted by the models. Lowercase 
letters indicate reagent combinations discussed in the text. Local maxima for each model are indicated by H1 and H2, and a saddle point by S. A special 
discussion on the response at the circled points q, z, and z' is included in  Appendix C.

148



 

 149

The fits to the data for each of these models are shown in Figure  8-9 and Figure 

 8-10 (both are included on the same page). Due to the large degree of scatter in the 

response data, there are no obvious differences in percent Me2DPA yields between BA 

and BG spores, so both were used in fitting single models rather than 2 separate models 

for each species. Although differences in total DPA amounts between spore species and 

even batches are expected, there is no reason to suspect any difference in percent DPA 

methylation of spores since the GC injector setpoint of 290°C is greater than 250°C, the 

reported temperature where DPA begins to escape the spores [300-302]. 

All three models exhibit reasonably close agreement for the location of the two 

observed maxima, H1 and H2, and the saddle point, S. (The points H1, S, and H2 from 

Figure  8-10 are overlaid together in Figure  8-12C as part of a later discussion on OH– 

effects.) Although the linear model identifies where regions of maximum response occur 

(discussed further below), it underestimates the magnitude of those points, it largely 

misses the significant decrease seen in the Me2DPA response along vy, and it erroneously 

predicts negative Me2DPA yields in some regions (see Figure  8-9A and Figure  8-10A). 

In contrast, the nonlinear models are very descriptive of the dip seen near line vy 

and at the points of highest response in the interior of the design space. Also, the 

nonlinear models are always positive. Although this last feature is advantageous since 

data cannot be negative, the drawback is that the nonlinear models may under predict 

Me2DPA response as χ  moves far away from the optimal mixture, *χ  (that is, as the 

mixture is changed drastically relative to that where the local maxima of Me2DPA 

percent conversion are found). Such is the case at points q and r in Figure  8-10, where 

the nonlinear models consistently under predict the response. 
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Using these models, the “best” recipes for TCM are reported in Table  8-2, where 

total methyl donor concentration is constant at 750 mM, total volume is 500 μL, and 

stock reagents are 2.0 M each. Appropriate volumes of stock reagents are readily 

computed from the data in Table  8-2 by appropriate material balances. Also in Table  8-2 

are the predictions for the percent conversion of DPA to Me2DPA based on the models of 

Eqns. ( 8-8), ( 8-12), and ( 8-13) and the best-fit *β  in Table  8-1. 

 
 
Table  8-2. Volumes of reagents corresponding to critical points labeled in Figure  8-10 assuming stock 

solutions are all 2.0 M. 

Model 

ID in 
Figure 
 8-10 

TMA-OH 
(2.0 M) 

HMeSO4

(2.0 M) 
NaOH 
(2.0 M) Solvent 

Internal 
standard 

Predicted
Me2DPA 

yield 

lm 
[Eq. 
( 8-8)] 

H1lm 37 μL 150 μL 165 μL 98 μL 50 μL 76.1% 
Slm 87 100 61 202 50 60.6 

H2lm 96 92 43 219 50 60.9 

nlm_1 
[Eq. 
( 8-12)] 

H1nlm_1 51 136 142 121 50 89.5 
Snlm_1 84 103 62 200 50 44.2 

H2nlm_1 98 89 28 235 50 70.6 

nlm_2 
[Eq. 
( 8-13)] 

H1nlm_2 49 139 135 127 50 87.8 
Snlm_2 83 104 66 197 50 46.3 

H2nlm_2 105 82 30 232 50 92.6 
 
 
8.2.5 Quantitation of ions on the coiled wire filament 

Since the sum of moles of TMA+ + MeSO4
– was held constant at 750 mM for all 

experiments, the net quantity of ions collected by the coiled wire filament (CWF) varied 

with the mixture fractions. For example, a 100% TMA-MeSO4 solution (r in Figure  8-5) 

had 375 mM each of TMA+ and MeSO4
– and no Na+ or OH–. For a mixture with equal 

quantities of TMA+, Na+, OH–, and MeSO4
– (x in Figure  8-5), the concentration of each 
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species was 375 mM, and so the total concentration was 1500 mM. Figure  8-11 indicates, 

with blue dashed lines, the mixtures where the total molar amount of ions collected by the 

wire was constant (note 750 mM total methyl donor concentration contributes 490 nmol 

in 0.65 μL). Further exposition on this topic of non-constant ions is given in  Appendix A. 
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Figure  8-11. Mixture design space for spores. Blue dashed lines indicate the total quantity (in nmol) 
of ions that are transferred to the coiled wire filament assuming a volumetric uptake of 0.65 μL. 
 
 
 

Figure  8-12 displays both the total abundances of each FC on the CWF in the 

mixtures design space as well as lines of constant mixture fraction for each ionic FC. The 

solid contour lines (constant moles) would coincide with the dashed lines (constant 

mole/mixture fractions) if a constant total molar basis (rather than constant TMA+ + 

MeSO4
– basis) had been chosen for the experimental design.  The local maxima and 

saddle points predicted by the models (originally presented in Figure  8-10) are re-plotted 

in Figure  8-12C because there appears to be a correlation between total amount of OH– 

and these critical points from the models. 
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Figure  8-12. Contour plots representing the reagent quantities taken up by the coiled wire (solid 
lines) and mole fractions (dashed lines) for (A) TMA+, (B) Na+, (C) OH–, and (D) MeSO4

–. The 
numbers in parentheses indicate the minimum and maximum quantities of the given ion, in nmol, 
assuming 0.65 μL uptake by the CWF. Waviness in contours is an artifact of interpolating between 
the main design points.  
 
 
 

If the apparent correlation between OH– amount and the models’ critical points 

implicates total amount of OH– (rather than just its mixture fraction), then the hydrolysis 

process probably depends on the OH–:spore ratio plus process conditions such as gas 

flow rate or liner and coil dimensions because these variables influence CWF heat-up 

rate, mass transport of volatilized materials away from the CWF, and residence times of 

reactive/reacting vapors in the system. If, on the other hand, these local maxima and 
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saddle points identify absolute optimal mixtures that are independent of total OH– (at 

least above some threshold amount of total methyl donor plus hydrolytic reagents) then 

the net quantity of reagents is less important than their relative mixture amounts. Thus, on 

a constant methyl donor basis, the maximum percent conversion of DPA to Me2DPA 

would indicate a result that is more globally applicable. The relative importance of total 

reagent vs. mixture amount remains to be established. 

8.3 Sources of experimental errors for spore Me2DPA yields data 

Many different physical sources of error were present that would have contributed 

to the scatter seen in percent yield of Me2DPA. These sources are categorized roughly 

into problems related to spore homogeneity, GC calibration curves, activity and thermal 

gradients within the injection port liner, and instability of reagents (probably MeSO4
–) 

during solvent evaporation. Additionally, LC calibration may have been slightly biased 

compared to actual spore DPA measurements. 

8.3.1 Difficulty in obtaining homogeneous spores samples 

One possible source of error in assessing the quantitative yield of spore Me2DPA 

was due to the difficulty of resuspending spores in a homogeneous manner after they had 

been densely packed in a pellet at the bottom of an Eppendorf tube. Even with strongly 

acidic or basic reagents plus and mechanical breakup using the melting point capillary 

tube, residual small spore “clumps” remained that would not disintegrate. Although these 

were small and the majority of spores appeared homogenized, bias of the CWF towards 

capture of smaller particles produced errors that correlated with sample inhomogeneity. 
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One solution to this problem is to apply ultrasound. However, this was not 

employed here because ultrasound involved an additional process step that may have 

ruptured spores and/or released their DPA prematurely [421]. More importantly, 

sonication can promote undesirable reactions between the reagents such as premature 

MeSO4
– hydrolysis. 

8.3.2 Solvent evaporation and sample effects on mixture composition 

General experience established that dilute (< 1 M) MeSO4
– solutions in MeOH 

with only a few percent water are stable against acid or base hydrolysis (as judged by 

titration reproducibility), which is consistent with the literature. This feature is useful 

because a stock solution may be prepared in advance and used weeks later as long as it is 

kept neutral and/or in methanol of low water content. However, with increasing base 

concentration and water concentration, which prevail during evaporation of solvent on 

the coiled wire filament, the MeSO4
– reagent may be appreciably hydrolyzed, which may 

become a source of error in the independent variable, χ , rather than in the dependent 

variable, y  [e.g., see Eq. ( 4-9)].  

This phenomenon was briefly investigated with the reference protocol in mind 

(i.e., no NaMeSO4 was present) using two MeSO4
– solutions—one acidic (“Solution A”), 

and the other basic (“Solution B”). Solution A was prepared to be 235 mM by dilution of 

a HMeSO4 stock solution (final water concentration was also about 235 M H2O). 

Solution B was prepared by adding TMA-OH to HMeSO4, and was intended to have final 

concentrations similar to the reference spore derivatization mixture—235 mM MeSO4
–, 

500 mM TMA+, and 265 mM OH– (note the added TMA-OH contributed about 2.5 M 
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H2O). To each solution, about 5 vol% or ~2.8 M water was added (the remainder being 

MeOH) to simulate the water content expected in actual spore samples (note Solution B 

had ~5.3 M total water). 

Two 200 μL-sized aliquots of each of these solutions were transferred to glass 

vials and the solvent evaporated under N2. Once dry, the solutions were re-constituted in 

1 mL of either MeOH or H2O (to see if the reconstituting solvent had any influence) and 

stored until titrated, at which point several mL more water was added in order to cover 

the pH electrode and to provide an aqueous environment for the same. Titrations were 

conducted on Solutions A and B once before drying (“fresh”), once after being 

reconstituted in H2O or MeOH (“dry H2O” or “dry MeOH”), and once again, without 

drying, about 10 h later after all other titrations were complete (“old”) to verify that time 

was not responsible for changes in titration endpoints. 

The titration data are shown for Solution A in Figure  8-13 and Solution B in 

Figure  8-14. Each data set in Figure  8-14 had two inflection points. Points of inflection, 

reported in Table  8-3, were found numerically according to the method described in 

Section  4.3 and used to make inferences about the extents of hydrolysis of MeSO4
–. 

The points of inflection (Table  8-3) were understood to reflect the neutralization 

points of the acid or base, which changes with the degree of MeSO4
– hydrolysis. No 

observable change in the acid strength of Solution A (fresh vs. old) was observed. 

However, the evaporation process did alter solution acidity, increasing it by 22% for the 

water-reconstituted sample and by 26% for that re-dissolved in MeOH. The sample 

reconstituted in water showed a slightly lower acidity gain when, theoretically, it should 

have been higher since water, not MeOH, is hydrolytically active against MeSO4
–. This 
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difference is thought to lie within experimental error and it is concluded the 

reconstitution solvent did not truly influence the observed degree of hydrolysis with 

acidic mixtures. 

Although the belief that reconstituting solvent has no effect, but that differences 

are due to experimental irreproducibilities is also held for Solution B, the solution 

reconstituted in water was higher in acidity than that in MeOH (lower 1st inflection points 

in Table  8-3), giving evidence that the solvent of reconstitution had an effect. Again, the 

solvent evaporation procedure was not carefully controlled and is probably the source of 

error (e.g., two different streams of N2 were used for each vial; faster drying by one 

stream would have resulted in lower temperatures, lower times for reaction, and hence 

reduced hydrolysis compared to slow drying).  
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Figure  8-13. Titration data for acidic Solution A before and after drying. Expected value (2.35) 
indicated by vertical red line. 
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Figure  8-14. Titration data for basic Solution B before and after drying. Expected value (2.65) 
indicated by vertical red line. 
 
 
 

Table  8-3. Inflection points from titration data from Figure  8-13 and Figure  8-14. 
Condition of titrand Solution A (mM) Solution B (mM) 

Fresh 229 
1st  245 
2nd  261 

Dry, reconstituted in H2O 280 1st  189 
2nd  253 

Dry, reconstituted in MeOH 289 
1st  210 
2nd  263 

Old (~10 h) 229 1st  251 
2nd  262 

 
 
 

The titrations of Solution B in Figure  8-14 show two inflections, the first due to 

neutralization of OH– and the second to protonation of SO4
2– (probably involving 

displacement of TMA+ in [TMA+SO4
–]– by H+). That two inflection points were observed 
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in the titrations of “fresh” and “old” Solution B indicated the presence of free 

(nonmethylated) sulfate at respective amounts of 6.1% and 4.2% (computed by 

comparing the first to the second inflection point values; see Table  8-3). If experimental 

error is ruled out as a cause, the remaining possibilities for explaining the presence of 

initial SO4
2– are that (1) conversion of H2SO4 to HMeSO4 in the stock solution was 

incomplete, (2) additional hydrolysis occurred upon addition of water immediately prior 

to titration, and/or (3) some hydrolysis of MeSO4
– occurred upon preparation of Solution 

B. The fact that the SO4
2– is apparently lower in “old” Solution B compared to the “fresh” 

solution supports the second possibility. 

The percent of MeSO4
– in Solution B that was hydrolyzed during the drying step 

was computed for both dried solutions by comparing the 1st inflections of the same 

against the average of the 1st inflections of the “fresh” and “old” solutions (248 mM; see 

Table  8-3). The solution reconstituted in H2O exhibited 24% hydrolysis, and that 

redissolved in MeOH was only hydrolyzed by 15%. Again, it is thought that the 

discrepancy is actually due to differences occurring during drying rather than the solvent 

identity, although this was not confirmed. 

It is surprising that drying the MeSO4
– salts under alkaline conditions effected an 

extent of hydrolysis on par with drying in acidic solutions because the literature reports 

that hydrolysis is much faster in acid than in alkali [390]. The discrepancy could be due 

to the extra water in the alkaline solutions compared to the acidic ones, or to other 

differences in drying rates. Also, the literature suggests that hydrolysis of MeSO4
– in 

solution may occur even more rapidly with alkali metals in place of TMA+. For example, 

although HMeSO4 was stable for weeks in dilute aqueous solutions, it was over 90% 
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hydrolyzed overnight in the presence of coal fly ash [422], which perhaps was a result of 

the ash’s mineral content. The same apparent enhanced reactivity of MeSO4
– salts to 

methylation in the presence of alkaline cations was manifest by the DPA conversion data 

discussed previously. 

The net conclusion from this study is that what is believed to be on the wire based 

on the stoichiometry of the added reagents is probably incorrect due to the side reaction 

summarized by Eq. ( 8-15). This is one potential source of error. 

 MeSO4
– + OH–  SO4

2– + MeOH ( 8-15) 
 

This reaction is undesirable because it reduces/depletes both the concentration of 

methyl donor and the thermochemolytically-active OH–. The implication is that despite 

efforts to accurately control the final concentrations/ratios of MeSO4
–, OH–, and other 

cations, the final composition may be significantly different than the one intended. In the 

terminology of the mixture experiments, a significant uncertainty would result in desx  

(and thus desχ ), as well as the net ratio of methylation reagent present. The high degree of 

scatter in the response variable was very likely strongly influenced by the uncertainty in 

desx . 

Another possible error source is that samples susceptible to hydrolysis consume 

OH–, which ultimately reduces the basicity of the solution and mixture fraction of OH–. 

Hydrolysis of alkyl esters, illustrated in Figure  2-9 parts A and D, serve as example 

reactions of how hydrolysis depletes OH–. 

Nevertheless, even with a significant random component, given that the precursor 

mixture compositions were systematically manipulated, the deviations in desx  must 

possess a systematic component as well. Therefore, conclusions about the “best” mixture 
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for spore DPA release and methylation remain valid, even if a precise knowledge of the 

mixture that resides on the wire is unknown. 

8.3.3 Inconsistencies in sample deposition on the wire 

Experience has shown that the rather crude nature of drying the sample following 

collection on the wire can affect the gas chromatograms since not only do varying 

amounts of solvent remain from one injection to the next, but the resultant salt mixtures 

can vary compositionally (e.g., due to different degrees of hydrolysis of MeSO4
–), likely 

morphologically (drying rate and temperature affects the size and structure of salt 

crystals), and probably physically [depending on the particular wire used, the age of the 

wire, and random effects, liquid droplets migrate to different locations on the wire (see 

Figure  8-15), and physical separations between liquid and solid materials have been 

observed]. 

 

B

C

A

 
Figure  8-15. Illustration of possible locations of sample on the CWF after evaporation. Sample may 
remain (A) at back or upper end, (B) at the tip or front end, (C) split into two locations, etc. 
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8.3.4 GC calibration curve problems 

A challenge to rigorous statistical analytical methods was the variability in the 

calibration curves that were produced for each study. The purpose of the calibration curve 

was to convert measured peak areas to absolute Me2DPA amounts and ultimately to 

percent DPA conversions by comparing the observed Me2DPA against the known 

amount of DPA in the sample (e.g., as determined by LC-UV analysis of spore 

hydrolyzates). 

A different calibration curve was produced for each study since over time, the 

detector response may drift, etc. Figure  8-16 presents portions of a series of calibration 

curves generated for several studies pursued during this work (only one of which—the 

spores data—actually employed one of those curves). Figure  8-16A and B were 

generated by carefully transferring known volumes of standardized concentrations of 

Me2DPA + internal standard with a microliter syringe to the CWF and using, 

respectively, a GC equipped with a quadrupole mass spectrometer (MS) and flame 

ionization detector (FID) for detection.49 Figure  8-16C was obtained by repeated dipping 

of the coiled wire (nominal 0.65 μL sampling volume assumed from previous CWF 

volumetric uptake study). Figure  8-16D displays the Me2DPA peak area vs. the internal 

standard peak area. Data in Figure  8-16C and D were obtained with the MS detector. 

The reason that a relatively information-poor calibration curve, Figure  8-16C, was 

generated and used for quantifying the spore studies resulted primarily from (1) the 

limited time on the GC instrument during that particular series of experiments, but also 
                                                 
49 All GC parameters were comparable for the MS and FID studies except that GC column outlet pressure 
was higher with the FID because this detector operates at atmospheric pressure, unlike the MS, which 
operates under vacuum. 
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because (2) foreknowledge about the variability present in the data gave little motivation 

to proceed with many more injections of standard Me2DPA solutions (i.e., further data 

acquisition of different quantities of Me2DPA would produce marginal refinement in the 

certainty of the calibration curve; see below). The mean integrated m/z 137 peak areas for 

five injections of 3.0 nmol Me2DPA was 9.63 x107, with 95% confidence intervals on 

this mean being ±1.63 x107 (±16.9% of the mean response at 3.0 nmol, which is entirely 

consistent with the reproducibility reported in Section  6.1). 
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Figure  8-16. Example calibration curves for Me2DPA. Curves (A) and (B) are from experiments 
where Me2DPA was carefully applied to the CWF using a microliter syringe, while (C) was obtained 
by dipping the CWF in a calibration solution of known Me2DPA concentration. (D) displays the 
integrated peak area of pyrene internal standard vs. that of Me2DPA. 
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To convert Me2DPA peak areas to absolute Me2DPA amounts for comparison 

with LC data, it was assumed that the Me2DPA response was linear from the origin to the 

mean response data (hence the red line in Figure  8-16C) and that this line could be 

extrapolated beyond the data (previous studies, not displayed, had established that the 

curve was linear at quantities in excess of 4 nmol). Assuming 0.65 μL nominal uptake of 

well-suspended spores, the total maximum amount of DPA collected by the wire was 3.6 

and 4.6 nmol for BG and BA spores, respectively, so the extrapolation was not far. Due 

to the non-linear, upward concavity in the calibration curves seen in Figure  8-16A and B 

(and assumed to exist in Figure  8-16C), interpolation between the origin and the single 

mean response at 3 nmol in Figure  8-16C probably biased the low Me2DPA yields 

towards underestimates for the actual amount of Me2DPA produced. Thus, overall error 

in the estimated quantity of Me2DPA for lower response values was probably ±20%.  

Furthermore, the application of a standard compound-based calibration curve to 

spores encounters additional errors for reasons that are discussed in Section  8.3.6 

regarding liner deactivation during sample injection. 

Many key pieces of information are contained within Figure  8-16A-D. First, the 

data are considerably scattered for both MS and FID detector types. The primary reason 

is believed to result from the premature loss of Me2DPA during needle insertion through 

the heated GC septum (e.g., Me2DPA passes through the septum purge instead of into the 

column, remains adhered to the inside walls of the needle where contact with the coil is 

made, or the He gas leaks backwards through the seal in the coiled wire filament’s 

assembly; see Figure  1-4d). It is also possible that the active Pt-Ir metal catalyzes 

premature decomposition of the Me2DPA, although this is probably insignificant given 
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the relatively low surface area and low residence times of the wire, plus the absence of 

decomposition products such as pyridine in the chromatograms. Residual liquid solvent 

carried into the GC inlet, which can vary significantly from one injection to the next, can 

influence the amount of analyte that reaches the column. The backflashing that occurs in 

the inlet (manifest by an inlet pressure spike for most samples) carries the sample 

backwards, although the solvent may have positive effects by temporarily passivating 

surfaces. The preferred remedy to the above problems is to use an autosampler device in 

place of manual injection, which improve all aspects pertaining to reproducible CWF 

handling and would speed up needle insertion, possibly minimizing the problems of 

premature CWF heating inside the needle and the presumed resultant reproducibility 

problems. However, such a device would need to include a means for cleaning or 

replacing the CWF between samples. 

A second key revelation of Figure  8-16A and B is that in the low Me2DPA range 

(i.e., up to about 0.5 nmol) the curves for both detector types are concave upwards, 

becoming linear at higher Me2DPA quantities, so a best-fit calibration is not a straight 

line.50 Because similar curvature is observed with both detector types, it probably does 

not result from detector nonlinearity, but rather may be from differences in Me2DPA 

desorption behavior from the wire. Such problems may result from monolayer vs. 

multilayer wire coverage due to the active wire surface that adsorbs Me2DPA more 

strongly than bulk Me2DPA. The liner surface may play a similar role. 

                                                 
50 No equation linear in its parameters could be found that would sufficiently fit this data, making either a 
nonlinear fit or a transformation a necessity. 
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Third, in Figure  8-16A and B (and possibly C), the vertical scatter in the 

calibration data do not appear to be normally and uniformly scattered around a mean 

regression line, but rather seem to be skewed downward. If true, this observation supports 

what is believed about the variability of this process, which depends on two key random 

variables that cannot be controlled by the operator, i.e., (1) a variable quantity of 

Me2DPA, Q , is collected by the coil and (2) only a fraction, F , of the total collected 

amount of Q  is ultimately eluted and detected. The observed Me2DPA peak area, Y , for 

the entire process may be modeled as Eq. ( 8-16) [or ( 8-17) if F  is the fraction of Q  that 

is not detected], where α  is the response factor of the instrument.  

 FQY   α=   ( 8-16) 
 

 ( )FQY −= 1  α  ( 8-17) 
 

Given what is known about the dipping/dropping process for transferring material 

to the CWF, Q  is likely normally distributed, while the fraction F  follows a distribution 

whose domain is the interval [0,1], e.g., a beta distribution [Eq. ( 8-18)].  

 ( ) ( )
( ) ( ) ( ) 11

beta 1,,d −− −
ΓΓ
+Γ

= ba xx
ba
babax  ( 8-18) 

 
The facts that the calibration data are curved upward and that the variance seems 

to depend on the net quantity of Me2DPA sampled (a fourth piece of information 

presented by Figure  8-16) probably result from some type of dependence of F  on Q , the 

possible reasons for which were discussed previously. 

Fifth, the addition of the chemically inert pyrene (or chrysene) internal standard 

does not serve its intended purpose of improving the precision of estimating Me2DPA 
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quantities. If it did, the Me2DPA and pyrene peak areas observed after repeated sampling 

of the same solution would exhibit a correlation statistic near 1. However, Figure  8-16D 

shows that there was little correlation between Me2DPA and pyrene peak areas in the 

dataset corresponding to Figure  8-16C (pyrene data not shown); i.e., the Pearson’s r 

correlation value is 0.665. In fact, because the Me2DPA and pyrene area have strong 

random, independent components [each can be modeled by Eqns. ( 8-16) or ( 8-17) as 

discussed above], the relative variance of Me2DPA/pyrene is actually higher than the 

relative variance of either compound’s area alone, which was definitely observed both 

with the calibration and the experimental spore derivatization data. Thus, Me2DPA peak 

areas were used for analyses rather than Me2DPA/pyrene area ratios. Unfortunately, 

much of the observed Me2DPA peak area data obtained from spore and model DPA 

derivatization studies were in the highly scattered, nonlinear region where uncertainty in 

Me2DPA amount is high. Fortunately, the variability is thought to be attenuated by the 

apparent liner passivation induced by the methylation reagents (discussed below in 

Section  8.3.6). 

8.3.5 Thermal gradient in the liner 

Once inserted and fully extended, the wire resides ~3.2 to ~4.4 cm from the top of 

the inlet liner. The GC inlet is not isothermal in this region. At a setpoint of 290°C, the 

temperature varies about 15°C along the length of the wire (Figure  8-17). The key 

implication of this temperature gradient is that a volatile or reactive sample may exhibit 

different products in the chromatogram depending on its physical location on the wire (cf. 

Section  8.3.3, especially Figure  8-15). If the thermal history and residence times of 
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different samples vary, qualitative and quantitative differences in chromatographic results 

would not be surprising. 
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Figure  8-17. Measured liner temperature profile at 290°C setpoint (indicated by a dashed horizontal 
line). Solid rectangle delineates the physical location of the CWF (vertical border lines) and ~15°C 
temperature gradient along the wire (horizontal border lines) based on the temperature data. Total 
liner length is ~7.9 cm. 
 
 
 

High thermal gradients along a liner caused descrimination in analysis by 

injection of a series of n-alkanes in hexane, the higher boiling compounds’ peak areas 

diminishing as the temperature gradient increased [423]. The chromatographic 

significance of different temporal- and positional-thermal profiles along the CWF has not 

yet been explored in depth by us, but has been addressed elsewhere for a passively heated 

sample probe using very non-polar and polar model compounds [424]. The nonpolar 

analyte was readily and rapidly volatilized from all materials studied, but the polar 

compound exhibited slow volatilization when the heating rates were slow (due to higher 

thermal masses of different probe materials) and when the sample carrier had a 
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chemically active surface. From the pyrolysis literature, a general consensus about 

whether fast heating is better for avoiding undesirable decompositions during 

thermochemical methylation is mixed and appears to depend on a variety of factors 

including sample identity and final temperature [287, 315, 365, 425]. Apparently, only 

through trial and error can the best conditions for thermal analysis be determined. 

8.3.6 Liner activation and contamination from sample injection 

Nonvolatile chemicals (Na+ and SO4
2–) are major components of the best-

performing mixture, point a in Figure  8-10. Although ideally these chemicals remain on 

the coiled wire during the whole process, in reality each injection probably deposits 

Na2SO4 (perhaps initially as NaMeSO4 or TMA-MeSO4), CaSO4, and other polar 

nonvolatile chemicals on the surfaces of the liner. This process is conceivably worse if 

residual solvent evaporation facilitates deposition of these chemicals onto the liner. The 

deposition of polar species in a liner (especially Na+) causes tailing problems in 

chromatograms, reducing sensitivity for detection. 

Experimental evidence is that deposition of Na2SO4 inside the liner does occur. 

First, when a clean CWF was inserted without any chemicals inside the GC inlet after the 

spore experiments involving TMA-OH, NaOH, and HMeSO4, then removed from the 

inlet and placed in a Bunsen flame, the flame yellowed substantially. The wire was 

cleaned by rinsing and flame-drying and the process was repeated with the same results. 

Second, when Me2DPA and pyrene model compounds were introduced without any 

reagents via the CWF into the GC, peak tailing was obvious. The chromatograms in 

Figure  8-18 and Figure  8-19 display peaks from two chromatograms obtained from the 
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spore Me2DPA optimization study described above (with varying amounts of TMA+, 

Na+, OH–, and MeSO4
– in the presence of spores). Also included are the peaks of two 

chromatograms obtained just after the spore studies using pure Me2DPA + pyrene applied 

to the CWF. The tailing of these model compounds was much more pronounced than 

tailing of the same chemicals released and derivatized during the spore studies. 

Fortunately, moderate peak tailing does not significantly influence the quantitative 

analysis since peak areas are the same so long as the peak is not overwhelmed in the 

chromatogram’s baseline noise and any surface activity does not permanently adsorb 

analytes or induce their decomposition. 

 
 

 
Figure  8-18. Overlaid m/z 137 chromatograms of Me2DPA peaks from spore derivatizations and 
from pure Me2DPA. The chemical identity of the compounds corresponding to peaks indicated by 
*’s, which appear only in chromatograms of spores, is unknown. 
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MeSO4
– and/or TMA+ may temporarily passivate the liner’s (and perhaps the 

CWF’s) surface during sample introduction. The sample matrix may also assist in 

passivation [426]. Liner passivation helps to produce good peak shapes despite the 

ultimate deposition of Na2SO4, improves peak area reproducibility, and even increases 

quantitative yields due to avoidance of irreversible sample adsorption or decomposition 

[427]. These factors may help explain the large degree of scatter seen in the calibration 

curves, which did not co-introduce any TMA+ or MeSO4
– salts. If this passivation occurs, 

it is also conceivable that methylation of volatilized biomarkers happens on the liner’s 

surface and not just on or near the wire alone. Where GC inlet liner activation or 

contamination is pronounced, the liner may be cleaned by H2O/MeOH rinsings and re-

deactivated (see Section  3.4.1). 

 
 

 
Figure  8-19. Overlaid m/z 202 chromatograms of the pyrene internal standard peaks from spores 
and pyrene. 
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8.3.7 Errors in DPA quantitation by LC 

Uncertainties in LC are much lower than in GC in part since it is relatively easy to 

transfer nearly 100% of an already-liquid sample into the LC separation column. The 

uncertainty in spore DPA amount came mostly from the different quantities of spores 

contained within the Eppendorf tube used for each study and errors in breaking up the 

spore pellet. However, one potential issue with LC is that the countercation bound to 

DPA influences the UV absorbance spectrum [181, 428-430]. To examine this 

possibility, simple comparisons of Na2DPA to CaDPA and Na2DPA to H2DPA LC peak 

areas were made.51 The Na2DPA and CaDPA samples exhibited identical peak areas 

(although the CaDPA peak was slightly broader). However, H2DPA gave 8.8% higher 

peak area in the 250-350 nm UV absorbance range compared to Na2DPA, suggesting that 

applying calibration curves created from H2DPA to CaDPA may result in ~9% 

underestimates of actual DPA content (and thus overestimates in total percent conversion 

to Me2DPA in the GC). This was probably not a huge problem with the spore CaDPA, 

since the excess H2SO4 probably removed Ca2+ from DPA, replacing it with H+ while 

forming CaSO4. 

8.3.8 Commentary on analysis and modeling of spore Me2DPA yields  

Performing statistical tests of the models was problematic for several reasons. 

First, the number of parameters fit was quite large compared to the size of the data set; 

i.e., parameters for Eqns. ( 8-8), ( 8-12), and ( 8-13) totaled 15, 11, and 14, respectively, 

                                                 
51 3.51 mM is the approximate aqueous solubility of CaDPA observed for these studies. It was prepared by 
diluting 351 μL of 10 mM Na2DPA in 351 μL of 10 mM CaCl2 plus 298 μL H2O. 
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while the number of experimental data points was 39. Second, there was large variation 

in the data, both experimental and from the calibration curve (Figure  8-16C). Although 

the fits were done using least squares and the residuals appeared to be evenly scattered 

about zero, a few exceptions to this even scatter caused a third problem: In order to fit the 

high response data well, the nonlinear models ended up slightly underestimating the 

response at points q and r and overestimating it at points u and v. However, these errors 

are small since the size of the residual scales with the magnitude of the response, which 

actually was a fourth problem: non-constant variance in the errors. This can be addressed 

by weighting the least-squares regression or via transformations of the response and 

model. 

Given all the above uncertainties, if anything, the major statistical violation in this 

analysis is that the data were overfit so that some terms or parameters are not truly 

statistically significant. However, it is difficult to test parameter significance in nonlinear 

models, so all terms in all models were retained. Since the purpose of modeling was to 

estimate the optimal ionic reagent mixture composition and not to test for significance of 

factors or to estimate physically meaningful parameters, the marginal benefits of finding 

better models or pursuing statistically rigorous fits to the data were greatly outweighed by 

the effort that would have been required. The large uncertainties discussed above make a 

study of the propagation of errors difficult. Fortunately, least squares is an efficient, 

unbiased estimator for the mean values of parameters, in spite of the sources of 

uncertainty.  
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8.3.9 Analysis of variance as a robust model validation 

An analysis of variance (ANOVA) on Me2DPA yields at several mixture points in 

Figure  8-10 is a very informative and statistically conclusive test that is unaffected by the 

above problems. The data at point a (near H1), point b (near H2), and the point midway 

between points a and b, called abmid (near S) were compared pair-wise by single factor 

ANOVA with the assumptions that the variance could be pooled and that the data for 

each factor (point) were normally distributed (reasonable assumptions for these three data 

points given that their mean responses ranged from 30-86% and their individual standard 

deviations were 8-15%). The probabilities that the pairwise differences in mean response 

(a vs. abmid, b vs. abmid, and a vs. b) are not zero are very small (p-values were 0.004, 

0.025, and 0.080, respectively).52 Therefore, it may be concluded with a high degree of 

certainty that there truly is a minimum between points a and b, and thus at least two local 

maxima since Me2DPA response around the perimeter of the design space (qrsuv) was, 

relative to the areas near H1, H2, and S, quite close to zero. There is also evidence that 

the mean Me2DPA response differs at points a and b, although it is not as strong since 

0.080 is very close to the cutoff value of 0.05 for statistical significance. In conclusion, 

there are at least two different blends of TMA-OH, NaOH, and HMeSO4 in MeOH/H2O 

that are most effective in converting spore DPA to Me2DPA at the conditions employed. 

Regarding the reduced methylation activity along the line vy in Figure  8-10, it is 

noteworthy that the quantities of Na+ and TMA+ are equal here ( 25.0
TMANa

== ++ xx ). 

Three possibilities for this 1:1 molar ratio of Na+ and TMA+ exhibiting a decrease in 

                                                 
52 The uncertainty in the calibration curve would not affect this interpretation since converting observed 
peak areas to Me2DPA quantities involved multiplication of the former by a single constant. 
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methylating capacity are (1) that the methylating power of MeSO4
– is reduced in some 

manner (e.g., by steric hindrances or special arrangements in the crystal structure of 

whatever salts are formed) and/or (2) that premature decomposition of MeSO4
– occurs 

more rapidly at this salt mixture, e.g., as the reagents are dried on the wire, and/or (3) 

spore DPA release or diffusion is somehow reduced, or decomposition increased, by this 

combination of ions compared to other mixtures. 

Finally, the models definitely capture the essence of the chemical reactivity of the 

TMA+, Na+, OH–, and MeSO4
– system with the constraints imposed. They also lay the 

groundwork for subsequent studies where the statistical problems can be addressed. 

8.4 Comparing IMDOE, traditional mixture DOE, and factorial designs 

One final point of discussion pertains to the question: How does the IMDOE 

approach employed here compare with more “traditional” approaches involving either 

factorial designs or mixture experiments centered on ion-paired reagents that are much 

simpler to design, conduct, and analyze? In Figure  8-20A the IMDOE experimental 

design for the spore studies is reproduced along with the equivalent information 

displayed in a more traditional mixtures perspective using a ternary diagram for TMA-

OH, NaOH, and HMeSO4 (Figure  8-20B) plus a rectangular Cartesian plot (Figure 

 8-20C) that represents the total quantities of each reagent added as x, y, and z coordinates 

(typical for a factorial design). Each of these figures is a 5-sided plane with vertices 

qrsuv, although the shape of each is stretched relative to the other two. The general 

pattern of the sample points remains the same, although as Figure  8-20A, B, and C are 

considered in turn, the points bunch together near the line rs, but separate as the distance 
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from this line increases. (Note that the equations for producing the above-mentioned 

information are found in  Appendix A and  Appendix B.) 

For comparison to Figure  8-20C, Figure  8-20D and Figure  8-20E are included to 

illustrate how the design would have appeared had different bases been chosen. Figure 

 8-20D is for the case where all ions sum to 750 mM (not just TMA+ and MeSO4
–), and 

Figure  8-20E is a design where all binary salts sum to 750 mM (note the similarity 

between Figure  8-20B and Figure  8-20E). All of these designs correspond to Figure 

 8-20A and Figure  8-20B if the absolute molar quantities are converted to ionic or ion-pair 

salt mixture fractions, respectively. 

In all three approaches to DOE (factorial designs, mixture experiments, and 

mixture experiments with ions), given the constraint indicated by Eq. ( 8-9) with a three-

component chemical system, only two degrees of freedom are available. How these 

degrees of freedom are partitioned—and thus how the experimental points are distributed 

relative to one another—depends on the perspective taken for the design. If absolute 

amounts of TMA-OH, NaOH, and HMeSO4 (arguably the simplest method for DOE) are 

specified, then the factorial design may be preferred, although the constraint imposed by 

Eq. ( 8-9) requires careful modifications to the usual “high-low” approach to manipulation 

of factors (discussed below). If it is relative amounts of TMA-OH, NaOH, and HMeSO4 

blended together, then the traditional mixture DOE with a chosen basis (i.e., constant 

moles, constant mass, constant amount of one component) is recommended. Finally, if a 

fundamental picture of what ions are playing which role and if the experimenter wants to 

ensure efficient and complete sampling of the ionic mixture design space, or if there are 

several means to obtain the same mixture of ions, then IMDOE is most useful. 
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Figure  8-20. Experimental design for the spore study as represented by (A) the IMDOE approach, (B) a traditional mixture experimental design, and 
(C)-(E) designs employing the same mixtures as in (A) and (B) but with different bases (indicated in the figure).
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All three approaches are valid means for finding optimal conditions for a process, 

and all could have been used for the present investigation. However, one advantage that 

the IMDOE approach has over the others is that the transformation from total amount to 

mixture fractions of ions distributes the experimental conditions in a different way—

arguably more effectively—than do either factorial designs or traditional mixtures. With 

the IMDOE studies on the spores indicated here, a knowledge of the ion chemistry helped 

to specify clear constraints (e.g., avoiding acidic conditions or too much OH–) and 

allowed 12 lattice points to be spaced uniformly within these constraints (points indicated 

by purple dots in Figure  8-20A), which allowed for immediate identification of regions of 

maximum reaction performance given the key research question: How does the body of 

ions surrounding methyl donating reagents affect their reactivity with nucleophilic spore 

biomarkers? Once these general regions had been identified additional experiments were 

added (points indicated by red X’s in Figure  8-20) to further refine the model using the 

few remaining spores samples. 

As an ultimate illustration of the effectiveness of this DOE using mixtures of ions, 

Figure  8-21 is given to illustrate how the mixtures perspective would appear if the 

experiments had been designed from a factorial approach using two levels of reagent 

concentrations, 100 and 250 mM, with points in between these extreme values (Figure 

 8-21A). The resultant ion-pair mixtures are shown in Figure  8-21B (because point d is 

acidic it is not a good candidate for study) and Figure  8-21C, where the convex hull from 

the spores experiments is included for reference. 

The results of the factorial design, while definitely arriving at an optimal reagent 

mixture, may be confusing to interpret chemically because the basis for comparison is not 
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fundamentally-rooted. To illustrate, Table  8-4 presents the concentration of each ionic 

species in the mixtures according to the design presented by Figure  8-21. The total 

methyl donor concentration is not constant, varying from 200-500 mM (importantly, this 

is not shown by Figure  8-21 B and C). Hence, a question that is not easily answered by 

this design is, “Given that an observed maximum is found, to what extent is it a result of 

the intrinsic mixture vs. the total amount of methylating reagent?” Indeed, interpretation 

of the reasons for increased Me2DPA yields may be difficult with a factorial design. 

Either way, understanding the chemical behavior of the ions—the most fundamental parts 

of the reacting mixture—would need to be addressed. Incorporating those effects into the 

design at the outset is thus frequently preferable, although there are instances where it 

may not be so. For example, an experimenter does not always know—or care about—the 

chemical mechanisms involved in a process and is more interested in finding an optimal 

way to combine reagents within constraints (e.g., solubility limits, stock solution 

constraints). In such cases, it may be preferable to employ a more traditional, 

straightforward approach, in which instance a factorial design may be perfectly 

satisfactory. 

However, even where a mechanism is unknown, taking a more fundamental 

perspective for DOE may appropriately (re)direct the work, as was the case in this 

author’s investigations. Many variations of ionic mixtures experiments were conducted 

prior to those discussed in Sections  8.1 and  8.2. It was actually via an experiment 

involving a mixture of MeSO4
–, SO4

2–, OH–, and Cl– plus TMA+ that the true chemical 

reason for enhanced DPA methylation (via MeSO4
–) was identified. Hence, design of 
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experiments around a constant concentration of methyl-donor ions [Eq. ( 8-9)] was 

justifiably a good choice.  
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Figure  8-21. Factorial design (A) converted to (B) mixture plots of binary salts and (C) mixture plots 
of ions. See text for details. 
 
 
 

Table  8-4. Concentration of each ion and total methyl donors (in mM) in a solution produced 
according to the design in Figure  8-21A. 

Point ID TMA+ Na+ OH– MeSO4
– Total Me 

a 100 100 100 100 200 
b 250 100 250 100 350 
c 250 100 100 250 500 

d* 100 100 -50* 250 350 
e 100 250 250 100 200 
f 100 250 100 250 350 
g 250 250 250 250 500 
h 250 250 400 100 350 
i 175 175 175 175 350 
j 175 100 100 175 350 
k 175 175 250 100 275 
l 250 175 250 175 425 
m 175 175 100 250 425 
n 100 175 100 175 275 
o 175 250 250 175 350 

* The negative value of this design point indicates that it is acidic and cannot be displayed in Figure  8-21C. 



 

 180

 
 



 

 181

9 SEM OF SPORES BEFORE AND AFTER REACTION 

Early in the investigation, it was of interest to visualize what happens to the 

spores as they are chemically and thermally treated. Suspensions of B. thuringiensis 

spores were mixed with the appropriate chemical mixture and applied as a 2-μL droplet 

(via a micropipette) directly to a twisted pair of ~90 μm Pt wires.53 After solvent 

evaporation, the twisted wire was inserted for one min into a GC inlet with flowing He 

set to 290°C. Chemical treatments of interest involved (1) addition of MeOH alone 

(Figure  9-1), (2) addition of 333 mM methanolic TMA-OH (Figure  9-2), (3) exposure to 

375 mM methanolic H2SO4 followed by addition of 667 mM methanolic TMA-OH 

(Figure  9-3),54 and (4) addition of only H2SO4 in MeOH (Figure  9-4).  

9.1 Heating spores in the absence of chemicals 

Figure  9-1 shows spores before and after heating without any chemicals. There is 

little physical change apparent, save the cracking that occurs through some material55 that 

covers them and the wire surface. This cracking suggests that the spores had shrunk, 

                                                 
53 Twisted wire pairs were used with disposability in mind because they required little time and effort to 
produce compared to coiled wire filaments. As a result, the liquid had to be applied by a micropipette rather 
than dipping. 
54 The addition of TMA-OH reduced the H2SO4 concentration to 313 mM. Because the degree of HMeSO4 
formation from H2SO4 was unknown, the final OH– concentration could have ranged from 42-355 mM. 
55 The material covering the spores was thought to be residual growth media or vegetative cell remnants 
that were not completely rinsed away during the cleaning process. Investigations not summarized here 
established that it did not affect the chemical analysis by GC-MS. 
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which was probably due to a loss of water and other volatile components. It seems that 

temperature alone did not “break open” the spores, at least not on a macro-scale. These 

results differ from another publication where temperatures above 250°C degraded spore 

structures to the degree that individual spores appeared to “melt together” [300].  

9.2 Heating spores with TMA-OH 

Figure  9-2 shows the spores before and after heating in the presence of TMA-OH. 

In Figure  9-2A it appears that TMA-OH may have provided an additional coating to the 

spores (the textural features on the spores appear obscured compared to Figure  9-1A), 

which completely disappears after heating along with a large portion of the spores 

themselves. In fact, the spores appear to have lost their exosporia and most possess 

protrusions after heating (Figure  9-2B). Close examination also reveals that the surfaces 

are roughened. That significant quantities of Me2DPA are detected following such 

treatments indicates that the spores are physically compromised. 

 
 

A   B  
Figure  9-1. Spores of B. thuringiensis, originally suspended in MeOH, (A) before and (B) after 
heating to 290°C for 1 min in the absence of chemicals. 
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A   B  
Figure  9-2. Spores of B. thuringiensis in the presence of 333 mM TMA-OH (A) before and (B) after 
heating for 1 min at 290°C. 
 
 

9.3 Heating spores with H2SO4 + TMA-OH 

Figure  9-3 shows the results before and after heating the spores that had first been 

acid-treated prior to addition of TMA-OH. After heating, this residue exhibits various 

surface patterns (e.g., stretch marks, rough spots, cracks, and protrusions), probably due 

to losses of water, spore volatiles, and at least some of the excess TMA+.  

In neither image are distinct, recognizable spores apparent because they are buried 

by the thick, nonvolatile coating, although close examination reveals individual bumps 

that may be spores (but these features are hardly conclusive). Initially, it was suspected 

that the acid had completely dissolved the spores. However, careful examination of other 

SEM images involving acid addition revealed the presence of intact spores. 

9.4 Addition of methanolic H2SO4 only to spores 

One example showing intact spores following H2SO4 treatment is Figure  9-4, 

which was obtained after simply adding 375 mM methanolic H2SO4 (no TMA-OH) to 
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spores and evaporating the solvent away, which left behind a viscous liquid probably 

comprised of a combination of H2SO4 and HMeSO4. Distinct spores are clearly visible 

under a thin portion of the acid residue. 

 
 

A   B  
Figure  9-3. Spores of B. thuringiensis combined with 375 mM H2SO4 + 667 mM TMA-OH in MeOH 
(A) before and (B) after heating at 290°C for 1 min (see footnote 54). 
 
 
 

The residue was very sensitive to the electron beam. In Figure  9-4, the cracking 

(e.g., bottom right corner) and roughening seen above various spores as well as the 

rectangles just left of top center of the figure (produced while adjusting the electron beam 

for taking the image) were a result of some type of localized heating or offgassing that 

was fast enough to be visible in the time during which the image was being captured. 

Such effects were not observed in samples that did not possess H2SO4, and the influence 

was less important when TMA-OH had been added. 

Although the acid becomes more concentrated as the solvent evaporates, the 

conditions seem hardly sufficient to dissolve the spores. Not only does Figure  9-4 support 

this claim, but so do published protocols for conditions required to completely hydrolyze 

bacterial endospore components including peptidoglycan polymers (recall that 
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peptidoglycan is one of the most robust components of the spore) and proteins. For 

example, a quantitative yield of spore hexosamine monomers from peptidoglycan was 

obtained after hydrolysis at 100°C in 6 N HCl for 5 [431] or even 16 [432] h. Even longer 

times were employed to hydrolyze other cortex components (e.g., diaminopimelic acid 

was freed by hydrolysis in 6 N HCl for 20 h at 110°C, and muramic acid lactams from 

peptidoglycan required hydrolysis in 6N HCl at 108°C for 44 h [432]).56 A protocol for 

hydrolyzing all spore proteins to amino acids also involved refluxing spores in 6 N HCl 

for 24 h [303]. 

 
 

 
Figure  9-4. B. thuringiensis spore contours are clearly visible on wire after evaporating away MeOH 
from 375 mM H2SO4. 

                                                 
56 Less severe conditions (2 N HCl at unspecified times and temperature—probably reflux at 100°C for 
several h) were required to obtain non-amino sugars from the spores [431]. 
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Since the spores of the present study were suspended in acidified methanol (not 

water), the rate of methanolysis is important to consider. A recent study comparing 

methanolysis to hydrolysis of plant polysaccharides revealed that, although both 

hydrolysis and methanolysis function well with many sugars, acidic methanol is much 

less effective at cleaving highly ordered polysaccharides than is aqueous acid (although 

the comparison was not necessarily “fair” since the concentrations, acid identities, and 

temperatures employed were not identical) [433]. Protocols for acid-catalyzed 

methanolysis of plant polysaccharides in 2 N HCl require heating to 100°C for 3-5 h 

[433], which is similar to the standard protocols for hydrolysis of spore sugar polymers. 

These literature protocols strongly support the claim that the spore structure 

remains mostly intact (although perhaps permeabilized and maybe even “popped”) as it 

resides in 375 mM methanolic H2SO4 for 1 min at room temperature. Although the 

solution is made basic by TMA-OH addition prior to solvent evaporation, from Figure 

 9-2A, the spores are obviously intact after exposure to and drying in the presence of 

TMA-OH. In conclusion, at the conditions employed, neither acid nor base rapidly 

“dissolve” spores. Rather, the processes that occur upon heating the spores in the 

presence of these chemicals are responsible for bulk spore destruction. 
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10 PROPOSED SPORE DPA METHYLATION MODEL 

10.1 Discussion of reaction paradigms 

In Chapter  1 (Section  1.4), three paradigms reflecting the progression in 

understanding methanolic H2SO4 and its effects on spore DPA yields were presented, and 

Chapters  5,  7,  8, and  9 present important experimental results on these paradigms 

( Appendix C addresses the paradigms with even more experimental results). The 

experimental results on acid catalysis and base hydrolysis established that Paradigm A 

(acid catalysis) is not responsible for the increased Me2DPA yields in the chromatograms 

observed by adding methanolic H2SO4 before adding TMA-OH. Both aspects of 

Paradigm B, though they may contribute to Me2DPA yields, were ruled out as major 

contributors, as discussed in  Appendix C for Ca2+ sequestration by SO4
2– and  Appendix 

D for acid breakup of the spore. In addition to the evidence presented in these Appendix 

chapters, there is little reason to believe the presence of SO4
2– significantly promotes 

DPA methylation by TMA+ alone. First, TMA+ is known to be a weak methyl donor, and 

second, DPA (free or bound) is a poor nucleophile given its very low first pKa value (see 

Sections  2.2.3.2 and  2.2.5 as well as  Appendix E) and hence is a weak methyl group 

acceptor. These features combine to give the data presented by Figure  7-3 and Figure  7-4, 

where Me2DPA yields from CaDPA and Na2DPA (chelated and non-chelated, 

respectively) are comparable for the different sulfate-containing methylating reagents. It 
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is thus concluded that Paradigm C (methyl transfer by MeSO4
–) is the primary route to 

the much improved Me2DPA yields with this reagent system.  

Paradigms B and C may actually both operate together. Addition of HMeSO4 to 

spores prior to TMA-OH and/or NaOH weaken their structure by acid-driven 

mechanisms that have yet to be elucidated. At this point, it seems that the acid assists in 

penetrating a spore permeability barrier (probably the inner membrane) that base cannot 

[107]. Indeed, addition of acid before TMA-OH improves spore Me2DPA yields 

compared to the case where the same combination of acid and TMA-OH are mixed 

together before addition to spores (see  Appendix C). However, in light of the one-step 

procedure that gives near-quantitative conversion to Me2DPA (using a mixture of TMA+, 

Na+, OH–, and MeSO4
–), the improvement seen by adding acid first is no longer relevant. 

Regardless of the possible effect of acid treatment of spores, methylation of 

CaDPA by MeSO4
– is probably assisted by Ca2+ sequestration, as now explained. Figure 

 10-1 displays a possible reaction mechanism between CaDPA and NaMeSO4. It is 

proposed that (1) Ca2+ remains bound to DPA during the approach of NaMeSO4. (2) 

Ca2+, a center of positive charge, attracts electrons of the negatively charged MeSO4
–. (3) 

Although Ca2+ withdraws electrons from the DPA carboxyl group, inactivating its 

nucleophilic character and slowing methyl transfer in the process, it simultaneously 

attracts the electrons from the MeSO4
– moiety, promoting the methyl exchange by 

weakening the Me–SO4
– bond. (4) Two separate reaction steps follow. The first one 

involves the net exchange of the methyl sulfate’s Me+ group and Na+ to DPA2–, with 

dipicolinic acid’s Ca2+ being accepted by SO4
2–, forming the stable CaSO4 salt (Figure 

 10-1A). The second step is illustrated in Figure  10-1B, where, NaMeSO4 loses its Me+ 
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group to Me1DPA and gains a second Na+ in the process (from the NaMe1DPA 

molecule), forming Na2SO4. 

 
 

 
Figure  10-1. Proposed mechanism of CaDPA methylation by NaMeSO4 for the first (A) and second 
(B) carboxylate groups of DPA. 
 
 
 

In aqueous solution, the relative association equilibrium increases in the order 

CaMeSO4
+ << CaSO4 << CaDPA. The logs of these compounds’ association constants 

[log(Kass)] are about <0.5 [434, 435], 2.3-2.7 [436, 437], and 4.0-4.4, respectively [307, 

438, 439] (the extent of each association differs from the next by approximately two 

orders of magnitude). By analogy to the weaker association of CaMeSO4
+ compared to 

CaSO4, the binding between Ca+ and DPA2– is greatly diminished by the first methylation 

of DPA, which forms Me1DPA–. At the same time, ion pair formation between the 

resultant SO4
2– and Ca2+ becomes more favorable. 

According to the data in Figure  7-3 and Figure  7-4, approximately 5-10 times as 

much TMA-MeSO4 as NaMeSO4 is required to achieve an equivalent Me2DPA yield per 
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mole of CaDPA (Figure  7-3) or Na2DPA (Figure  7-4). Three possible reasons for this 

difference are considered here. Figure  10-2 illustrates the first possibility. The smaller 

cation, Na+, polarizes (draws electrons from) MeSO4
– more strongly than the larger 

TMA+ cation because its charge density is much higher (ionic radii are 0.95 Å [416] and 

about 3.0 Å [440], respectively). Consequently, the Me–SO4
– bond of the Na+ salt is 

weaker than that of the TMA+ salt and therefore more reactive towards nucleophilic 

displacement.  

 
 

 
Figure  10-2. Replacement of TMA+ with Na+ moves the positive charge closer to the sulfate moiety, 
which attracts electrons more strongly, and increases the overall activity of the methyl group towards 
attack by a nucleophile, Nu: (e.g., the carboxylate oxygen of DPA in Figure  10-1). 
 
 
 

Another possible reason for decreased TMA+ salt reactivity relative to Na+ is that 

the former forms complexes with (Ca)DPA and MeSO4
– in conformations that are less 

active for methylation. In addition to being large, TMA+ is not spherical, and its positive 

charge is located in “patches” between its methyl groups, where anions tend to associate 

(i.e., in between three of its methyl groups [441-443]). Special, yet unknown 

conformational preferences may exist for TMA+ salts that inhibit methylations. 

Finally, the proposed mechanism for methylation of the first carboxylated group 

of DPA with NaMeSO4 involves transfer of Me+ and Na+ to Me2DPA in exchange for 

Ca2+ Figure  10-1A). If Na+ is replaced by TMA+ in that reaction, the products would be 

TMA-Me1DPA and CaSO4 (Figure  10-3A). The TMA-Me1DPA salt may then react to 
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form Me2DPA + trimethylamine (Figure  10-3B). How reactive the TMA-Me1DPA salt is 

for thermal SN2 methylation is not known, although from reaction principles pertaining to 

relative pKa values presented in Sections  2.2.3.2 and  2.2.5, its reactivity is probably low. 

An alternative mechanism for the second methylation is given in Figure  10-3C. Here, the 

Me1DPA– (as a TMA+ salt) is methylated by the MeSO4
– anion complexed with a second 

TMA+ cation, and the product is TMA2SO4. 

The possibility that Me2SO4 is the active methyl donor and forms upon heating 

NaMeSO4 and/or TMA-MeSO4 must be addressed. In Section  2.2.5.5, the decomposition 

of acidic HMeSO4 to form Me2SO4 and H2SO4 at high temperature was discussed, the 

process yields being improved by addition of NaCl salt, which prevents hydrolysis of 

Me2SO4. The mixtures studied here contained Na+ as well, although most experiments 

included OH– rather than H+ and all of them included water (water sources were 

discussed in Chapter  5 and listed in Table  5-1 and Table  5-2). Since water and especially 

OH– rapidly hydrolyze Me2DPA [444], the formation of Me2SO4 at these conditions is 

unlikely. The possibility that TMA+-MeSO4
– converts into Me2SO4 + trimethylamine is 

unlikely because the pKa of trimethylamine is much higher than both HMeSO4 and 

HSO4
– (cf. Table  2-2), making it the least reactive of the three in releasing a methyl 

group. 

10.2 Effects of ionic mixtures on spores 

Speculations may be made regarding the reasons for the overall reactivity of the 

best-performing ionic mixtures, which seem to occur near specific ratios of the ions 

involved. The “point a” mixture of 1:3:1:3 TMA+:Na+:OH–:MeSO4
– (Figure  8-6a, Figure 
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 8-10) included stoichiometric Na+ + MeSO4
–, as does the overall mechanism presented in 

Figure  10-1. The reasons for the effectiveness of the apparent second optimum at the 

“point b” mixture of 3:1:1:3 are not clear at this point.  

 
 

 
Figure  10-3. Possible routes to methylation of CaDPA with TMA-MeSO4. 

 
 
 

As discussed previously, the total amount of OH– seems important for spore 

structure hydrolysis to release DPA, enabling rapid methylation. Both the point a and the 

point b mixtures appear to fall within a region of constant OH– amount (see Figure  8-12C 

and related discussion). If the methylation mechanism proposed by Figure  10-1 is correct, 

then Na+ is tied up by MeSO4
– and so the OH– is paired with the residual cation, TMA+ 

(both compounds are almost certainly hydrated). Although the size of TMA+ cation is 
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relative large compared to Na+, its (TMA+’s) low polarizability and relative hydrophobic 

nature may actually assist its penetration into the spore, especially in MeOH where TMA-

OH solubility is higher than NaOH. That penetration of TMA-OH into the spore occurs is 

reflected by the excellent yields of FAMEs at 100% TMA-OH (cf. Figure  8-6q), although 

the relatively high pKa value of carboxylic acids (~5 [310]) renders them much more 

susceptible to methylation by TMA+ than is DPA (pKa1 and pKa2 for the carboxylates of 

DPA are 0.5 and 2.2, respectively [74, 173, 307-309]). Furthermore, the bond strength of 

the TMA+-OH– ion pair is lower than that of the Na+-OH– pair in MeOH, making 

dissociation less energy-costly. 

Methyl transfer requires that MeSO4
– and DPA2– have physical contact with one 

another, which is brought about by any process or phenomenon that assists the escape of 

DPA (presumably as CaDPA) from the spores and prevents the premature decomposition 

or loss of the TMA+ and MeSO4
– methylating reagents. 

There are other possible ways that ions can influence spores. For example, at 

510°C, the presence of inorganic compounds (Na2CO3, NaOH, HCl, ZnCl2, NaH2PO4, 

Na2HPO4, NaCl, MgSO4, and sea salt) gives rise to very significantly different ratios of 

pyrolysis products obtained from amylose, a polymer of glucose, which was attributed to 

the Lewis and Brönsted acid-base activity of the matrix component additive [445]. 

High concentrations of so-called chaotropic salts in solution are known to disrupt 

the fine structure of microbial cells and spores. For example, treatment of B. subtilis cells 

with 4 M guanidine thiocyanate at 37°C for 5 h degrades their membranes and nucleus, 

causing relocation of DNA. Moreover, heating to 100°C for 20 min brings about 

complete degradation of the cells, even converting the cell wall into separate “clumps.” 
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After 20 min at 100°C, spores of B. subtilis lose stain resistance and refractility, with 

partial degradation of coats and no apparent degradation of the cortex. These processes 

enhance the release of their DNA by denaturing proteins and loosening/permeabilizing 

the cell wall [446]. Specific ion effects on macromolecules are well-known, with some 

ions being more effective at denaturing proteins and penetrating lipid layers than others 

[447].  

Although the cortex has insignificant capacity to bind DPA in vitro [61], it acts as 

an “almost infinite ionic reservoir” for cations [448] with ion exchange potential at levels 

of billions of protons per spore [448, 449]. Thus, the cortex and coats might accumulate 

TMA+ and OH– ions. The expansion/contraction of spore cortex [448] and bacterial cell 

wall peptidoglycan [450-458] with metal cations and pH occurs since repulsive charges 

of anionic groups are neutralized by cations [459]. The mechanical properties of cell-free 

peptidoglycan are notably altered by salts, e.g., the presence of NaCl and (NH4)2SO4 

render cell walls of B. subtilis more ductile and decreases their tensile strength and 

modulus of elasticity [460, 461]. All of these phenomena may be relevant to the 

enhancement of spore Me2DPA yields observed with the mixtures of TMA+, Na+, OH–, 

and MeSO4
–.57  

Ions may also stabilize interactions between the negatively charged DPA2– and 

MeSO4
– during this reaction. It is known that reactions between like-charged species in 

solution (e.g., hydrolysis of NaMeSO4 by OH– [462]) follow the so-called “positive salt 

effect,” which increases charge separation [463]. 

                                                 
57 Addition of ethanol, a dehydrating reagent, was stated to condense the lattice constant of bacterial 
peptidoglycan [455], and methanol might be expected to do the same. If this occurs, the ease diffusion into 
or out of the spore may be inhibited. 
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Accordingly, as the spore structure takes up Na+ or TMA+, spore biomarker 

release may be assisted by altering the spore’s mechanical properties, accelerating spore 

decomposition by hydrolysis, promoting methylation reactions and diffusion of 

methylating agents, DPA, and methylated products, etc. 

It is interesting that the highest methylation activity was seen in precipitate-

containing solutions. (Even if a precipitate is not obtained in the solution, one will 

materialize on the coiled wire filament as the solvent evaporates away, which was 

observed by SEM analysis, e.g., Figure  9-2 and Figure  9-3.) Although not characterized, 

it seems reasonable to consider the precipitate to be primarily NaMeSO4, which is quite 

insoluble in MeOH (as are other Na+ salts), while TMA-MeSO4 is soluble. Although a 

precipitated salt complex probably does not penetrate the spores, it will surround the 

spore and may promote spore decomposition as thermally promoted interactions and 

reactions occur. Since DPA exits the spore at temperatures above 250°C [300-302], 

thermally-released (Ca)DPA may pass through this salt, react, and exit as Me2DPA. 

10.3 Proposed model of new, single-step process 

Figure  10-4 displays schematically what are thought to be, based on the foregoing 

discussion, the key mechanisms operating as spores are heated with the optimal “point a” 

mixture in the GC inlet to temperatures in excess of 250°C. First, CaDPA is released 

from the spores as they are thermochemolytically degraded. It may directly exit the spore 

in an unaltered condition (Figure  10-4g) to possibly be methylated at another location 

(e.g., on the liner or in the gas phase near Figure  10-4i). It also may pass through the salt 

coating surrounding the spore where it reacts to methylated product. Some DPA 
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decomposes to MPA (either before or after the first methylation) and pyridine (Figure 

 10-4f). 

Although not indicated in Figure  10-4, evaporated solvent and many other 

compounds form part of this complex mixture, which possesses solid, liquid, and gaseous 

components. Modeling the reactions between these species is a difficult undertaking once 

all aspects of the transient nature of the problem are identified. Fortunately, statistical 

methods provide a powerful means for doing so in a much more convenient manner. 
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Figure  10-4. Conceptual model of spore CaDPA methylation in theGC inlet with the salt mixtures 
explored here. (a) GC liner, (b) coating of salts on liner surface, (c) spore outer layers (coat, cortex), 
(d) spore core containing CaDPA, (e) spore structure degraded by thermochemolysis, (f) DPA 
decomposition products, pyridine and monopicolinic acid methyl ester, (g) escape of non-methylated 
CaDPA from spore, (h) DPA methylated during passage through reactive coating on spores, (i) 
methylation of DPA occurs on liner surface. 
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11 CONCLUSIONS AND RECOMMENDATIONS 

11.1 Overall conclusions from these studies 

1. The coiled wire filament (CWF) is a very simple and useful means for introducing 

“dirty” samples containing large amounts of nonvolatiles, including bacterial 

endospores plus derivatization reagents such as tetramethylammonium hydroxide 

(TMA-OH), into a GC inlet with minimal contamination.  

2. The perspective that the bacterial endospore’s robust structure is primarily 

responsible for the difficulty of obtaining methylated DPA by heating spores with 

TMA-OH is incorrect. Rather, TMA-OH is simply not chemically well-suited for 

DPA methylation, at least at the temperatures employed in these investigations 

(290°C). Although DPA’s complexing with Ca2+ plays some role in attenuating 

this reaction, the major reason for sub-quantitative Me2DPA yields is that at least 

one of the carboxylate oxygens of DPA are weak nucleophiles that do not 

aggressively attack methyl groups on the TMA+ cation. 

3. The enhanced yield of Me2DPA seen by the sequential addition of acidic 

HMeSO4 (originally assumed to be H2SO4) followed by TMA-OH cannot be 

attributed to acid catalysis, nor is the spore rapidly degraded by 

hydrolysis/methanolysis under such conditions at ambient temperature. However, 

acid addition before base probably permeabilizes the spore to an extent that 
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Me2DPA yields are increased either by reagent penetration inward and/or DPA 

escape outwards before heating in the GC. 

4. The small quantity of Me2DPA formed in acidic MeOH is rapidly hydrolyzed 

upon addition of methanolic TMA-OH. This reaction is accelerated by 

evaporation of MeOH as OH– is concentrated. Accordingly, levels of Me2DPA 

formed by acid catalysis are below the detection limit of the GC-MS instrument. 

5. Using TMA-OH alone, a nominal 10% of total spore DPA was converted to 

Me2DPA, while MeSO4
– was about 10 times more active in the presence of 

TMA+, Na+, and OH– at a stoichiometric blend of approximately 3:1:3:1, 

respectively. Fatty acid methyl ester (FAME) profiles of the spores, although 

dwarfed by the peak area from total spore Me2DPA, were unaltered by this 

reagent mixture. 

6. A method for optimizing a gas chromatographic response that depends on 

mixtures of ions (here, TMA+, Na+, OH–, and MeSO4
–) was employed for the first 

time. The abbreviation IMDOE for ionic mixtures design of experiments is 

proposed as nomenclature for the method. IMDOE is a means for finding optimal 

conditions by systematically organizing combinations of ions and analyzing the 

mixture by the same, rather than by their (usually) binary salt precursors. This 

method allows for an efficient sampling of possible combinations of ions given 

constraints and a basis that is meaningful in the context of the experiments. The 

IMDOE approach is broadly applicable to many different applications. 

7. Use of the CWF for sample introduction, while generally convenient and clean, is 

not recommended as a quantitative tool. A thorough errors analysis on this 
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process revealed that peak area reproducibility using the CWF was nominally 

±20% average values. For quantitation, more traditional methods of careful 

chemical extraction, derivatization, and liquid injection are recommended. DPA 

quantitation by LC is much more accurate and reproducible than by GC. 

11.2 Recommendations for further work 

1. The very active reaction mixture of TMA+, Na+, OH–, and MeSO4
– found for 

producing high yields of Me2DPA comes with a catch: it incorporates components 

that leave Na2SO4 and other nonvolatile residues in the GC inlet. Na2SO4 is an 

“active” compound that causes peak tailing and may induce sample 

decomposition. It also degrades surface deactivation treatments and damages the 

GC column’s stationary phase (e.g., alkali metal hydroxides (K, Rb, Cs) 

catalytically rearrange and depolymerize siloxane polymers [464]). Although a 

dirtied, activated liner in a laboratory GC is easily cleaned or exchanged, this is 

not a luxury with field-portable instrumentation. Therefore, the most important 

recommendation for future work is to either develop a more “chromatographically 

friendly” methylation mixture or to find a way to protect the liner and column 

from damage (perhaps through use of removable liner cartridges). Fortunately, the 

damage to the liner experienced in these studies, even after 50 or more injections, 

was only manifest if fresh derivatization reagent mixture was not co-introduced 

with the sample. 

2. Pursuant to the basis used for the design summarized in this dissertation where 

mixtures of Na+ and OH– varied around a constant sum quantity of TMA+ + 
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MeSO4
–, several additional experiments are recommended for understanding 

better the chemical behavior of the TCM mixtures in producing Me2DPA. 

a. Mixture points not investigated here may be studied in order to continue 

the model development process reviewed in Section  4.4.2. For example, 

points midway between xz, ux, sy, and ry in Figure  8-4 are of particular 

interest since they are nearby the apparent regions of maximum response 

and should provide key information for model validation or refinement. 

b. The influence of the ratio of methyl donor reagent to spores should be 

studied (probably at mixtures close to those found to be optimal in this 

study, although this remains to be verified), which would allow for 

assessment of the variability in biomarker responses when very large or 

small quantities of spores are analyzed (something not easily controlled in 

the field). This may be done either by changing the total quantity of spores 

in the Eppendorf tube and introducing constant reagent concentrations to 

suspend them prior to sampling by the wire, and/or by keeping the amount 

of spores constant and diluting the reagents. The optimal ionic mixtures 

identified here may shift to different reagent mixtures if the reagent:spore 

ratios are changed. Determining whether this is the case will further refine 

understanding of the chemical mechanisms at hand. This type of study has 

been called a “mixture-amount” experiment [27]. 

c. Since the best Me2DPA responses are seen at a small range of total OH– 

amounts (Figure  8-12C), a refinement of the design space to cover only 

this range (e.g., 0-300 nmol) is recommended. One uncertainty is whether 
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the total amount of OH– that resides on the wire, the OH–:spore ratios, or 

OH– mole fraction has the greatest influence on Me2DPA yields.  

3. In addition to studying DPA, investigating how other biomarkers (and biomarker 

ratios) behave as a function of mixtures is recommended. 

4. It is not understood why the gamma-function-based model fits the data well. 

Currently, the proposed explanation is that there must be a careful balance 

between the quantity of OH– and the amounts of chemicals possessing a methyl 

group, be they methyl donor reagents or methylated biomarkers. Too much OH– 

and these methyl groups are irreversibly hydrolyzed to form MeOH and 

deprotonated product; too little OH– and spore thermochemolysis is diminished. 

Consideration of the chemical features and performing derivations from first 

principles may establish the reasons for the best-fitting functions’ belonging to the 

exponential family of statistical distributions. 

5. Addressing the issues related to flow patterns over the wire and wire heat-up rates 

was beyond the scope of this work, but may be addressed experimentally and/or 

computationally by a successor. Experiments could include changing wire 

material, geometry, or size; varying gas flow rate; altering liner dimensions; and 

changing solvent type and amount remaining on the wire. Computational fluid 

dynamics modeling of the gas flow patterns around and through the CWF would 

provide insights into the flow patterns around the coil and therewith residence 

times of the gas in the liner plus mass and heat transfer effects. Advanced models 

and experimentation could consider the highly endothermic process of solvent 

evaporation, including gas expansion that is known to induce back-flow. It may 
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also be helpful to study the effects of GC inlet temperature since that used in these 

studies, 290°C, was chosen after optimizing Me2DPA yields with TMA-OH 

addition only. Once the flow, heat transfer, and mass transport features are 

understood, kinetics of the release and derivatization reactions might be 

incorporated. Although modeling takes time to implement, a successful model can 

ultimately save time and permit virtual experimentation, accelerating the 

development of new applications. 

6. In addition to a computational fluid dynamics modeling, possibilities for 

stochastic modeling and designed experimentation consistent with Eqns. ( 8-16) or 

( 8-17) in Section  8.3.2 are possible. Such work is important for quantitative 

analysis by solvent-less sampling in general. 

7. Relevant to all the above proposals is a consideration of other methylation 

reagents or ions. For example, K+ may be used instead of or in addition to Na+. 

Also, items 2, 5, and 6 in Table  2-2 might be explored. 

8. Additional characterizations of the most active methylation mixtures by SEM 

(such as Figure  9-1 through Figure  9-4), titrations (see Figure  8-13, Figure  8-14, 

and Table  8-3), and other experiments to further understand spore/biomarker 

chemistry could not be conducted due to time constraints. Physical and chemical 

characterization of the four-component TMA+, Na+, OH–, and MeSO4
– mixture is 

recommended to understand its reactivity and stability. In addition to SEM and 

titrations, possible investigations could include light absorbance or Raman 

spectroscopy and X-ray diffraction [465] to understand the sizes, structures, and 

reactivities of the precipitates obtained by mixing TMA-OH, NaOH, and 
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HMeSO4 (or other reagents) in MeOH and drying them on the CWF. Approaches 

based on mixtures experiments have been reported elsewhere [32, 407]. 

9. Although a chemical mechanism for the methylation of CaDPA was proposed 

here and discussed in the context of the experimental results, it is not proven. The 

mechanism may be validated or refined by a variety of means, such as 

crystallography of the CaDPA-NaMeSO4 complexes. Isotopically-labeled TMA+ 

may be employed to understand the relative importance of TMA+ in methylating 

DPA and other biomarkers. 

10. The author has attempted to summarize his means for design and analysis of data 

obtained with mixtures of ionic systems ( Appendix A). The design and analysis of 

experiments involving mixtures of ions (IMDOE) appears to be a powerful 

approach to conducting effective experiments and understanding the chemistry of 

the interactions involving more than two ions. In this author’s perspective, further 

opportunities are available in the following areas. 

a. Further review is recommended to evaluate computer codes that have been 

developed for determining the extreme points and convex hull of 

constrained mixture spaces, with focus on the constraints imposed by ionic 

systems. Several codes referenced in the literature include the CONVRT, 

XVERT, XVERT1, and CONSIM algorithms as well as a software 

package for design and analysis of mixture experiments entitled 

MIXSOFT [27, 28]. 

b. Similarly, a more effective, rapid, and general means for choosing convex 

multipliers of the extreme points (or another method for interpolating 
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within them) may be useful for IMDOE experiments that are bounded by 

radical “shapes” that are very different from simplexes (a simplex is an n-

dimensional analogue of a triangle, e.g., a tetrahedron). Experimental 

points chosen for 5-sided planes (Figure  8-3 and Figure  8-4) were 

assigned manually and somewhat subjectively by noticing that the design 

space was rectangular in shape with one of its corners cut off. Thus, the 

author was able to select points for study, essentially by interpolating 

within square convex hulls. This approach was possible because the 

dimensionality of the problem allowed for it to be visualized in a 

tetrahedral mixture plot. Admittedly, the author’s subjectivity became part 

of the design. Mixtures experiments involving 5 or more components 

cannot be visualized directly and so must be selected by other means.  

c. Following scoping experiments that are broadly distributed across the 

design space, one may wish to add additional experiments to further refine 

the model either by informing the selection of an appropriate model form 

[e.g., selection of, ( )βχ,f , the function of Eq. ( 4-9), as discussed in 

Sections  4.4.1 and  4.4.2] or for refinement of parameters in the model. For 

mixtures of 4 or fewer components, experiments may be added based on 

visual interpretation of the data (as was done in the spore DPA studies 

presented in this dissertation; see Figure  8-4 and Figure  8-5), but the 

process is biased by the operator’s judgment and might not be the most 

efficient means to achieve the desired information. An algorithm or 

heuristic may be employed to determine a (next) point or set of points for 
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experimentation based on what the experimenter wants to learn. Methods 

for such purposes have already been developed. For example, Cornell [27] 

explains their use with linear response models for mixtures and Critchfield 

[466] provides an example plus references for optimal experimental 

design using models that are nonlinear in their parameters. 

d. In the experiments on spore Me2DPA yields, nonlinear functions fit the 

response data better than did a high-order polynomial with linear 

parameters. However, the nonlinear models required considerable effort 

on the part of the author to find good guess values. It would be useful to 

have an automated means for identifying regions of maximum response 

within a mixture space, perhaps providing other information about their 

shape (i.e., variance, skewness, etc.) so that effective models and guess 

values for model parameters might be automatically selected for a 

nonlinear solver. This might be implemented, for example, by fitting a 

linear polynomial first and using it to obtain appropriate guesses for non-

linear functions and their parameters. 
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Appendix A MIXTURE EXPERIMENTS DERIVATIONS 

A.1 Introduction to the “solution mixture problem” 

The work reported in this dissertation entails studying Me2DPA yield (the 

response), which depends on the composition of dissolved salts in an “aggregate 

solution” containing a source of non-methylated DPA (usually bacterial endospores). 

Essentially, the aggregate solution is prepared by (1) making m different “stock 

solutions,” each with known salt concentration, ic ,0 , and (2) transferring a specific 

volume, iv ,0 , from each stock solution into a separate container to produce an “aggregate 

solution” (see Figure  A-1). (Note the 0 subscript indicates initial or original stock 

solution, and the subscript i is an integer ranging from 1 to m.) Small aliquots are taken 

from the aggregate solution by dipping the CWF in it, the solvent is dried from the CWF, 

and GC injection follows. The thermochemolysis and methylation reactivity of the 

residual material on the CWF is evaluated via the Me2DPA chromatographic peak area 

[and/or some other response variable(s)] plus assurance of satisfactory GC inlet and 

column performance/longevity. 

The above situation is an example of an optimization problem whose organization 

can be approached in many ways with varying degrees of complexity and systematicity. 

For example, volumes of reagents from stock solutions may be combined with a sample, 

the GC analysis performed, and the reagents adjusted by the operator to ensure the 

chromatogram is satisfactory (e.g., the Me2DPA yield is sufficiently high based on prior 
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experience). Alternatively, the reagent volumes may be carefully varied according to a 

pre-determined plan or design, and a statistically-significant correlation between the 

organization behind the experimental design and some response variable identified and 

explored.  

 
 

Stock solutions
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Aggregate 
solution
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v0,iv0,1 v0,2 v0,m

Aggregate 
solution

c0,1 c0,2 c0,m

v0,i Manipulated directly

Manipulated indirectly

c0

v0

c0

v0

vtot

xc
ctot
vtot

xc
ctot

xξ
ξtot

vtot

xξ
ξtot

vtot

vtot

c
vtot

c

ξ
vtot

ξ
vtot

c0 is typically 
specified
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I
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IV V
 

Figure  A-1. Visual summary of process for preparing a mixture of dissolved salts plus illustration 
several means to quantitatively specify the mixture system. See text for details. 
 
 
 

Regardless of the means employed to find an optimal reagent mixture, 

fundamental to any approach is that there are exactly zero degrees of freedom (df) in the 

chemical system prepared for each test. In other words, once the aggregate solution has 

been prepared, the total number of independently controlled quantities (e.g., volumes and 

concentrations of the stock solutions employed in sample preparation) always equals the 

total number of independent specifications made on the system, whatever the form those 

specifications may take. Figure  A-1 summarizes this visually. 
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Preparation of thermochemolysis reagent mixtures from m different stock 

solutions involves 2m degrees of freedom since m different stock solution concentrations 

are prepared and m different volumes are transferred to the aggregate solution (m + m = 

2m).58 However, since the m stock solutions are usually prepared in advance in bulk and 

at specific concentrations that remain constant, typically only m decisions or 

specifications are made. Accordingly, the resultant optimization problem is m-

dimensional, so m independent equality constraints must be assigned to the system. Such 

are the problems and experiments in this dissertation. 

In most instances, there will be some specifications that the operator wishes to 

impose on the system, such as specific total sample solution volume, volume of an 

internal standard added to the sample solution, concentrations of one or more reagents, 

specific pH, etc. Say s total specifications are made, where s < m. Then there are m – s 

residual degrees of freedom that provide flexibility and thus the opportunity for 

optimization. This gap in complete specification of the system is a common feature in the 

practical implementation of all conceivable forms of experimental designs, be they based 

on factors or mixtures. 

The purpose of this appendix chapter is to introduce relationships and methods by 

which the degrees of freedom involved in blending salt-containing solutions may be 

dispersed into mixture variables rather than volumetric solution amounts or absolute 

concentrations of undissociated salts from those solutions. Initially, some chemistry 

background is given along with assumptions upon which the experimental designs rely. 

                                                 
58 Temperature (T) and pressure (P) are two additional degrees of freedom that are neglected here since the 
mixing process occurs at ambient conditions where T and P have no influence on reagent mixture 
composition. 
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A.2 Definition of fundamental constituents 

The IMDOE (ionic mixture design of experiments) focuses on what are 

considered fundamental constituents (FCs) of the system. For the present purposes, FCs 

are defined as entities that retain their chemical identity both as dissolved species in 

solution and, following solution removal, as constituents of a solid matrix at room 

temperature and pressure. The reactive behavior of this mixture of FCs at the elevated 

temperature and pressure of the GC injection port becomes the key response against 

which a model is compared. 

With respect to GC thermochemolysis methylation reagent mixtures, FCs are 

typically charged molecular and atomic cations and anions (“ions”) that comprise salts, 

which can separate from one another in solution. In salts, ions are found in numerical 

combinations such that the net electrical charge is zero. The neutrality feature results 

from the physics and chemistry of matter: under “normal” conditions (e.g., non-plasma, 

absence of high-strength electric fields) no ionic species will exist without one or more 

nearby counter-ions to balance its charge. In fact, an ion is charged in the first place 

because it gains one or more electron that another has lost (or vice-versa). Thus, ions 

always come in combinations of two or more, and there is always at least one species of 

opposite charge present. 

Placed in a liquid-phase environment, salts not only may dissolve, their solid-

phase components disappearing into the solution (described mathematically by a specific 

solubility product), but the dissolved portions have the potential to dissociate to some 

degree into their charged constituents due to special stabilizing interactions between the 

ions and the dispersing/solvating medium (indicated mathematically by dissociation or 
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stability constants). The term fundamental constituents (again, FCs) refers to the most 

elementary form of an ion that will not dissociate any further in a solution. Monatomic 

ions (e.g., H+, Na+, Cl–) fall into this category, as do polyatomic (molecular) ions that act 

as discrete charged units in forming acid, base, and salt complexes, at least at room 

temperature (e.g., TMA+, SO4
2–, OH–, MeSO4

–). Any species found in an ionic compound 

with a potential to dissociate in solution (including Brønsted-Lowry acids or bases, which 

are proton donors and acceptors), regardless of the extent of its dissociation or even 

whether it is in solution or present as a solid material, is considered to be an ion. 

Ions dissociated from some original salt may re-combine with themselves and/or 

with other ions from other salts present in the mixture to produce salts that differ 

compositionally—and thus possibly in their physical and chemical properties—from the 

original set of salts introduced. Depending on the intrinsic properties of the solution 

(including the solvent or solvent mixture, set of salts introduced, net concentrations, and 

temperature), the solubility of particular salt complexes may be very high, intermediate, 

or quite low, and the separations and recombinations among ions will range in their 

degree of completeness. 

A.3 Ions and TCM 

The sample derivatization protocol is summarized by the following three stages: 

1. Various reagents and the sample are combined in a liquid medium (MeOH). 
2. A small volume of the liquid mixture is collected by the coiled wire filament and 

the liquid is evaporated. 
3. The “dry” TCM salts/sample mixture is heated in the GC inlet, where biomarker 

chemicals are released, react with the TCM reagents, and pass into the GC 
separation column. 
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A number of variables influence what occurs during each of these three general 

steps. During Step 1, the salt solubilities, ion-ion interactions, kinetics of dissociation and 

association, temperature, elapsed time, amount of water present, degree of mixing 

(sample homogeneity), reagent purity, sample matrix properties, and some degree of 

randomness determine the chemical properties of the mixture such as the composition of 

any precipitates formed. During the evaporation occurring at Step 2, additional heat and 

mass transport mechanisms operate, affecting the solvent evaporation behavior and thus 

the solvent composition and overall temperature. The degree of drying may vary as 

samples of different water/solvent affinity are tested or if the drying step is not 

reproduced exactly. There are many variables influencing the form of the mixture that 

goes into Step 3 where the important TCM reactions occur. 

A careful study of each step would doubtless reveal information useful for 

optimization purposes, but understanding such phenomena requires an advanced 

approach to a problem that may be effectively addressed through simpler means. Since 

the reagent-analyte agglomerate deposited on the coiled wire filament that goes into the 

heated GC inlet and reacts to make biomarkers, the key question of interest for 

optimizing the thermal chemolysis/methylation reactions is, Which combination of stock 

reagents performs best for derivatizing spore biomarkers when all are simply mixed 

together and air-dried prior to GC-MS analysis? In other words, What is the best 

reagent mixture for releasing and derivatizing spore biomarkers? The IMDOE is 

therefore focused on studying the effects of this mixture on a response (Me2DPA yield). 
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A.4 Describing blended solutions as mixtures 

IMDOE for the TCM methodology focuses on the details entailed in blending a 

set of dissolved ionic compounds. Figure  A-1 illustrates relationships between (I) the 

volumes, 0v , and concentrations, 0c , of m reagent “stock solutions”59 and (II, III, IV, 

and V) the several means for expressing the composition of the “aggregate solution” with 

total volume totv . In (II), c  represents the diluted concentrations of the original species 

(neglecting their dissociations and reassociations), and in (IV), ξ  indicates the 

concentration of the (usually ionic) n fundamental components (FCs) having the potential 

to exist in dissociated form. In (III) and (V), mixture fractions of the undissociated salts 

and dissociated ions are indicated, respectively, by cx  and ξx  (equivalent to mole 

fractions with the solvent ignored). 

Two approaches may be taken towards formulating the important relationships 

shown in Figure  A-1, here called “top-down” or “bottom-up.” The “top-down” approach 

is more straightforward and will be explained initially. Since “bottom-up” calculations 

are necessary for experimental design, they will be covered in detail as well.  

A.4.1 The “top-down” derivations 

For all computations, volume changes due to mixing are assumed negligible (the 

solutions are assumed to be ideal), so the total volume in the mixture, totv , is equal to the 

                                                 
59 Although contrary to the engineering convention of using uppercase for concentration and volume (i.e., 
C0 and V0), bolded lowercase letters are employed to be in line with vector notation because they represent 
1-dimensional vectors that represent a collection of concentrations or volumes. Likewise, bolded uppercase 
letters designate two-dimensional matrices. 
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sum of the m individual reagent stock volumes, 0v  [Eq. ( A-1)]. c , the concentration of 

the undissociated m molecular species in that solution, is given by Eq. ( A-2), where 0c  is 

a vector representing the stock solution concentrations. 

 ∑
=

=
m

i
tot i

vv
1

0  ( A-1) 

 

 ( )00 vcc ⋅= −1
totv  ( A-2) 

 
In Eq. ( A-2), the · (dot) in ( )00 vc ⋅  indicates that this is an element-wise or 

Hadamard product, which yields an vector of the same size as its arguments. In contrast, 

an inner or dot product is the type of multiplication implied when vectors or matrices are 

simply written side-by-side [467]. Any dot/inner products between vectors will be 

indicated as baT  (note: elsewhere, the dot/inner product is frequently written as ba, ). 

A.4.1.1 Mixtures of undissociated salts 

The mixture fraction of the undissociated salts, cx , is computed from Eq. ( A-2) 

by summing all concentrations to obtain the total concentration, totc  [Eq. ( A-3)], and 

dividing each concentration, ic , by totc  [Eq. ( A-4)].  

 ∑
=

=
m

i
tot i

cc
1

0  ( A-3) 

 

 ( )cxc  
1−= totc  ( A-4) 

 
However, because not all individual solutions in the blend are intended to be 

studied as a mixture variable (some may be solvents, others may contain materials that 
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are inert such as internal standards or species removed from the design), only those 

solutions possessing components that may become part of the mixture should be included 

in cx . This is achieved by producing an m dimensioned vector, cκ , that possesses only 

1’s and 0’s. cκ  is used to generate the d x m and r x m (r = m – d) incidence matrices, cD  

and cR , respectively, according to Scheme 1 and Scheme 2. 

 
 
Scheme 1. Pseudocode for computing the design matrix, cD , from the design vector, cκ  (note: c 
subscripts removed in code). 

1 Function D(κ(m)) 
2  dim D(sum(κ(m)),m)=0 
3  i=1 
4  for j from 1 to m 
5   if κ(j)=1 then 
6    D(i,j)=1 
7    i=i+1 
8   end if 
9  next j 
10 Output D 
11 End 

 
 
 
Scheme 2. Pseudocode for computing the removed matrix, cR , from the design vector, cκ  (note: c 
subscripts removed in code). 

1 Function R(κ(m)) 
2  dim R(m-sum(κ(m)),m)=0 
3  i=1 
4  for j from 1 to m 
5   if κ(j)=0 then 
6    R(i,j)=1 
7    i=i+1 
8   end if 
9  next j 
10 Output R 
11 End 

 
 
 

cD  and cR  possess only 1’s and 0’s, the 1’s going into the columns 

corresponding to the particular FC that is to be included (in cD ) or removed (in cR ). 
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Each row of cD  and cR  will possess exactly one 1. Each column of cD  and cR  will 

possess at most one 1 between the two matrices (that is, if a given column in cD  

possesses a 1, then the same column in cR  must possess only 0’s, and vice-versa). Thus, 

between cD  and cR , there will be m total 1’s and m2 – m total 0’s.  

cD  and cR  form an orthogonal matrix,60 as shown by Eqns. ( A-5) and ( A-6). 
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Any matrix with at least one of its dimensions being m (i.e., m rows and/or m 

columns) may be multiplied by Eq. ( A-5) or ( A-6) to partition it into components that 

may be more useful for subsequent manipulations. For example, Eq. ( A-7) partitions c  

[from Eq. ( A-2)] into its “design” and “removed” components, desc  and remc . 
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60 An orthogonal matrix, A, satisfied the relationship ATA = I = AAT. 
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desc  and remc  are respectively rewritten as Eqns. ( A-8) and ( A-9) 

 cDc cdes =  ( A-8) 
 

 cRc crem =  ( A-9) 
 

Using desc , Eqns. ( A-3) and ( A-4) are rewritten as Eqns. ( A-10) and ( A-11), 

respectively, which are suitable for design of experiments using only mixtures of a 

desired set of stock solutions. 
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 ( ) desdesc, cx  
1

,
−= destotc  ( A-11)

 

A.4.1.2 Mixtures of ionic fundamental constituents 

It is desirable to consider mixtures of the dissociated forms of each salt contained 

within c ; that is, mixtures of the fundamental ionic constituents, ξ . Eq. ( A-12) displays 

the conversion from c  to ξ . Here, the n x m stoichiometry matrix, Φ , linearly transforms 

the molecular concentrations of the mixture (placed in the columns of Φ ) to the 

fundamental constituent concentrations using the stoichiometry of the dissociations 

(indicated by the rows of Φ ) that may occur within the salt, acid, and/or base complexes 

present in the stock solutions. Table  A-1 and Eq. ( A-16), which are discussed again and 

in greater depth below, provide an example of Φ  that may be referenced for clarification. 

 Φcξ =  ( A-12)
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In Φ , –1 (negative 1) is used to represent +H , while +1 is used for −OH  (this 

convention may be reversed if desired). This sign convention accounts for the rapid 

neutralization reaction that forms water (or possibly methanol), as discussed in Section 

 4.4.4, when acidic and basic chemicals are mixed. Although the −OH  is negatively 

charged, its presence is assigned a value of +1 in Φ  because the final aggregate solution 

mixture is known or desired in advance to be basic so the total amount of −OH  added to 

the system will exceed the quantity of +H . This sign convention should be reversed if an 

acidic aggregate solution mixture solution is desired.  

Any potentially chemically active species that do not dissociate may also be 

included as a single row item with a single numeric entry in Φ . Each column where a 

dissociation between ions occurs will have at least two entries, it will have only one entry 

if no dissociations occur, and will have no entries if the column corresponds to an inert 

liquid that possesses no FCs (e.g., an internal standard or diluent solvent). 

One important feature of Eq. ( A-12) is that the degrees of freedom of ξ , or ( )ξdf  

(that is, the number of ξ∈iξ  that are independent), is at most n – 1 [Eq. ( A-13)] for 

systems consisting of charged FCs.61 Therefore, Φ  is always rank-deficient.62  

 ( ) ( ) 1rankdf −≤= nΦξ  ( A-13)
 

This characteristic exists because each column of Φ  represents a neutral 

molecular species, so the sum of its constituent row elements will be zero; hence, there is 

                                                 
61 If the mixture consists entirely of neutral, non-dissociating species, then the charge balance in all 
subsequent computations is irrelevant. 
62 The rank of a matrix is is the number of linearly independent rows or columns it possesses, which is also 
the size of its largest invertible submatrix [468], which must be square. With charged species Φ  is rank-
deficient because rank(Φ ) < min(m,n). 
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a linear combination among the rows of Φ  that produces a row of zeroes. The loss in 

degrees of freedom due to the intrinsic physical requirement of charge balance is given 

mathematically by Eq. ( A-14) [and in vector notation by Eq. ( A-15)]. The n elements of 

q  are the charge of each corresponding ionic species in the mixture. They are usually 

from the set {0, ±1, ±2, ±3}. Eq. ( A-14) is built into Eq. ( A-12) via Φ  and need not be 

supplied for the “top-down” derivations; however, the “bottom-up” approach must take it 

into account in one form or another, as will be demonstrated later. 

 0
1

=∑
=

n

i
iiq ξ  ( A-14)

 
 0T =ξq  ( A-15)

 
A second feature of Eq. ( A-12) is that negative values within ξ  are physically 

absurd with one possible exception: Like with Φ , if the value of the element of ξ  

corresponding to −OH  (i.e., −OH
ξ ) is positive, then the system will be basic; if it is 

negative, it will be acidic. The two cases (overall acidity and basicity) are mutually 

exclusive states of the system and must be treated accordingly. Whenever acidic and 

basic stock solutions are blended and thus the aggregate solution may be acidic or basic, 

then the +/– convention for the −OH  row in Φ  is still employed, but special handling is 

required (1) to convert any negative values of −OH
ξ  to positive ones in order to represent 

+H
ξ  (e.g., by using an absolute value function), (2) to recognize that the quantity now 

indicates H+ and not OH–, (3) to assign the appropriate charge to the element of the 

charge vector, q , that corresponds to H+/OH– (i.e., 1
OH

−=−q  and 1
H

+=+q ), and (4) to 

map any values of ξ  or ξx  to separate plot regions or vector spaces that correspond 
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specifically to a basic or an acidic mixture for appropriate visualization and analysis 

purposes.  

An example stoichiometry matrix is given by Table  A-1 and Eq. ( A-16). The rows 

and columns of the latter correspond, respectively, to elements of ξφ  and cφ . The matrix 

is populated with integers corresponding to the dissociation stoichiometry. Although 4 

separate stock solutions ( cφ ) are blended to produce 4 FCs ( ξφ ), rank(Φ ) = 4 – 1 = 3. 

 
 

Table  A-1. Example stoichiometric matrix. 

0100MeSO
0111OH
0010Na
0001TMA

MeOHHMeSONaOHOHTMA
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With ξ , it is possible to compute ξx , the mixture fractions of all fundamental 

constituents in the mixture. As was done for cx  [Eqns. ( A-3) and ( A-4)], Eqns. ( A-17) 

and ( A-18) are employed to compute ξx , the mixture fractions.  

 ∑
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 ( ) ξxξ
1−= totξ  ( A-18)
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Combination of Eqns. ( A-1), ( A-2), ( A-12), ( A-17), and ( A-18) gives Eq. ( A-19), 

which establishes the relationship between the mixture fractions of all fundamental 

constituents, ξx , and all directly manipulated concentrations, 0c , and volumes, 0v , 

associated with the stock solutions that are combined together.  

 ( )[ ]( ) ( )0000ξ vcΦvcΦ1x ⋅⋅=
−1T

n  ( A-19)

 
A scenario that is more general and possesses greater experimental versatility is 

derived by selecting a d-element subset of the n fundamental constituents to form the 

basis of the mixture design since there may be instances where one or more FCs are left 

out of the mixture design specifications, perhaps because they are always kept constant, 

they are inert to the dependent variable(s) of interest, or because a double mixture design 

is pursued (see [33]). Note: The removed components must be maintained at constant 

concentrations for the ensuing equations and derivations to be valid. 

Those elements of ξ  that are part of the design may be identified by using the 

vector ξκ . ξκ  possesses only 1’s and 0’s as did cκ . Again, 1’s indicate which FCs are 

kept for the design, and 0’s designate removed FCs. From ξκ , the incidence matrices ξD  

and ξR  are computed as described previously for the non-dissociated case, only this time 

they are d x n and r x n (r = n – d) dimensioned, respectively (see Scheme 3 and Scheme 

4). The variables d and r are not necessarily numerically equivalent between cD / cR  and 

ξD / ξR , but they are written identically for simplicity. 
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Scheme 3. Pseudocode for computing the design matrix, ξD , from the design vector, ξκ  (note: ξ  
subscripts removed in code). 

1 Function D(κ(n)) 
2  dim D(sum(κ(n)),n)=0 
3  i=1 
4  for j from 1 to n 
5   if κ(j)=1 then 
6    D(i,j)=1 
7    i=i+1 
8   end if 
9  next j 
10 Output D 
11 End 

 
 
 
Scheme 4. Pseudocode for computing the removed matrix, ξR , from the design vector, ξκ  (note: ξ  
subscripts removed in code). 

1 Function R(κ(n)) 
2  dim R(n-sum(κ(n)),n)=0 
3  i=1 
4  for j from 1 to n 
5   if κ(j)=0 then 
6    R(i,j)=1 
7    i=i+1 
8   end if 
9  next j 
10 Output R 
11 End 

 
 
 

ξD  and ξR  have the same utility as cD  and cR . For example, they can be 

arranged to form an orthogonal matrix, i.e., in the same manner illustrated by Eqns. ( A-5) 

and ( A-6). Therefore, Eqns. ( A-20) and ( A-21) respectively partition Eqns. ( A-17) and 

( A-15) into their design and removed components. In Eq. ( A-21), since the quantity remξ  

is constant, as is remq , the quantity desdes ξq T  is also constant. Thus, desξ  possesses 

degrees of freedom only within the charge balance constraint. 
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Any equality having n rows may be partitioned by multiplying both sides by 

⎥
⎦

⎤
⎢
⎣
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ξ

ξ

R
D

, as shown by the example of Eq. ( A-22). 
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In this manner, Eqns. ( A-23) and ( A-24) are obtained from Eq. ( A-12). 

 ( )cΦDξ ξdes  =  ( A-23)
 

 ( )cΦRξ ξrem  =  ( A-24)
 

Eq. ( A-23) is treated to obtain a mixture fraction of design components, desξ,x , via 

Eqns. ( A-25) and ( A-26). 
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 ( ) desdesξ, ξx 1
,

−= destotξ  ( A-26)

 
Combination of Eqns. ( A-1), ( A-2), ( A-23), ( A-25), and ( A-26) gives Eq. ( A-27). 

Eq. ( A-27) is preferred over Eq. ( A-19) for computing the mixture fraction of the design 

from the volumes and concentrations of the stock solutions because Eq. ( A-27) includes 

only the FCs the user intends to vary. (Note: ξdesξ, xx =  when n1κ = , d = n, and nIDξ = .) 

Again, Eq. ( A-27) is only exact if remξ  is constant. 

 ( )[ ]( ) ( )00ξ00ξdesξ, vcΦDvcΦD1x ⋅⋅=
−1T

d  ( A-27)

 
From here onward, desξ,x  is always written whether or not components of ξ  have 

been removed from the experimental design since ξx  is simply a specific case where 

{ }=remξ  (i.e., no components are removed from the experimental design). 

Although Eqns. ( A-19) and ( A-27) require 0c  and 0v  for their computations (and 

consequently information about ξ  and totv ), mixture fraction values alone (i.e., desξ,x ) 

provide no concentration or volume information for converting these specifications into 
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actual measurements of the stock solutions. Some information in the form of volume(s) 

and concentration(s) must be provided to translate desξ,x  into 0v . 

A.4.2 “Bottom-up” computations 

Although calculating desc,x  and desξ,x  (together referred to as x ) from known 

stock solution volumes and concentrations is important and useful, the design of mixture 

experiments involves the reverse, “bottom-up” calculations; that is, computing the correct 

combination of reagents and solvents required to produce the specified x  and achieve 

other desired physical constraints of the system (total volume, stock solution 

concentrations, pH requirements, etc.). Usually, the specific problem that is addressed is, 

what combination of volumes, 0v , of each stock solution of known concentrations, 0c , 

generates (1) a mixture composition, x , (2) a desired concentration basis for 

experimental design (e.g., at least one specific element of either c  or ξ  is met), and (3) a 

total final volume, totv ? Although other scenarios are conceivable, they are not 

considered here. 

In Section  4.4.1, the definitions and key concepts of  mixtures were given, and 

their specific advantages expounded in Section  4.4.6. Mixtures experiments are rooted in 

the idea that the mixture fraction, x , can be specified directly and then the physical 

mixture of chemicals are prepared accordingly for further study. Unfortunately, one of 

the challenges of mixtures experiments with solutes in solutions is that a mixture fraction 

alone (i.e., desc,x  or desξ,x ) provides no information about the concentration of the species 

in the solution or the solution’s volume. (Although the intrinsic properties under 
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investigation are independent of the solution volume, it is required for actual physical 

preparation of sample solution for study.) When values of desc,x  or desξ,x  are translated 

into concentrations, all stock solution volumes must be positive (although removal of 

liquid volumes or salts may be possible mathematically, it is impossible physically!) and 

the aggregate solution concentrations must be positive [with the possible exception of 

−+ /OHH
ξ , as described in the discussion of Eq. ( A-12) in Section  A.4.1]. Additionally, 

when the mixture experiment is designed around ions, values of desξ,x  are only physically 

meaningful if the charge balance [intrinsic to Eq. ( A-12) and indicated separately by Eq. 

( A-14)] of the ions is satisfied for a given remξ,x . This is expounded below. 

A.4.2.1 Constraints on mixture of undissociated salts 

Up to d – 1 constraints can be made on values of desc,x , which is already 

constrained by the requirement that its elements sum to 1 per its definition [Eq. ( A-11)]. 

The specifications can be made through Eq. ( A-28), where cG  contains up to d – 1 rows 

and specc,x  has up to d – 1 elements (here d ≤ m). specc,x  must be chosen so that all desc,x  

are non-negative since negative values have no meaning. This may be done by trial-and-

error or by the convex multiplier method discussed later in further detail (Section  A.5). 
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From desc,x , the known remc , and (possibly) some other relationships or 

specifications on values of desc  allow c  to be computed. Finally, the desired stock 
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solution reagents, 0v , are found from providing at least one specification on volumes 

(usually totv  plus internal standard volume) and using Eq. ( A-2). In the end, the number 

of direct specifications made on the system must equal m. 

A.4.2.2 Constraints on mixtures of ionic FCs 

The requirements imposed on selecting proper values of desξ,x  make arbitrary 

selection of mixture fractions difficult. Three total constraints exist on desξ,x : First, the 

mixture fraction constraint of Eq. ( A-29) must be satisfied. Second, the charge balance 

must be met [Eq. ( A-30)]. Third, an inequality requirement on the values of desξ,x  exists: 

Under no circumstances can any of their elements be less than zero [see Eq. ( A-31)].  

Any specifications made on desξ,x  may be expressed by Eq. ( A-32), where ξG  

contains up to d – 2 rows and specξ,x  has up to d – 2 elements (recall d ≤ n).  
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Eq. ( A-32) reveals that at most d – 2 values of desξ,x  may be independently 

selected via specξ,x . In such cases, ξG  becomes a d – 2 x d incident matrix, *
ξG , having 

exactly 2 columns that contain only zeroes, a single one appearing in each of the 

remaining columns. The two “zeroes columns” cannot be chosen arbitrarily, however, as 

now explained. By assigning 
⎥
⎥
⎥

⎦
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=
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T

T
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specξ,

remremdes

x
ξqξ1γ T1T
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d , Eq. ( A-33) is 

obtained.  

 γΓx desξ, =  ( A-33)
 

In order to solve for desξ,x , Γ  must be invertible; that is, ( ) d=Γrank . Within Γ , 

*
ξG  has exactly 2 columns that contain only zeroes, so no information is provided about 

the two corresponding desx  (say, idesx  and jdesx ). Their determination depends on the 

rank of the 2 x 2 submatrix consisting of elements from the first two rows of Γ  and same 

two “zeroes columns” in *
ξG . This submatrix is referred to as *Γ  and is shown as Eq. 

( A-34). For inversion of Eq. ( A-33), *Γ  must also be invertible, which is only possible if 

( )*rank Γ  is 2 and thus if and only if lk qq ≠ .  

 ⎥
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lk qq
11*Γ  ( A-34)

 
Thus, the general rule for selecting which 

idesx ,ξ  may be specified independently 

is simply stated as follows: The charges on the two FCs that will not be independently 

(i.e., which d – 2 columns of *
ξG  are not populated with zeroes) specified must be 
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unequal in order for Γ  in Eq. ( A-33) to be full-rank. kq  and lq  may both be positive or 

negative, but may not have the exact same value. This same rule holds where desξ,x  is the 

independent variable for a statistical model [see Eq. ( 4-9)]. 

For clarity, hereafter the d – 2 element set of desξ,x  that is specified will be 

referred to as desξ,χ , as shown by Eq. ( A-35). 
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Although the equality constraints of Eqns. ( A-29) and ( A-30) are included in Eq. 

( A-35) and a means has been described for determining a proper *
ξG , one problem yet 

remains: How to select values of desξ,x  (e.g., via desξ,χ ) so that the inequality of Eq. 

( A-31) is always satisfied. One means for selecting realistic values of desξ,x  is to generate 

a set of desξ,χ , solve Eq. ( A-35) for the two remaining values, 
kξ,desx  and 

lξ,desx , and then 

accept or reject the proposed selection of desξ,χ  depending on whether or not 
kξ,desx  and 

lξ,desx  are both ≥ 0. A computationally more efficient approach for selecting valid desξ,χ  

that provides a more reliable and systematic means for determining possible values of all 

desξ,x  is preferred and is made possible by convex set theory, discussed in the following 

section. 

As with the desc,x  above, determining the stock solution reagents, 0v , to produce 

the desired value of desξ,x  require remξ  and (possibly) other relationships or specifications 

on values of desξ  [for example, Eqns. ( A-42) and ( A-43), which are discussed below, 
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could be employed]. Once ξ  is known, c  is determined by a modified form of Eq. 

( A-12) in which mathematically redundant rows in Φ  (and corresponding elements of ξ ) 

are removed and new mathematically independent rows are added to Φ  (and their 

corresponding constant terms appended to ξ ) to make this modified version of Eq. 

( A-12) invertible. Finally, the desired stock solution reagents, 0v , are found by making at 

least one specification on volumes (usually totv  plus internal standard volume) and then 

solving Eq. ( A-2). Again, the number of direct specifications made on the system equals 

m. For example, the spores studies involved 5 solutions (m = 5): TMA-OH, Na-OH, 

HMeSO4, MeOH, and an inert internal standard. For the experiments conducted on this 

system, three specifications constant for all experiments were made. First, total volume 

was fixed at 500 μL. Second, internal standard volume addition was constant at 100 μL 

for each sample. Third, the total methyl donor concentration ( −+ +
4MeSOTMA

cc ) was kept 

constant at 750 mM [Eq. ( 8-9)]. These three requirements left two independent 

specifications to be made, which were systematically assigned via the mixture fractions, 

desξ,x . 

A.5 Mixtures and convexity 

What will be shown in this section is that all realistic (physically achievable) 

values of desξ,x  belong to a set of numbers that is convex in nature. A convex set 

possesses useful properties that greatly facilitate realistic and efficient assignments of 

values to desξ,x  for design purposes. 
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A.5.1 Convexity defined 

A set of numeric elements, say S , is convex if for every two points in the set, any 

point lying on the straight line interval between them is also in the set [469]. Any 

member of a convex set may be determined by some special linear combination, called a 

convex combination, of a set of points containing S  (further discussion on this containing 

set will be given). A convex combination is defined as follows: Given a set of w points 

{ }wxx ,,1 K  from ℜd (the real number system of dimension d), a point, convx , computed 

per Eq. ( A-36) is a convex combination of { }wxx ,,1 K . convx  is thus essentially a linear 

weighted average of { }wxx ,,1 K . 

 ∑
=

=
w

i
ii

1

xxconv η , 1
1

=∑
=

w

i
iη , wii ,,1for  0 K=≥η  ( A-36)

 
Convexity may be easily visualized in lower dimensions, as illustrated by Figure 

 A-2. A line drawn between any two points belonging to a given convex set is always 

entirely within the set. Non-convex sets cannot guarantee this result.  

 
 

 
Figure  A-2. Illustrations of two convex sets (S1 and S2) and two non-convex sets (S3 and S4) in ℜ2 (i.e., 
in two dimensions, x1 and x2).  
 
 
 

x1 

x2 
S1 S2 

S3 
S4 
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That S  is convex can be established mathematically—a necessity for sets of high 

dimensionality. Any two points, x′  and x ′′ , are chosen such that { } S∈′′′ xx , , and a third 

point, x ′′′ , is defined to be located on the interval [ ]xx ′′′,  by using a simple convex 

combination of x′  and x ′′  [see Eqns. ( A-37) and ( A-38), noting that ( ) 11 =−+ ηη ]. To 

belong to S , x ′′′  must satisfy the same criteria as do x′  and x ′′ . 

 [ ] ( ){ }10:1, ≤≤′′−+′=′′′ ηηη xxxx  ( A-37)
 

 ( )xxx ′′−+′=′′′ ηη 1 , 10 ≤≤η  ( A-38)
 

A.5.2 Establishing convexity of mixture components 

In the case of mixture components, elements of the set desS  containing all possible 

values of desξ,x  must satisfy Eqns. ( A-29), ( A-30), and ( A-31) [see Eq. ( A-39)]. 
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Thus, the validity of Eq. ( A-40) must be established for each of the constraints on 

desξ,x : the mixture constraint [Eq. ( A-29)], the charge balance constraint [Eq. ( A-30)], and 

the realistic x constraint [Eq. ( A-31)]. 

 ( ) desξ,desξ,desξ, xxx ′′−+′=′′′ ηη 1 , 10 ≤≤η  ( A-40)
 

Eq. ( A-41) demonstrates that the mixture constraint holds.  Because 10 ≤≤η  and 

( ) 110 ≤−≤ η  η∀ , and since desξ,x′∈′∀≥′
ii desdes xx ,, 0 ξξ  and desξ,x ′′∈′′∀≥′′

ii desdes xx ,, 0 ξξ , any 
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product of desξ,x′  with η  or desξ,x ′′  with ( )η−1  is 0≥ . Thus, the realistic x constraint is 

met. 
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However, establishing convexity is more complicated for the charge balance 

constraint of Eq. ( A-30) because desξ,x  by itself only possesses information about the 

relative concentrations within desξ , while information about relative values of all charged 

elements of the system (i.e., elements within ξ ) is required for charge balance. To 

continue, relationships between desξ  and remξ  must be provided, beginning with the 

charge balance and adding, as necessary, other constant relationships between desξ  and 

remξ  that are true for some desξ,x′  and desξ,x ′′ .  

Up to n – 1 specifications on ξ  (here referred to as specξ , which must include any 

remξ  specifications) are written according to Eq. ( A-42), in which the matrix ⎥
⎦

⎤
⎢
⎣

⎡

F
qT

 is 

understood to be full-rank. Thus, for a known and realistic desξ , ⎥
⎦

⎤
⎢
⎣

⎡

des

des

F
q T

 and ⎥
⎦

⎤
⎢
⎣

⎡

rem

rem

F
q T

 

together supply sufficient information to determine remξ  (or with just as much utility the 

relative values of remξ ). 
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Rearranging the result of Eq. ( A-42) to a linear form in which the only variable 

quantity is desξ  gives Eq. ( A-43), with ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

des

des
des F

qξ
T

rankdf d , which equals the 

number of independent values of desξ .  
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As outlined above for specifying desξ,x  ( desξ,χ ), an independent subset of desξ  and 

remξ  must exist; that is, Eq. ( A-44) must hold, where *
desq  and *

desF  are the sub-vector and 

sub-matrix of desq  and desF , respectively, obtained by removing columns corresponding 

to the dependent (i.e., unspecified) desξ . Additionally, the elements of desξ  must be non-

negative, with the possible exception of −OH
ξ  or +H

ξ , which may be negative based on 

the chosen sign conventions for indicating H+/OH–. 
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For convenience, we set ⎥
⎦

⎤
⎢
⎣

⎡
=

des
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F
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T

 and rem
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ξ
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λ ⎥
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⎤
⎢
⎣

⎡
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⎤
⎢
⎣

⎡
=

T0
 to give Eq. ( A-45). 

 
 λΛξdes =  ( A-45)

 
Combining Eq. ( A-26) with Eq. ( A-45) gives Eq. ( A-46), in which 
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desξ, F

qx d , and 

( ) 1df , =destotξ . Consequently, destot ,ξ  may, in some cases, be required to vary with desξ,x  

depending on the specifications in desF . For example, a row of 1’s in desF , T
d1 , mandates 

that destot ,ξ  be constant for all possible desξ,x ; the absence of the T
d1  row relaxes this 

restriction, yet the presence of other constraints in desF  will impose other requirements 

for destot ,ξ  and desξ,x . The constraint of Eq. ( 8-9) is one such example in which a row of 

desF  possesses two 0’s and two 1’s, and specξ  is 750 mM, and other similar constraints are 

presented in the discussion of Figure  8-20. Since destot ,ξ  depends on the values of desξ,x , 

Eq. ( A-40) cannot simply be substituted into Eq. ( A-46) to establish convexity. 

 ( ) λΛxdes =destot ,ξ  ( A-46)
 

Rather, attention is turned to Eq. ( A-45) with which we analyze the convexity of 

desξ  instead of desξ,x . Although each element of desξ  is mathematically unbounded, there 

is some physical limit on its possible values. Assuming that physically possible, distinct 

values of allξ —and thus desξ —may be chosen within these limits, say desξ′  and desξ ′′ , the 

convexity of desξ  may be established by inserting Eq. ( A-47) into Eq. ( A-45) [in place of 

Eq. ( A-40) into ( A-46)]. Eq. ( A-48) displays the result. 
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Thus, it is the product of ( )destot ,ξdesξ,x , and not desξ,x  alone, that is convex 

whenever ξξdes ⊂  (i.e., ionic elements are removed from the design, so r > 0).63 

However, the convex combination may be written as in Eq. ( A-49), with the tot,desξ ′  and 

tot,desξ ′′  each depending on desξ,x′  and desξ,x ′′ , respectively.  

 ( ) desdesdes ξξξ ′′−+′=′′′ ηη 1 , 10 ≤≤η  ( A-47)
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 ( )[ ] ( ) ( )[ ]tot,destot,destot,des ξηξηξ ′′′′−+′′=′′′′′′ desξ,desξ,desξ, xxx 1  ( A-49)

 
Since desξ,x  is multiplied by the scalar destot ,ξ , the experimental design can still be 

based on systematic variations in desξ,x  (e.g., by convex combinations discussed in 

Section  A.5.5), but each desξ,x  will possess a (possibly) unique destot ,ξ , which must be 

determined according to any constraints or specifications made on ξ . This is why the 

total amount of ions transferred to the coiled wire filament in the study on spore DPA 

methylation was not constant (see Section  0 and Figure  8-11). 

Knowing destot ,ξ  requires specification of at least one value of an element of ξ  (or 

a combination of elements) and some relationship between them. There must be at least 

one nonzero value of specξ  and at least one row of F  capturing a relationship between 

                                                 
63 The expression ba ⊂  denotes that a is a proper subset of b. 
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desξ  and remξ . The result of Eq. ( A-50) may be useful for determining destot ,ξ  if 

constraints in the form of a sum of some elements of desξ  are given, as was the case in 

Eq. ( 8-9), the constraint imposed on the methyl donors in the spore DPA methylation 

study described in Section  8.2.1. [Note: in Eq. ( A-50) the integers represented by j need 

not be consecutive, but the integers employed must be consistent between 
jdesx ,ξ  and 

jdesξ ]. 
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A.5.3 Convex hull and extreme points 

Recall that desS  is the set of all feasible values of desξ,x . The requirements for 

convexity of desS  having been established, the interior and boundaries of desS  are now 

considered. The convex hull of desS , ( )desSconv , is the minimal convex set of points desξ,x  

and destot ,ξ  (i.e., desξ ) that contain desS . It can be understood as the envelope that contains 

all desξ,x  within desS , or the boundary of what belongs to desS  and what does not. With 

mixtures experiments involving finite sets of FCs, ( )desSconv  is a polytope [469].  
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Extreme points are a finite set of points that comprises the convex hull. They may 

be envisioned as the vertices of a convex polytope. Formally, a point exx  is an extreme 

point of S  if, for no pair of distinct points, x′  and x ′′  in S , is it ever true that 

( )xxxex ′′−+′= ηη 1  [385]. Thus, no convex combination of two distinct points in S  can 

ever produce an extreme point. Determining the extreme points of desS  is of interest 

because any interior point of desS  may be described as convex combinations of its 

extreme points (or some appropriately-selected subset thereof [470, 471]; further details 

are given by Carathéodory’s Theorem [469]). 

A.5.4 Simple algorithms for identifying extreme points 

Extreme points may be determined in various ways for a set of charged FCs, each 

having advantages and disadvantages. The two approaches presented here are ONLY 

for Eq. ( A-51), a specific, limited case of Eq. ( A-43). 

 0T =desdes ξq  ( A-51)

 
Thus, remξ  serves as a basis for computing the possible values of desξ  [and hence 

( )destot ,ξdesξ,x ] that comprise ( )desSconv . This set, being finite, is denoted by Ξ  (capital 

Xi) and is subscripted as either cΞ  or qΞ  depending on the method by which is computed 

(detailed below). Each row of Ξ  contains the concentrations of a single extreme point, 

T
exdesξ . 

Useful note: if a mixture is to be acidic, it is convenient to add to the subscript an 

a (e.g., a,qΞ , aS ,q , a,qξ ), and if it is to be basic, a b (e.g., b,qΞ , bS ,q , b,qξ ). 
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A.5.4.1 Method 1 

The composition of each stock solution may constitute an extreme point, for if it 

is the only item added to a mixture, its constituents are the only FCs and will have the 

highest physically possible mixture values. (Problems with this approach will be 

discussed later.) Additionally, because H+ and OH– cannot be present simultaneously, the 

acid-base neutralization reaction necessitates considering binary combinations of stock 

solutions if one is acidic and the other basic. This set of possible mixture values is 

designated as ( )cSconv , or in matrix notation, cΞ , where the latter is a w x d matrix 

containing the w mixture fraction values comprising ( )cSconv . 

Scheme 5 is a pseudocode algorithm used to compute ( )cSconv , given as cΞ  

(Ξ_c). H/OHδ  (δ_H_OH) is the row index of Φ  (Φ) corresponding to H+/OH–; +H
s  (s_H) 

reveals the sign convention for indicating H+ in Φ  (i.e., whether H+ is indicated by +1 or 

–1 in Φ ); and ab  (ab) indicates whether the set is to represent an acidic or a basic 

mixture (acidic = +1, basic = –1). 

Lines 3-15 identify pairs of acid/base compounds (by comparing the charges of 

their H/OHδ  row elements), compute the relative ratio between the two, (α ), required to 

neutralize them, and multiply the opposite conjugate acid/base salt(s) by 1−α  to finally 

obtain the appropriate stoichiometry between the two conjugate portions. Lines 16-23 

identify neutral salt stock solutions. Lines 24-36 identify basic (25-29) or acidic (30-34) 

stock solutions according to the conventions provided in Table  A-2 using the inputs Φ  

and +H
s . 
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In Scheme 5, Ω  (Ω) becomes an h x n matrix, with h being the number of sets of 

FCs produced by the algorithm, and n the number of FCs. All elements of Ω  are zeroes 

unless otherwise specified by the algorithm. Since the FC concentrations are unknown, 

the values in Φ  (along with α ) are utilized to produce relative stoichiometric 

relationships for each row in Ω . Once Ω  has been defined, it is reduced to an h x d form, 

desΩ , possessing only the d elements (its columns) that are included in the design by 

multiplying it by TD  [line 38; t() is the transpose operator]. Conversion of desΩ  into 

mixture fractions, cΞ , requires dividing each row of desΩ  by the row’s sum, desω  [line 

39; one(d) is a d x 1 vector of 1’s]. However, before the division is carried out, any 

zeroes-only-valued rows of desΩ  and desω  are removed to avoid division errors (lines 40-

50). Each row of the k x d matrix des2Ω  (note k < h) is divided by the corresponding 

element of the k-element des2ω  to determine the k x d cΞ  (lines 51-55). 

Lines 56-84 remove any duplicate rows in cΞ  that occur whenever there are two 

or more ways to get the same final salt from a given set of stock solutions (e.g., Na2SO4 

may be obtained either as pure Na2SO4, by mixing equimolar NaHSO4 and NaOH, or 

mixing 1 mole H2SO4 with 2 moles NaOH). Lines 56-67 compare row pairs i and j 

(where j ≥ i) to find instances where rows are equal. Equality is determined by computing 

the sum of the absolute value differences between column elements and comparing this 

sum against a non-zero tolerance, in this case, 10-6 (zero is not used because rounding 

errors may produce non-zero results where a zero would be expected). P  (P) is an upper 

triangular matrix with a diagonal of ones. Any column of P  having more than a single 

one represents a duplicate row entry in cΞ  and is identified by summing each column of 
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P  using lines 68-78. If the sum of the column is 1, the row is either the first of a series of 

duplicates or is not duplicated at all. The indices of unique rows of cΞ  are stored in the 

w-element variable keep, which is used to transfer the unique rows from cΞ  to the 

variable, cΞ'  (Ξ’_c; lines 79-84). Finally, cΞ'  is renamed to cΞ  (line 85) and output 

from the function. 

 
 
Scheme 5. Pseudocode for Method 1: Computing the mixture fraction-based convex hull using single 
or binary combinations of stock salts solutions. 

1 Function Ξ_c(Φ(m,n),δ_H_OH,s_H,ab,D(d,n)) 
2  h=1 
3  for i from 1 to m-1 
4   if Φ(δ_H_OH,i)≠0 then 
5    for j from i+1 to m 
6     if Φ(δ_H_OH,i)*Φ(δ_H_OH,j)<0 then 
7      α=-Φ(δ_H_OH,j)/Φ(δ_H_OH,i) 
8      for k from 1 to n 
9       Ω(h,k)=Φ(k,i)+(1/α)*Φ(k,j) 
10      next k 
11      h=h+1 
12     end if 
13    next j 
14   end if 
15  next i 
16  for i from 1 to m 
17   if Φ(δ_H_OH,i)=0 then 
18    for k from 1 to n 
19     Ω(h,k)= Φ(k,i) 
20    next k 
21    h=h+1 
22   end if 
23  next i 
24  for i from 1 to m 
25   if (Φ(δ_H_OH,i)*s_H<0 AND ab<0) then 
26    for k from 1 to n 
27     Ω(h,k)=abs(Φ(k,i)) 
28    next k 
29    h=h+1 
30   if (Φ(δ_H_OH,i)*s_H>0 AND ab>0) then 
31    for k from 1 to n 
32     Ω(h,k)=abs(Φ(k,i)) 
33    next k 
34    h=h+1 
35   end if 
36  next i  
37  h=h-1 
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Scheme 5  — Continued. 
38  Ω_des=Ω*t(D) 
39  ω_des=Ω_des*one(d) 
40  k=1 
41  for i from 1 to h 
42   if ω_des(i)>0 then 
43    ω_des2(k)=ω_des(i) 
44    for j from 1 to d 
45     Ω_des2(k,j)= Ω_des(i,j) 
46    next j 
47    k=k+1 
48   end if 
49  next i 
50  k=k-1  
51  for i from 1 to k 
52   for j from 1 to d 
53    Ξ_c(i,j)=Ω_des2(i,j)/ω_des2(i) 
54   next j 
55  next i 
56  for i from 1 to k 
57   for j from i to k 
58    dum=0 
59    for l from 1 to d 
60     dum=dum+abs(Ξ_c(i,l)-Ξ_c(j,l)) 
61    next l 
62    if dum < 10^-6 then  
63     P(i,j)=1 
64    else P(i,j)=0 
65    end if 
66   next j 
67  next i 
68  w=1 
69  for i from 1 to k 
70   dum2=0 
71   for j from 1 to k 
72    dum2=dum2+P(i,j) 
73   next j 
74   if dum2=1 then 
75    keep(w)=i 
76    w=w+1  
77   end if 
78  next i 
79  w=w-1 
80  for i from 1 to w 
81   for j from 1 to d 
82    Ξ’_c (i,j)=Ξ_c(keep(i),j) 
83   next j 
84  next i 
85  Ξ_c=Ξ’_c 
86 Output Ξ_c 
87 End 
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Table  A-2. Truth table to determine whether a given pure component is acidic or basic in Scheme 5. 

acid
base
base
acid

sicityacidity/basalt H,H, H/OHH/OH

+−−
−+−
−−+
+++

++ qq ii δδ ΦΦ

 

 

A.5.4.2 Method 2 

Each possible pair of oppositely charged FCs combined stoichiometrically in such 

a way so as to produce a neutral molecular salt represents an extreme point, as do lone 

uncharged FCs. This set is designated ( )qSconv , or in matrix notation, qΞ , which is a k x 

d matrix. 

Scheme 6 is a pseudocode algorithm for (1) determining single neutral iξ  

elements or pairs of charged elements, iξ  and jξ , that form a neutral compound and for 

(2) using those, along with D , to compute the extreme points, qΞ  (Ξ_q), that constitute 

( )qSconv  for acidic or basic mixtures. Important: recall that q  was defined for either an 

acidic or a basic mixture, and whichever the value of −+ /OHH
q  (that is, the element of q  

corresponding to acid or base) will determine whether qΞ  is acidic or basic. 

Ω  (Ω) is a matrix, each row having either paired charged or single uncharged FC 

elements (determined from q ). As previously, unless specified otherwise by the 

algorithm, all elements of Ω  are zero-valued. First, each neutral pair of FCs is identified 

via lines 3-11. Since the FC concentrations are unknown, one FC is arbitrarily assigned a 

value of 1 (line 6), and the other item is determined based on the stoichiometry required 

for making the overall charge of the pair equal to zero (line 7). All uncharged FCs are 
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assigned a default value of 1 (lines 12-17). Once the h x n matrix Ω  has been defined, it 

is reduced to an h x d form, desΩ , possessing only the d elements (its columns) that are 

included in the design by multiplying it by TD  [line 19; t() is the transpose operator]. 

Conversion of desΩ  into mixture fractions, qΞ , requires dividing each row of desΩ  by the 

row’s sum, desω  [line 20; one(d) is a d x 1 vector of 1’s]. However, before the division 

is carried out, the zeroes-only-valued rows of desΩ  and desω  are removed to avoid 

division errors (lines 21-31). Each row of the w x d matrix des2Ω  (note w < h) is divided 

by the corresponding element of the w-element des2ω  to determine the w x d qΞ  (lines 

32-36), which is the output of the function (line 37). qΞ  consists of w unique, charge-

balanced FC pairs or single uncharged FC entities that comprise ( )desSconv .  

 
 
Scheme 6. Pseudocode for Method 2: Computing the mixture fraction-based convex hull using all 
possible combinations of FCs. 

1 Function Ξ_q(q(n),D(d,n)) 
2  h=1 
3  for i from 1 to n-1 
4   for j from i+1 to n 
5    if q(i)*q(j) <0 then 
6     Ω(h,i)=1 
7     Ω(h,j)=-q(i)/q(j) 
8     h=h+1 
9    end if 
10   next j 
11  next i 
12  for i from 1 to n  
13   if q(i)=0 
14    Ω(h,i)=1 
15    h=h+1 
16   end if 
17  next i 
18  h=h-1 
19  Ω_des=Ω*t(D)  
20  ω_des=Ω_des*one(d) 
21  w=1 
22  for i from 1 to h 
23   if ω_des(i)>0 then 
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Scheme 6 — Continued. 
24    ω_des2(w)=ω_des(i) 
25    for j from 1 to d 
26     Ω_des2(w,j)= Ω_des(i,j) 
27    next j 
28    w=w+1 
29   end if 
30  next i 
31  w=w-1  
32  for i from 1 to w 
33   for j from 1 to d 
34    Ξ_q(i,j)=Ω_des2(i,j)/ω_des2(i) 
35   next j 
36  next i 
37 Output Ξ_q 
38 End 

 

A.5.4.3 Comparison of Methods 1 and 2 

cΞ  from Method 1 is not guaranteed to contain only extreme points, while qΞ  

from Method 2 is. This problem occurs in Method 1 whenever any one of the m precursor 

salts included in the m columns of Φ  in Scheme 5 may be obtained by convex 

combinations of other salts. For example, with the system H2SO4, NaHSO4, Na2SO4, and 

NaOH, Scheme 5 deems NaHSO4 as an extreme point [Eq. ( A-52)], when in fact this 

compound may be obtained by blending equimolar amounts of Na2SO4 and H2SO4 or 

equimolar NaOH with H2SO4. Illustrated numerically, in Eq. ( A-52), row 2 may be 

obtained by multiplying rows 1 and 3 each by 1/2 and adding the result (a convex 

combination). Thus, NaHSO4 does not represent an extreme point on the convex hull. 

The results of Method 2 [Eq. ( A-53)] give proper values for the extreme points with the 

present example. 

However, although Method 2 produces the entire set of theoretically possible 

extreme points, one or more of these may be physically unrealizable because some of the 
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mixture values belonging to qS  may not be achievable with the available stock solutions. 

For example, if the only stock solutions are H2SO4 and NaHSO4, these two salts 

constitute the only extreme points and become (correctly) the output of Method 1 [Eq. 

( A-54)]. 
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Since Method 2 interprets the FCs from H2SO4 and NaHSO4 as being H+, Na+, 

and SO4
2–, it predicts that these may be combined to produce H2SO4 and Na2SO4 [same 

result as Eq. ( A-53)]. Since no physical combination can make Na2SO4, the method fails. 

In conclusion, each method has an “Achilles heel” that will cause it to fail in some 

circumstances. It is recommended that the experiments be designed with solutions that 

truly form extreme points, in which case Method 1 (Scheme 5) will not fail. The Scheme 

5 and Scheme 6 algorithms either need to be modified in order to avoid these pitfalls or 

the user must be able to recognize and correct problems contained in their outputs. 

Algorithms exist that identify extreme points given inequality constraints on x  

(for example, see CONVRT, XVERT, XVERT1, and CONSIM algorithms plus 

MIXSOFT mixture DOE software package [27, 28]). However, this author is unaware if 
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they are set up to handle information in the form of stock solution concentrations and 

volumes, specifications on an aggregate solution’s desired properties, etc. It is more 

likely that established computer programs are set up in a more general manner, which 

requires the user to do the tedious transformations and computations necessary to convert 

between 0c + 0v , desξ,x + tot,desξ + totv , etc. 

A.5.5 Practical convex combinations of extreme points 

Having Ξ  allows any physically realistic value of desξ,x  and tot,desξ  to be readily 

specified by some convex combination of the former. Revisiting the definition of extreme 

points, an alternative expression for Eq. ( A-36) is Eq. ( A-55), where η  is a w x 1 vector 

and Ξ  is the w x d convex hull matrix indicated previously (i.e., either cΞ  or qΞ ), 

formed according to Eq. ( A-56) (i.e., by stacking transposed ix  from { }wxx ,,1 K ). 

 Ξηxconv
T= , 1T =η1w , η∈∀≥ ii ηη   0  ( A-55)
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Any set of s points inside the convex hull Ξ  may be generated from its inner 

product with the w x s matrix of s convex multipliers, Η  (capital eta) [Eq. ( A-57)]. convX  

is an s x d matrix, each row of which is a different point within the design space. Eq. 

( A-58) indicates the relationship between η  and Η . 

Figure  A-3 and Figure  A-4 display a series of convex combinations of the 

coordinates corresponding to Ξ , the extreme points (vertices) forming the convex hulls 
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of an equilateral triangle and a square, respectively. Indicated within these figures are the 

convex multiplier matrices, Η , placed over the corresponding polygon and uniquely 

identified by roman numerals. Note that the sum of a given row of any Η  is always one 

(the requirement for convex multiplication).  

 ΞHXconv
T=  ( A-57)

 
 [ ]sηηΗ L1=  ( A-58)

 
The coordinates of each set of points in a given triangle or square (Figure  A-3 and 

Figure  A-4, respectively) are computed by Eq. ( A-57). In the lower left corners are 

lattices obtained when the indicated convex multipliers were utilized (e.g., in Figure  A-3, 

the points in the lower left triangle were computed by [ ]VIIVIIII ΗΗΗΗΗ = ). 
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Figure  A-3. Illustration of convex combinations of the coordinates of the vertices of an equilateral 
triangle. 
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Figure  A-4. Illustration of convex combinations of the coordinates representing the vertices of a 
square. 
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Appendix B Displaying mixtures in 2-D and 3-D 

The approach underlying visual representation of mixtures data is to employ a 

simplex, which is an n-dimensional analogue of a triangle. Since mixture fractions must 

sum to one, an n-dimensional simplex is capable of representing the relative proportions 

of n + 1 components. Hence, a 1-dimensional line (e.g., an x-axis), a triangle, and a 

tetrahedron may describe binary, ternary, and quaternary systems, respectively. The 

relationship between mixture fraction, mixx , and a corresponding point, p, in 2-D x-y 

coordinates of a triangle or in a 3-D x-y-z coordinate system of a regular tetrahedron are 

presented. 

B.1 2-D triangles (for ternary mixture) 

Figure  B-1 displays a single point (labeled as p) for the single mixture fraction, 

mixx , which is located within an equilateral triangle whose vertices are given as points a, 

b, and c. Visually, since p is closest to vertex a and furthest from vertex c, it is readily 

concluded that the composition is mostly A, some B, and relatively little C (where A, B, 

and C are some measurable quantity associated with the mixture).  

Table  B-1 contains the x-y coordinates the vertices of Figure  B-1, with point a 

located at the origin (0,0). In this table, ε  represents an arbitrary quantity used as a basis 

for sizing the triangle (typically 1ε = ). In addition to points a, b, and c, Table  B-1 
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includes points labeled a', b', and c', each of which is the point that bisects the face 

directly opposite its corresponding vertex in the triangle.  

a b

c

a'b'

c'
p

x

y a b

c

a'b'

c'
p

x

y

 
Figure  B-1. Ternary mixture diagram with a point, p, representing a mixture composition. 

 
 
 

Table  B-1. x-y coordinates for triangle mixture shown in Figure  B-1. 
Point x-coordinate y-coordinate 

a 0 0 

b ε  0 

c 
2
ε  

2
3ε  

a' 
(= 1/2b + 1/2c) 4

ε3  
4

3ε  

b' 
(= 1/2a + 1/2c) 4

ε  
4

3ε  

c' 
(= 1/2a + 1/2b) 2

ε  0 
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Taken one at a time, the fractional distance along each of the lines a'a, b'b, and 

c'c (i.e., fractional distance from a vertex to an opposite face) is the mixture fraction of 

the corresponding component. That is, the first component of the mixture, amix,x , 

represents the fractional distance along line a'a (ditto for bmix,x  and b'b, and cmix,x  and 

c'c). Figure  B-2 represents this aspect visually for lines a'a and b'b. (Line c'c is not 

included because in 2-space, only 2 non-collinear lines are required to define a single 

point.) 

 
 

a a'

xmix,a

a''

1 – xmix,a

bb'

xmix,b

b''

1 – xmix,b

p
p  

Figure  B-2. Illustration of how a mixture point, p, may be located by a convex combination of the 
endpoints, a and a', and b and b'. 
 
 
 

The actual x-y coordinates of p are obtained using an n – 1 subset of mixx . Since 

each mixture component is represented by the fractional distance from a base of the 

triangle to the opposite vertex (i.e., 
aa'

'a'a'
=amix,x  or 

bb'
'b'b'

=bmix,x  in Figure  B-2), a line 

drawn from p to a'' (or b'') must be perpendicular to line a'a (or line b'b). The fact that 

the dot product of orthogonal (perpendicular) vectors is zero is used to set up a system of 

linear equations to solve for the x-y coordinates of p based on the requirement that pa'' ⊥ 

a'a and pb'' ⊥ b'b. 
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The dot product of component A is given by Eq. ( B-1), or equivalently, Eq. ( B-2). 

a'' is found from the convex combination of points a and a' [Eq. ( B-3)], which is 

substituted into Eq. ( B-2) to give Eq. ( B-4). 

 ( ) ( ) 0, =−− p'a'a'a  ( B-1) 

 
 ( ) ( )p'a'a'a −−= T0  ( B-2) 

 
 ( )a'a'a' amix,amix, 1 xx −+=  ( B-3) 
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Eq. ( B-4) is rearranged into a form with p on one side [Eq. ( B-5)]. The equivalent 

treatment is given to component B to give Eq. ( B-6). 
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 ( ) ( ) ( ) ( ) b'b'bb'bb'bpb'b TT
bmix,

T −+−−=− x  ( B-6) 

 
Eqns. ( B-5) and ( B-6) are combined into Eq. ( B-7), which is now full-rank, 

allowing for direct solution of p [Eq. ( B-8)]. Note again that only two of the three 

elements of mixx  were used since the third was not independent of the other two because 

of the requirement that the mixture fractions sum to 1. 
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The numbers (x-y coordinates of vertices and midpoints of a triangle) from Table 

 B-1 are substituted into Eq. ( B-8) and simplified to give Eq. ( B-9). Again, p possesses the 

x-y coordinates for a triangle of the form described above, given mixx . Also, only two (of 

three total) mixture components are required since this ternary mixture only possesses 

two degrees of freedom. Note that mixx≠x ; the former is a Cartesian coordinate; the 

latter is a mixture fraction. 
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The mixture fraction, mixx , may be computed via Eq. ( B-10), a rearrangement of 

Eq. ( B-9), if actual x-y coordinates of a point in a ternary mixture diagram are known. 

Note that cmix,x  is found by subtracting amix,x  and bmix,x  from 1. 
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B.2 3-D tetrahedra (for plotting a quaternary mixture) 

A tetrahedron is a 3-dimensional simplex that is easily generated by connecting a 

proper set of four points from a cube (green points in Figure  B-3; see Table  B-2). The 

reasoning behind and justification for the derivations used to convert mixture fractions 

into x-y-z coordinates are identical to those discussed for the triangle case just discussed, 

the only difference being that an additional dimension is added for each computation. 
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Figure  B-3. Illustration of tetrahedron, including rays for each vertex/mixture component and a 
single experimental point. 
 
 

The process for converting a vector representing a quaternary mixture to x-y-z 

coordinates for plotting within a 3-D tetrahedron is identical to that reported above for 

ternary mixtures, except one additional dimension must be included. Though the details 

of this process are omitted, the results are given as Eqns. ( B-11) and ( B-12) (compare 

these to Eqns. ( B-8) and ( B-9), respectively). 
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The numbers (x-y-z coordinates) from Table  B-2 are substituted into Eq. ( B-11) 

and simplified to give Eq. ( B-12). Again, p carries the x-y-z coordinates for a triangle of 

the form described above, given mixx . Also, only two (of three total) mixture components 

are required for its computation since this ternary mixture only possesses two degrees of 

freedom. 
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Table  B-2. x-y-z coordinates of points involved in representing quaternary mixtures (see Figure  B-3). 
Point x-coordinate y-coordinate z-coordinate 

a 0 0 0 
b 0 ε  ε  
c ε  ε  0 
d ε  0 ε  

a' 
(= 1/3b + 1/3c + 1/3d) 3

ε2  
3
ε2  

3
ε2  

b' 
(= 1/3a + 1/3c + 1/3d) 3

ε2  
3
ε  

3
ε  

c' 
(= 1/3a + 1/3b + 1/3d) 3

ε  
3
ε  

3
ε2  

d' 
(= 1/3a + 1/3b + 1/3c) 3

ε  
3
ε2  

3
ε  
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As in the two dimensional case above, the mixture fraction, mixx , for a point of 

known x-y-z coordinates within a tetrahedron may be computed via Eq. ( B-13)( B-10), a 

rearrangement of Eq. ( B-12). Note that cmix,x  is found by subtracting amix,x  and bmix,x  

from 1. 
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Appendix C MORE INFORMATION ON PARADIGMS A, B, & C 

The key studies on reactions active for DPA methylation reported in the body of 

this dissertation were of acid catalysis in methanolic H2SO4 at room temperature (via the 

tetrahedral mechanism) and of direct methyl transfer in the heated GC inlet (via the SN2 

mechanism). Both of these studies were actually part of a more extensive set of 

investigations into the “standard” or “reference” protocol that was presented in Section 

 3.4.1 (Table  3-2), which involves adding methanolic sulfuric acid to spores one minute 

before adding TMA-OH. These investigations facilitated transitioning from Paradigms 

A to B to C (see Sections  1.4 and  10.1). Paradigm A was discredited by observing how 

little Me2DPA is formed after one minute of acid exposure and by noting how rapidly 

Me2DPA is hydrolyzed by addition of TMA-OH to the spore suspension, the process 

being accelerated by solvent evaporation on the wire (details presented in Chapter  5). 

A key piece of evidence against Paradigm B came from a quick study on CaDPA 

in the presence of TMA-OH, TMA-MeSO4, and TMA2SO4. The reagents were combined 

so that 60:1 ratios of TMA+:CaDPA were obtained. The observed relative extents of 

Me2DPA conversion were approximately 1:7:2 for TMA-OH, TMA-MeSO4, and 

TMA2SO4, respectively. Although TMA-MeSO4 possessed twice the total sulfate (as 

MeSO4
–) compared to TMA2SO4 since the total TMA+ was equal for both experiments, 

both MeSO4
– and SO4

2– were in considerable excess relative to CaDPA (MeSO4
–:CaDPA 

= 60:1 and SO4
2–:CaDPA = 30:1). In both cases, more than sufficient SO4

2– was available 
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to remove Ca2+ from CaDPA. The 3 to 4-fold increase in percent Me2DPA yield observed 

with 60:1 MeSO4
–:CaDPA compared to 30:1 SO4

2–:CaDPA was inconsistent with the 

hypothesis that Ca2+ was removed by sulfate SO4
2–, thus activating methylation by 

TMA+. Once DPA methylation was observed by the Na+ salt of MeSO4
– without any 

TMA+ (data not shown), it became clear that MeSO4
– was an active methyl donor 

(Paradigm C). 

The advent of Paradigm C completely altered the interpretation of results for two 

extensive thermochemolysis methylation studies involving spores, TMA-OH, and H2SO4 

in MeOH, which had been conducted under the auspices of Paradigm B. For clarity, here 

these studies are referred to as Study I and Study II, and the investigation reported in the 

body of this dissertation that focuses on spore DPA methylation is called Study III. Due 

to the shift in paradigms, Studies I and II were not discussed in the main body of this 

work, but are appended because they provide supportive information. 

C.1 Study I 

Study I was designed to test two hypotheses: (1) Whether the addition of 

methanolic “H2SO4” (at the time, HMeSO4 formation was unknown) to spores before 

TMA-OH truly improved Me2DPA yields (presumably by breaking up/permeabilizing 

spores in some manner so that the DPA was more free to react with TMA+); and (2) if the 

presence of SO4
2– improved Me2DPA yields (apparently by Ca2+ removal).  

The quantitative basis for Study I involved holding constant the total quantity of 

the ions TMA+, OH–, and SO4
2– relative to the amount of spores, with each total ion 

concentration being divided into 5 different mixture fractions (hence 5 points in Figure 
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 C-1A). Each mixture point was conducted at 5 different ion:spore molar ratios as follows: 

Assuming the total spore count in each Eppendorf tube was 2 x109 spores, the reagents 

were blended so that ratios of 2-, 4-, 6-, 8-, and 10 x1010 ions:spore were obtained. 

However, MeSO4
– formation occurring during storage of the methanolic H2SO4 stock 

solution (which at the time was not recognized or followed) would have produced some 

MeSO4
–, so the actual mixture composition consisted of TMA+, OH–, SO4

2–, and MeSO4
–

. If it is assumed that all sulfate had become MeSO4
–, then the mixture would appear as in 

Figure  C-1B. The actual mixture was probably some combination of the two that (if 

known) could be represented by a tetrahedral diagram. 

 
 

SO4
2-

OH-

TMA+ MeSO4
-

B
OH-

TMA+

A

 
Figure  C-1. Intended mixture design space for Study I (A) and possible actual mixture design space 
assuming complete conversion of H2SO4 to HMeSO4 during H2SO4 storage (B).  
 
 
 

Figure  C-2A displays the mixture composition of Study III (from Figure  8-4B) 

for purposes of comparison with Study I along with the possible actual mixture assuming 

complete conversion of SO4
2– to MeSO4

–. Figure  C-2B is another perspective of Figure 

 C-1B. Also included as Figure  C-1C are data for 4 sets of mixtures experiments 

conducted at “low” and “high” total ion concentrations (originally intended to be 2- and 
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10 x1010 total ions:spore assuming no MeSO4
– had formed) with acid either preceding 

TMA-OH addition to spores by 1 minute or acid and TMA-OH being added 

simultaneously.  

Unfortunately, due to the unquantified MeSO4
– formation, no definite, consistent 

basis for comparison exists. With MeSO4
– formation, the total number of ions:spore was 

not constant, and neither was the total concentration of methyl donating reagent. The 

latter quantity is estimated assuming 0.65 μL wire uptake and is indicated in Figure  C-1C 

as nmol quantities of total methyl donor reagent (i.e., TMA+ + MeSO4
–)on the wire. 
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Figure  C-2. (A) Design space for Study III (see Figure  8-4); (B) possible actual mixture for Study I 
assuming that all sulfate was actually MeSO4

– (see Figure  C-1B); (C) experimental Me2DPA peak 
area vs. fractional distance along line qz (numbers are nmol of total methyl donor assuming 0.65 μL 
volume uptake, and curves are a visual interpretation of the data only). 
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Although in retrospect Study I had problems, it provided two key pieces of 

information: First, it was obvious that addition of H2SO4 (and HMeSO4) before TMA-OH 

significantly improves Me2DPA yields, apparently by a factor of 1.5-2. Second, TMA-

OH alone (point q in Figure  C-1A-C) is not as effective as a mixture of TMA+ and 

sulfuric acid. 

C.2 Study II 

In addition to the limitations indicated above, Study I did not report actual 

percentage yields of spore DPA. Consequently, Study II was conducted to quantify 

Me2DPA yields obtained by TMA-OH addition alone (Study IIa) and by the combined 

H2SO4 + TMA-OH “reference” protocol (see Table  3-2), which became Study IIb. 

Me2DPA percent yield was estimated by determining total spore DPA via procedures 

described in Section  3.4.3. Study II was conducted using an Agilent 6890 GC equipped 

with a flame ionization detector (FID) because it was thought that the nonlinearity in 

calibration curves seen in the GC-MS instrument (see Section  8.3.2) might be avoided by 

using the GC-FID instrument. (This hypothesis turned out to be false.) Study II also 

studied both methods’ reproducibility. 

In the interim between Study I and Study II, the reaction that produces HMeSO4 

during storage of H2SO4 in MeOH was discovered, so care was taken to use reagent in 

which this reaction had gone to completion (as judged by repeated titrations). However, 

the activity of MeSO4
– for methylation was not recognized until a test was conducted 

with DPA and HMeSO4 in the absence of TMA+ (data not shown) after Study II was 

complete. Since TMA+ was thought to be the only active methyl donor, Study II utilized 
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constant total concentration of 500 mM TMA+ as a basis for design. The concentrations 

of these methods (TMA-OH only vs. HMeSO4 + TMA-OH) are given in Table  C-1. Also 

included in Table  C-1 are the linear and nonlinear models’ predictions for the overall 

Me2DPA yield. 

The Study IIa mixture was identical to point q in Figure  8-10 and the Study IIb 

mixture was close to point z in Figure  8-10, prompting the inclusion of the point labeled 

z' in the same figure. The absolute quantities of methyl donors differed among Study IIa, 

Study IIb, and Study III. Consequently, the results are only approximately comparable. 

Generally, total DPA conversion averages about 5-10% at point q for both studies (Table 

 C-1). The data at point z are not much different from point q, although the increased 

yields at z' compared to q evidently result from acid pre-addition and the presence of 

MeSO4
–. Although the difference between the responses at points q and z' is statistically 

significant (9.1 vs. 14.5%; see Table  C-1), overall it is small compared to the differences 

in the data of Study III where Na+ was incorporated as a reagent since the overall yield 

approached 100% at some mixtures. 

In conclusion, with the TMA-OH + HMeSO4 mixtures of Study I and Study II, 

approximately 5-15% of the total spore DPA is converted to Me2DPA. Unfortunately, the 

results of Study II are, like those of Study I, of limited utility since the  basis for 

measuring reagents (constant TMA+ amount) did not correspond to the actual mechanism 

(methylation by both TMA+ and MeSO4
–). Although experimental results were obtained 

using an unsatisfactory experimental design, careful study of the results of the flawed 

experiments in Studies I and II guided improved designs for later studies, which 

ultimately produced more definitive answers (i.e., Study III). 



 

 

 
Table  C-1. Analysis of experimental conditions and resultant Me2DPA peak areas for experiments on spores conducted at points q, z, and z' in Figure 

 8-10. See text for description of experiments. 

Study 
identity 

Mean total spore 
DPA conc. (mM) 
or model type Point q Point z 

Point z' “reference” 
protocol 

“Study II” 
(an early 

study on BA 
spores) 

BA: 3.81 ±0.79 mM 

9.1 ±1.2%◊  
+TMA

C  = 500 mM† 

−
4MeSO

C  = 0 mM 

Me donor:DPA = 131 

N/A 

14.5 ±1.7%◊,§  
+TMA

C  = 500 mM 

−
4MeSO

C  = 234 mM‡  

Me donor:DPA = 193 

“Study III” 
(study on BA 

and BG 
spores) 

 
BA: 7.09 ±0.56 mM 

 
BG: 5.56 ±0.15 mM 

 

BA = 2.5%, 
BG = 6.2% 
(mean = 4.4%) 

+TMA
C  = 750 mM 

−
4MeSO

C  = 0 mM 

Me donor:DPA = 106 
for BA, 135 for BG 

BA = 11.4%, 
BG = 4.2% 
(mean = 7.8%) 

+TMA
C  = 500 mM 

−
4MeSO

C  = 250 mM 

Me donor:DPA = 106 
for BA, 135 for BG 

N/A 

Models of 
“Study III” 

Model: lm  4.1% 11.9% 11.2% 
Model: nlm_1 0.1% 8.4% 7.1% 
Model: nlm_2 0.1% 9.2% 8.2% 

◊ Reported errors are 95% confidence intervals on the mean. 
§ Spores were exposed to HMeSO4 for 1 minute before adding TMA-OH. 
† 500 mM methyl donor concentration fixed at 500 mM instead of 750 mM since Study II pre-dated knowledge of the methylating activity of MeSO4

–. 
‡ The total Me donor concentration in this reference protocol, 734 mM (point z' in Study II), led to 750 mM as a basis for Study III. 
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Appendix D PHYSICAL EFFECTS OF ACID TREATMENT ON 
SPORES 

D.1 Facts about spore popping in water 

From the literature, it is known that spores, but not vegetative cells, are 

structurally compromised and sometimes even ruptured when exposed to certain mineral 

acids [472, 473]. This phenomenon has been termed “acid popping” [474]. During this 

process, a localized extrusion of spore nuclear material occurs through the structures 

surrounding the spore core within a few minutes to about half an hour of exposure. 

Rupture takes place suddenly, without warning, after the spores have been in contact with 

the acid for times on the order of 1-10 minutes. It occurs at a range of temperatures (e.g., 

4, 25, and 60°C [475, 476]). The rate is dependent on spore species [477] and spore 

strain, perhaps due to differences in coat morphology [478] and/or in the amount of spore 

cortex [472] or CaDPA. Individual spores in the same culture even respond differently, 

with all manner of degrees of rupture [479]. Typical effects are presented in Figure  D-1: 

Image A shows an untreated spore and images B, C, and D reveal the extrusion of core 

contents outward from the center, causing the outer coat to bulge. The core wall (part 

adjacent to the inner membrane) is convoluted and folded following rupture [480], 

indicative of its function of exerting an inward force against the core [61, 131].  

The spore rupture mechanism has been explained as follows [61, 476]: the 

penetration of suitable acids into the core causes a rapid transient in osmotic pressure that 
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results from the dissociation of core CaDPA [and perhaps acid hydrolysis of other 

complexes] against the surrounding cortex and other spore integuments, through which 

these ions may yet remain quite impermeable [481]. Apparently, a rapid influx of water 

from the surrounding aqueous solution occurs, driven by the energy of solvating the 

“freed” ions and possibly by the increased membrane permeability induced by the strong 

acid. Only strong acids with a soluble calcium salt [e.g., CaCl2, Ca(NO3)2, or Ca(COOH)2 

from HCl, HNO3, and formic acid, respectively] cause spore popping [40, 61, 472, 475-

477]; acids with insoluble calcium salts [e.g., CaSO4 or CaHPO3, from H2SO4 and 

H3PO4, respectively] do not [61, 107, 482, 483]. 

 
 

A C

B D

A C

B D

 
Figure  D-1. Sections of B. acidocaldarius spores exposed to HCl at pH 0 at 55°C for 60 minutes [480]. 
See text for details. 
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Furthermore, only mature, refractile spores that contain CaDPA burst [61, 481]; 

calcium deficient spores do not [476, 484], nor do germinated spores [475]. Higher acid 

concentration accelerates the reaction, e.g., spores of Metabacterium polyspora explode 

only 1-2 min after treatment with 2 N HCl, whereas 1 N HCl requires 5-10 min [472].  

Just because an acid does not pop spores does not imply that it does no damage to 

them. For example, the effects of HNO3, HCl, H2SO4, and H3PO4 (the order of most to 

least effective for preparing spores for effective staining prior to visible microscopy) 

were studied. At room temperature and in 5 min, 12 N HNO3 and HCl produced “small 

ruptures…[that] extruded spore material.” At the same concentrations and at up to 10 

minutes exposure, H2SO4 and H3PO4 did nothing. Higher concentrations of these latter 

two acids (28.4 and 44 N, respectively) at higher times (10 min) were required to effect 

spore destruction, and the effect was different than with HNO3 or HCl. The resultant 

spores were enlarged, flattened, and collapsed, appearing like spores do following 

proteolytic enzymatic digestion [485]. 

Acid popping has been used to enhance the extraction of material from spores. 

For example, the tedious procedure of dry rupture of large quantities of spores for 

releasing a suite of acid-soluble proteins located in the core was avoided by acid popping 

in 2N HCl either for 30 minutes at 4°C [486] or 20 minutes at 20°C [481]. Exposure to 1 

N HCl in water for 90 minutes released DPA and acid-soluble proteins [487]. 

D.2 Conjectures about spore popping in MeOH 

The author was unable to find information discussing the effects of any solvent 

other than water on spore popping. Since MeOH was employed as the primary solvent for 
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the studies in this dissertation, a brief discussion about the possibility of acid popping in 

MeOH is in order.  

Methanol, like water, is a polar, protic, hydrogen bonding solvent. However, the 

substitution of one of water’s hydrogens by a methyl group to form MeOH leads to 

important differences. First, MeOH is larger than water (molecular mass 32 vs. 18 g/mol, 

respectively), and second, the molecule is less polar. Its dielectric constant is 32.7, while 

water’s is 78.3 [488]. Since a high dielectric constant favors solvated ions [387, 489], ion 

pairing (e.g., between Ca2+ and DPA2–) is much more favorable in MeOH. Hence, 

osmotic shock to the spore is much less likely and thus so is spore popping in this 

solvent. 

Significant destruction of spores in acidic MeOH for several minutes at room 

temperature is probably unlikely given a few other facts. Chemical activity of H+ is 

reduced in MeOH compared to H2O (see  Appendix E). As discussed in Section  9.4, 

procedures for hydrolysis of various biopolymer-containing materials required high 

temperatures and hours for complete digestion, and acidic MeOH was described as less 

effective at cleaving highly ordered polysaccharides than is aqueous acid [433]. 

Nevertheless, studies summarized in  Appendix C provide evidence that HMeSO4 

addition to spores 1 minute prior to TMA-OH weakens or permeabilizes them in some 

manner. Guided by evidence of Setlow et al. that acid weakens the inner membrane 

[107], the author of this dissertation believes that the acid affects the spore’s inner 

membrane, perhaps by modifying proteins therein, which allows for more facile diffusion 

of CaDPA outward and possibly reagent diffusion inward. 
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A first simple test of this idea would be to sample (e.g., by LC) the supernatant of 

spores suspended in a methanolic H2SO4/HMeSO4 solution at different time intervals to 

see how quickly DPA is released under such conditions. Transmission electron 

microscopy of thin sections of spores thus exposed would assist in determining which 

structures are damaged most rapidly. However, the results of such studies are not relevant 

to the current best protocol in which acid-pretreatment is avoided altogether. 
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Appendix E DPA PROTONATION BEHAVIOR AND pKa  

Many aspects of the physical and chemical behavior of DPA and its derivatives 

are explained by their protonation behavior. Protonation determines a molecule’s (1) 

overall charge and (2) internal electron density/polarization. As mentioned in Sections 

 2.2.3.2 and  2.2.5.2, both factors influence reactivity towards methylation, hydrolysis, and 

other reactions. Additionally, since solubility and multi-phase partitioning behavior 

depend on charge/extent of ionization, LC retention/separation behavior and uptake by 

SPME are influenced by protonation. Electrospray ionization efficiency (e.g., in ESI-TOF 

mass spectrometry) is dependent on the analyte’s affinity for protons, which directly 

influences the instrument’s response factor and hence sensitivity. Finally, the polarization 

of a molecule’s electrons affects its spectroscopic behavior in UV-vis absorption, Raman, 

and NMR spectroscopy. Although changes in these properties may be very useful since 

they indicate the extent of protonation, chelation, and reaction (e.g., methylation), 

quantitative errors result if the unknown sample and calibration material are not present 

in the same matrix. For example, as discussed in Section  8.3.7, the UV absorption of 

H2DPA is different enough from that of Na2DPA and CaDPA that quantitative 

discrepancies are observed in solutions of the same concentration. These observations are 

substantiated by published UV absorption spectra for DPA, which differ at various pH 

and chelation conditions [181, 428-430]. 
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The purpose of this chapter is to provide quantitative estimates of the protonation 

of DPA and its methylated derivatives and to use this information as a basis for 

discussing experimental observations. Even though DPA is the focus, the principles and 

methods discussed are generally applicable to other molecules. 

Because DPA is acidic overall, its (de)protonations and those of its derivatives 

occur under acidic conditions. Therefore, the properties of solutions acidic in the 

Brønsted sense (i.e., H+ concentration exceeds that of OH–) are discussed rather than 

properties of basic solutions. 

E.1 Review of acid dissociation, pH, and pKa 

General (de)protonation of a molecule “HA” to form “A” and “H+” is indicated as 

a chemical reaction via Eq. ( E-1). The notation “H+” is employed to indicate that some 

species other than A (typically solvent) is protonated.64 Ka is HA’s acid dissociation 

constant [Eq. ( E-2)], pKa is the negative logarithm of Ka [Eq. ( E-3)], and a denotes 

activity. 

 HA  H+ + A ( E-1) 
 

 
HA

AH
aK

a
aa +

=  ( E-2) 

 

 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−=

+

HA

AH
a logpK

a
aa

 ( E-3) 

 

                                                 
64 In this notation, the charge of HA and its deprotonated form, A, are not given since these charges vary 
depending on the molecule and in order to conserve space in the equations. However, the charge of A is 
always one less than HA. 
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pKa informs about a molecule’s affinity for protons and is related (under 

isothermal conditions) to °ΔG  of the dissociation [Eq. ( E-1)] by a constant as shown by 

Eq. ( E-4). Thus, influences of pKa are manipulations on °ΔG  “in disguise” [490]. 

 ( ) apK 10ln T RG =°Δ  ( E-4) 
 

The definition of molar-based pH, Eq. ( E-5), is applied to Eq. ( E-3) and the latter 

rearranged to obtain Eq. ( E-6).  

 ( )+−=
H

logpH a  ( E-5) 
 

 ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−= +

HA

A
Ha log    logpK

a
aa  ( E-6) 

 
Because multiple conventions for preparing/measuring solution concentrations 

exist, activities and hence pH  and apK  values in Eqns. ( E-2) through ( E-6) must be 

referenced to the same standard conditions. Molarity and molality are the two convenient 

standard measurement conventions; accordingly, Eqns. ( E-7) and ( E-8) apply, where 

molar and molal activity coefficients and are written as f  and γ , respectively, and molar 

and molal concentrations are indicated by C  and m  as either variables or subscripts to 

pH  and apK . The subscripts “A” and “HA” retain the meanings as summarized above. 

 ⎟
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Note that mC pHpH ≠  except in very dilute, aqueous solutions, as indicated by 

Eq. ( E-9), where *sρ  is the pure, acid-less solvent’s density and °ρ  is 1 kg/L [491].65 

Ca,pK  and ma,pK  are likewise related [Eq. ( E-10)]. 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
°

−=
ρ
ρ *logpHpH s

mC  ( E-9) 

 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
°
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ρ
ρ *logpKpK a,a,

s
mC  ( E-10) 

 

The ratio 
HA

A

C
C

 (identical to 
HA

A

m
m

) indicates the true extent of (de)protonation of 

species A (e.g., DPA). Although 
HA

A

C
C

 may be directly measured spectroscopically for 

some cases, it may be inconvenient to do so. However, the ratio may be estimated via 

CpH  and Ca,pK  if it is assumed that 
HA

A

HA

A

C
C

a
a

=  (i.e., either 
HAA

ff =  or, even more 

ideally, 1
HAA

== ff , which is approached at low concentrations of A and HA). These 

assumptions produce the Henderson-Hasselbalch equation, Eq. ( E-11), from which the 

desired quantity, 
HA

A

C
C

, may be estimated by rearrangement to Eq. ( E-12). 
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65 Reference [491] reports Eq. ( E-9) incorrectly. 
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pH has a well-defined theoretical underpinning [e.g., Eq. ( E-5)] that is not 

detectible in practice since +H
a  cannot be measured independently from the presence and 

influence of some counterion. Consequently, the practical basis for pH is usually the 

difference between potentials generated by a sample and reference galvanic cells 

sensitive to some elusive feature very closely related to +H
a  that is treated as equivalent 

to H+ activity [492, 493]. 

pKa values have been determined for compounds either experimentally (e.g., via 

titrations, UV absorbance, capillary electrophoresis, liquid chromatography) and 

computationally (e.g., using the Hammett and Taft equations or other software packages) 

[402, 491, 494, 495]. 

E.1.1 Solvent effects on pH and pKa 

Commonly, pKa and pH are measured or determined in aqueous solutions. 

However, for Eqns. ( E-7) through ( E-12) to be valid, the pH measurement must be 

matched with the corresponding convention of pKa (indicated by Table  E-1). This 

requirement exists because activities are not equivalent in different solvents. To indicate 

the solvent type employed, IUPAC [491, 495] recommends labeling pKa and pH with a 

left-superscripted letter to indicate the media in which they are measured, and a left-

subscripted letter to indicate to which media they are referenced. The letters “w” or “s” 

are employed to indicate that water or another solvent (other than 100% water) is 

employed in the pH or pKa determination. Table  E-1 summarizes these conventions. 
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Table  E-1. Scenarios for pH and pKa.  

Sample 
solution 

Reference 
solution 

pKa value for Eq. 
( E-7) validity pH scale 

Water Water 
a

w
w pK  pHw

w  

Solvent Water 
a

s
w pK  pHs

w  

Solvent Solvent 
a

s
s pK  pHs

s  

 
 

E.1.2 Predicting non-aqueous pKa values from aqueous data 

Published apK  values are, strictly speaking, valid only for the solvent in which 

they were measured (often at 0.1 M or 0.1 m total ionic strength in water66). pKa values 

must be adjusted for different solvent environments. One method for interconversion 

between a
s
s pK  and a

w
w pK  is via a linear empirical correlation in the form of Eq. ( E-13). 

Parameter values α  and  β  are functional-group-specific. Best-fitting values have been 

determined as functions of solvent composition for aliphatic and aromatic acids, amines, 

and pyridyl compounds [262, 263, 491, 495, 496]. 

 βα += a
w
wa

s
s pKpK   ( E-13) 

 
Conversion between a

s
s pK  and a

s
w pK  is straightforward since the two differ by a 

constant, solvent-dependent parameter, δ , as shown by Eq. ( E-14) [491, 495]. 

 δ+= a
s
sa

s
w pKpK  ( E-14) 

 
Protons have a marked preference for water over methanol [492], which was 

noted previously to inhibit acid-catalyzed methylation activity (Section  5.2.2). This same 

                                                 
66 For the computations in this appendix, solvent ionic strength is ignored, but solvent identity is not. 
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feature is responsible for a sharp increase in the pKa (i.e., a
s
s pK  > a

w
w pK ) for acids of all 

charge types as water concentration becomes low unless the organic solvent with which it 

is blended is more basic than water [492]. MeOH is more acidic than water, and pyridine 

less acidic than water. Although the pKa of pyridine and aliphatic amines change very 

little when MeOH replaces H2O as a solvent, pKa values of carboxylate groups change 

substantially, increasing by approximately 3-5 units (following an initial decrease [491]). 

E.1.3 pH conversions for different solvents 

Like for pKa, approximations to the solvent effects on pH are also possible. For 

example, Eq. ( E-15) is identical in form to Eq. ( E-14), so a conventional pH probe 

referenced to an aqueous solution may be employed for pHs
w  measurements, which are 

then converted to pHs
s  [491, 495]. As a note of caution, like pHw

w  measurements at the 

extremes of the pH scale (i.e., <3 and >11), pHs
w  measurements may be influenced 

appreciably by a non-constant junction potential between the standard and reference cells 

[492], so pHs
w  measurements must be interpreted carefully. 

 δ+= pH  pH s
s

s
w  ( E-15) 

 
No equation of the form of Eq. ( E-13) appears to be available for converting 

between pHs
s  and pHw

w . One relationship is that of Eq. ( E-16), which is an empirical 

correlation developed between pHs
w  and pHw

w . Here, φ , pHm , and pHd  are, respectively, 

the volume fraction of MeOH, the proportionality constant for pH change, and a buffer-

dependent parameter [495]. Unfortunately, this relationship does not appear to have been 
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applied to strong acids such as H2SO4, and so some other means for determining pHs
s  

must be employed.67  

 pH
pH

w
w

s
w pH  pH dm φ+=  ( E-16) 

 

E.1.4 Use of published activity coefficient data to estimate pH 

In the absence of direct pHw
w , pHs

w , or pHs
s  measurements, use of actual 

physical concentration of dissolved H+-bearing acid molecules in place of +H
a  is not a 

good approximation for proton activity unless the solution is dilute and contains a strong 

acid that dissociates almost completely in the solvent (i.e., Ka is high). There are two 

reasons for this. First, the polarity (dielectric constant) of most solvents (including 

MeOH) is much lower than the polarity of water, which increases ion pairing and inhibits 

acid dissociation. Although an undissociated proton can be catalytically active (e.g., by 

hydrogen bonding), its activity in the undissociated state is attenuated significantly. 

Second, if the solution possesses a high ionic strength due to the acid or other dissolved 

solutes, H+ activity is also reduced.  

Unfortunately, since individual ions’ activities cannot be measured independently, 

exact values of if  or iγ  are intractable. H+ activity in solution may be approximated via 

mean ionic activity coefficients, as shown by Eqns. ( E-17) and ( E-18). The mean ionic 

activity coefficients are denoted by ±f  or ±γ  for molarity or molality, respectively, and 

                                                 
67 A more thorough literature search may turn up more information for pH conversions involving strong 
acids such as H2SO4. Correlations for strong acids have probably not been developed, however, since the 
main application is liquid chromatography, which does not usually employ strong, non-buffered acids. 
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the mean ionic concentrations are denoted, in the same order, by ±C  and ±m . Detailed 

derivations for these equations and variable definitions are given elsewhere [407, 493]. 

 ±±= Cfa Ci,  ( E-17) 
 

 ±±= ma mi γ,  ( E-18) 
 

Experimentally-determined mean ionic activity coefficients, ±f  and ±γ , have 

been published for various acids in different solvents, including H2SO4 in water and 

MeOH. The activity for each ion is thus estimated by using ±f  or ±γ  along with Eqns. 

( E-17) or ( E-18) according to the molar and molal scales, respectively. Consequently, a 

means for estimating pHs
s  from the known acid concentration and mean ionic activity 

coefficient data in the solvent of interest is possible via the mean ionic concentration, ±C  

or ±m . 

For 1-1 dissociations (e.g., HCl), ±C  or ±m  equal to total HCl molarity ( HClC ) or 

molality ( HClm ). Eqns. ( E-19) and ( E-20), respectively, are estimates for Ca ,H+  and ma ,H+ .  

 HCl,H Cfa C ±≈+  ( E-19) 

 

 HCl,H ma m ±≈+ γ  ( E-20) 

 
However, for 2-1 dissociations such as with H2SO4, Eqns. ( E-21) and ( E-22) 

result because of the convention used to define ±C  and ±m . 

 
42SOH

3
1

,H 4 Cfa C ±≈+  ( E-21) 

 

 
42SOH

3
1

,H 4 ma m ±≈+ γ  ( E-22) 
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Conversions between molarity and molality activities may be necessary because 

literature activity coefficient values are usually reported as ±γ , while ±f  values are 

required for the more convenient measure of molarity. Eq. ( E-23) indicates the 

relationship between ±f  and ±γ , where sρ  and *sρ  are, respectively, actual density of 

the acidic sample solution and the density of pure solvent without any acid [407] (note 

i

i
s m

C
=ρ  and *lim

0, s
i

i

mC m
C

ii

ρ=
→

, where i indicates any dissolved species). 

 ±± = γ
ρ
ρ

s

sf *  ( E-23) 

 

E.2 Estimates of pH in methanolic H2SO4 

Shibata et al. [497] determined ±γ  at 25°C for 0-70 wt% (0-75 vol%) MeOH in 

H2O with H2SO4 concentrations ranging from 0-0.5 m (molal), and Hussain et al. found 

±γ  at 32°C for 100% MeOH and 100% H2O with H2SO4 from 0-4 m. Both studies treated 

H2SO4 as a 2-1 electrolyte, so Eqns. ( E-21) and ( E-23) serve as the basis for 

computation.68 The estimates for CpH  in 100% MeOH, 100% H2O, and a 69:31 

volumetric H2O:MeOH blend (the initial composition of the LC mobile phase) are plotted 

as functions of molarity in Figure  E-1. Activity coefficient values for the MeOH/H2O 

blend were obtained by interpolation within Shibata et al.’s data. 

Additionally, the pHC of H2SO4 in water was estimated from Modro et al.’s [498] 

published approximation to H+ activity, denoted as +H
*a  in Eq. ( E-24). In that equation, 

                                                 
68 This author is unaware of the impact that partial dissociation of H2SO4 has on the accuracy of this 
method. 
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+TEA
f  is the activity coefficient of the tetraethylammonium cation (again, activities of 

individual ions cannot be determined independently from one another and so +H
a  does 

not appear by itself) [498].  

 
+

+

+ =
TEA

H
H

*
f
a

a  ( E-24) 

 
Also plotted in Figure  E-1 are the erroneous pHC values obtained by assuming 

ideal solution behavior ( ++ = HH
Ca ) for 1-1 and 2-1 dissociations of H2SO4; i.e., 

( )
42SOHlogpH CC −=  and ( )

42SOH2logpH CC −= , respectively. 

None of the foregoing computations for pHC accounted for solvent 

autodissociations since all acid concentrations were greater than 5 mM in all cases, which 

is significantly higher than the H+ concentration occurring due to autodissociation (i.e., 

about 10–4 mM in neutral water, and somewhat less in MeOH). The consequence of this 

is that the true inflection point of the pHC vs. acid concentration curves, which occur on 

the y-axis, are not apparent in Figure  E-1. Had they been included, the CpH  curves would 

intersect the y-axis at about 7 for water and somewhat greater than 7 for MeOH, all 

depending on which autodissociation constant is used for each solvent [499]. 

Several important features are indicated by Figure  E-1. First, the “ideal” behavior 

of a 1-1 dissociating H2SO4 solution results in a pH that is approximately 1 unit below the 

pH computed from ±γ  data in H2O at H2SO4 concentrations exceeding 1 M. At 0.01-0.5 

M, the discrepancy in ideal vs. apparent acidity decreases as concentration decreases. 

These features are qualitatively consistent with expectations about reduced acidity at high 

H+ concentration. The pH predicted from Modro et al.’s equation is much lower than that 
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predicted by ideal 2-1 dissociation of H2SO4. However, such low “pH” almost certainly 

results from the value of +TEA
f  being lower than 1. Modro et al.’s pH values at 0.5 M 

H2SO4 merge with the ideal H+ dissociation curves, and presumably the former would 

approach the other aqueous pH measurements/predictions at concentrations below 0.1 M 

H2SO4. Unfortunately, these conditions were not studied by Modro et al. 
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Figure  E-1. pH vs. molar concentration of H2SO4 in H2O, MeOH, and a H2O-MeOH mixture (data 
from [497, 498, 500]). 
 
 
 

The agreement in CpH  values from Shibata and Hussain’s reported ±γ  values in 

100% water is close. In addition, the 31 vol% H2O prediction is nearly identical to the 

100% H2O cases, indicating that the significant aberrations in pH do not occur at 
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intermediate MeOH content in acidic aqueous solutions. However, in 100% MeOH, at 

any given acid concentration H+ activity is much lower in MeOH than in H2O and so pH 

is higher in the former solvent (though pKa of an analyte may be lower or higher). 

It has been noted in other literature [401, 501] that bisulfate (HSO4
–) hardly 

dissociates at all in methanolic H2SO4 solutions, so the assumption of a 2-1 electrolyte 

dissociation may be poor for MeOH solutions. In addition, the acid-catalyzed methylation 

of H2SO4 via the reverse of Eq. ( 4-16) (see also Section  7.1) would have produced the 1-1 

dissociating electrolyte HMeSO4. Neither of the above facts were mentioned by either 

Shibata or Hussain. In the present context where HMeSO4 is desirable as a methylating 

agent for GC, the acidity of HMeSO4 is probably a better feature to study than H2SO4. 

Additionally, the pH (as with other solution activity parameters) depends on the other 

ions present in the mixture [e.g., 502]. A rigorous analysis could account for these effects 

if greater accuracy is required. 

In the absence of more definitive information and to avoid more complex 

computations, the acidity of H2SO4 solutions is assumed to be represented by the 2-1 

electrolyte dissociation model with the attendant ±γ  values from which pHC is estimated. 

This assumption forms the basis for computations now described. 

E.3 Estimating the relative ratios of protonated DPA species 

As indicated in the introduction to this appendix chapter, the (de)protonation of 

DPA was relevant to the results presented in Chapter  5, namely, the DPA acid-catalyzed 

methylation studies in 100% MeOH (Sections  5.1 and  5.2) and base-promoted hydrolysis 

studies in ~5.6 M H2O in MeOH (Sections  5.3 and  5.4). Furthermore, analytical methods 
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were impacted by (de)protonation of DPA and its methylated derivatives, including the 

LC separation, UV absorbance spectroscopy, and electrospray ionization mass 

spectrometric analysis (see Sections  3.3.2 and  3.4.3). The protonation behavior of DPA in 

these MeOH-containing solvents must be inferred in some manner since experimental 

pKa values for DPA have only been determined in aqueous solutions. 

E.3.1 Estimates for pKa of DPA in MeOH and MeOH-H2O 

A series of figures is presented below to illustrate the (de)protonation network of 

DPA derivatives. Because the discussion considers the multiple protonations that may 

occur on a given molecule, for convenience the set of protonated forms is indicated by 

HnA, where n is an integer from the set {0, 1, 2, or 3}. For example, HnDPA refers to the 

collection H3DPA+, H2DPA, HDPA–, and DPA2–. Figure  E-2 illustrates DPA 

protonations alongside those of a homologous chemical, isophthalic acid (IPA). 

Similarly, Figure  E-3 and Figure  E-4 illustrate the respective (de)protonations of 

Me1DPA and Me2DPA. (De)protonations of monopicolinic acid (MPA) and benzoic acid 

(BA) are included in Figure  E-5 because these molecules are similar to DPA and IPA. 

Where published pKa values are available, they are included in the figures (none were 

available for Me1DPA and Me2DPA so these values were assumed to be similar to 

published pKa values of DPA, MPA, and pyridine). References to these values plus 

assumed values and estimates for 100% MeOH are included in Table  E-4. 
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Figure  E-2. (De)protonation equilibria of (A) dipicolinic acid (DPA) and (B) isophthalic acid (IPA). 
Published pKa values are indicated for water (w) and (if available) methanol (m); see Table  E-4. 
 
 
 

 
Figure  E-3. Possible (de)protonations of the monomethyl ester of dipicolinic acid (Me1DPA). 

 
 

 
Figure  E-4. (De)protonation of dimethylated dipicolinic acid (Me2DPA). 
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pKa values alone do not distinguish between pairs of prototropic tautomers of 

DPA (1 vs. 2, and 9 vs. 7 in Figure  E-2, or 10 vs. 11 in Figure  E-3). Which of these 

species dominates can be inferred from pKa data for similar but simpler compounds plus 

experimental observations, as described below.  
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Figure  E-5. (De)protonation equilibria of (A) monopicolinic acid (MPA) and (B) benzoic acid. pKa 
values given for water (w) and (where available) methanol (m). 
 

E.3.2 Example computation for the (de)protonation states of DPA 

A method is now given for computing the relative abundances of HnDPA. This 

specific example illustrates a generally applicable approach useful for species that can 

gain or lose protons. 
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Eqns. ( E-25), ( E-26), and ( E-27) are, respectively, the deprotonation equilibria of 

H3DPA+, H2DPA, and HDPA–.  

 H3DPA+  H2DPA + H+ ( E-25) 
 

 H2DPA  HDPA– + H+ ( E-26) 
  

 HDPA–  DPA2– + H+ ( E-27) 
 

Applying the assumptions used to obtain Eq. ( E-11) (i.e., 1=f  for all species but 

H+), Eqns. ( E-28), ( E-29), and ( E-30) result. 

 CC

C
C

a1,

3

2 pKpH

DPAH

DPAH 10 −=
+

 ( E-28) 

 

 CC

C
C

a2,

2

pKpH

DPAH

HDPA 10 −=
−  ( E-29) 

  

 CC

C
C

a3,2 pKpH

HDPA

DPA 10 −=
−

−  ( E-30) 

 
The relative amounts of all four HnDPA species are estimated by solving Eqns. 

( E-28), ( E-29), and ( E-30) simultaneously with Eq. ( E-31), which is the material balance 

on all HnDPA species.  

 DPA_totDPAHDPADPAHDPAH 2
23

CCCCC =+++ −−+  ( E-31) 

 
One convenient method for solving the relative proportions of all HnDPA species 

is to linearize Eqns. ( E-28) through ( E-30) and combine Eqns. ( E-28) through ( E-31) into 

an expression of the form bxA = , where the matrix A  is given by Eq. ( E-32), the 

unknown concentration vector x  by Eq. ( E-33), and the constant vector b  by Eq. ( E-34). 
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Eq. ( E-35) then becomes the solution for the equilibrium distribution of H3DPA+, 

H2DPA, HDPA–, and DPA2– as a function of pH. 
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⎣

⎡

=
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C

b  ( E-34) 

 
 bAx 1

 
−=  ( E-35) 

 
Setting the total concentration of DPA species, 

DPA_tot
C , equal to 1 concentration 

unit (e.g., mM or M) makes the equilibrium concentrations +DPAH3
C , 

DPAH2
C , −HDPA

C , 

and −2DPA
C  (i.e., together referred to as x ) equal to their relative proportions. Again, 

effects of total solution ionic strength are inconsequential since f  is assumed to be unity 

for all species except H+ and so total DPA concentration is insignificant. 

By this method, Figure  E-6 was generated for the DPA, Me1DPA, and Me2DPA 

protonation behavior on the 0-14 pH scale using nominal values of pKa for H3DPA+, 

H2DPA, and HDPA– plus estimated pKa values for H2Me1DPA+, HMe1DPA, and 

HMe2DPA+. All pKa values are indicated in Table  E-2. Since only a
w
w pK  values were 
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available from literature,69 the a
s
s pK  values were estimated by assuming that both the 

Ca1,
w
w pK  and Ca2,

w
w pK  reflect (de)protonations of the carboxylate groups and Ca3,

w
w pK  

indicate pyridine (de)protonation. These assignments are justified by the a
w
w pK  values 

reported for similar compounds (see a
w
w pK  and a

s
s pK  data in Figure  E-2, Figure  E-3, 

Figure  E-4, Figure  E-5, and Table  E-4). 

The maximum proportion of each species occurs at a pH value that is near the 

mean of the two closest pKa values for the system. For example, the maximum proportion 

of H2DPA occurs at pH = 1.35, which is the average of pKa1 and pKa2 of H3DPA+ and 

H2DPA, respectively. 

Using the foregoing modeling approach, two special cases of acid concentrations 

are considered to provide the basis for discussion about DPA protonation in solutions 

relevant to some of the studies discussed in this dissertation. Specifically, DPA 

methylation was conducted in 100% MeOH in 360 mM H2SO4 (see Chapter  5 and Table 

 5-1), and LC separation was carried out in a solution initially 69 vol% H2O in MeOH 

with 13 mM trifluoroacetic acid, which is approximated as 10 mM H2SO4. It is 

noteworthy, however, that TFA is much weaker than H2SO4, so CpHs
s  of 13 mM TFA 

may be significantly higher than that of 10 mM H2SO4. The true acidity of TFA in water-

MeOH solutions may be investigated further. 

                                                 
69 These pKa values were obtained in a variety of solutions, typically at low ionic strengths. The ionic 
strength has a significant impact on pKa values: As ionic strength increases, the pKa values for DPA 
increase [503, 504], but pKa values of isophthalic acid decrease [505]. Therefore, the numbers employed 
for these computations are approximate. 
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The estimated C,a
s
s pK  values for these conditions are listed in Table  E-2 and the 

corresponding CpHs
s  values for 10 and 400 mM H2SO4 in the respective solvents in 

Table  E-3. Also in Table  E-3 are the relative fractions of each of the DPA species 

estimated by the C,a
s
s pK  and CpHs

s  data along Eqns. ( E-32) through ( E-35). The most 

abundant HnDPA species for the given conditions are bolded in Table  E-3. 
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Figure  E-6. Relative degrees of protonation as functions of pHs

s  predicted for species from the 
HnDPA series (A, D, G), HnMe1DPA series (B, E, H), and HnMe2DPA series (C, F, I). Solvents are 
100% H2O (A, B, C), 69:31 H2O:MeOH (in vol%; D, E, F), and 100% MeOH (G, H, I). 
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Table  E-2. Ca,
s
s pK  values for the DPA derivatives in three solutions with two acid strengths. With 

HnDPA, the letters in parentheses indicate whether the predicted (de)protonation occurs on the 
carboxylate (cb) or the pyridyl nitrogen (pd; see text for further details). 

 Ca,
s
s pK  

 100 % H2O 69% H2O 100% MeOH 
H3DPA+ 0.49 (cb) 0.50 (cb) 3.49 (cb) 
H2DPA 2.2 (cb) 2.47 (cb) 4.89* (pd) 
HDPA– 4.6 (pd) 3.89 (pd) 5.20* (cb) 
H2Me1DPA+ 1* 1.1 4 
HMe1DPA 5* 4.3 5.3 
HMe2DPA+ 5* 4.3 5.3 

 
 
 

Table  E-3. CpHs
s  values and extents of (de)protonation of DPA, Me1DPA, and Me2DPA per the 

conditions and assumptions of Table  E-2. Species of greatest abundance are bolded. 

 10 mM H2SO4  400 mM H2SO4  

 
100 % 
H2O 

69% 
H2O 

100% 
MeOH 

100 % 
H2O 

69% 
H2O 

100% 
MeOH 

CpHs
s  2.1 2.0 2.8 1.0 1.0 2.3 

H3DPA+ 0.014 0.020 0.824 0.206 0.230 0.938 
H2DPA 0.556 0.708 0.175 0.742 0.745 0.062 
HDPA– 0.429 0.268 0.001 0.052 0.026 0.000 
DPA2– 0.001 0.004 0.000 0.000 0.000 0.000 
H2Me1DPA+ 0.075 0.098 0.938 0.473 0.544 0.980 
HMe1DPA 0.923 0.897 0.062 0.526 0.456 0.020 
Me1DPA– 0.001 0.005 0.000 0.000 0.000 0.000 
HMe2DPA+ 0.999 0.994 0.996 1.000 0.999 0.999 
Me2DPA 0.001 0.006 0.004 0.000 0.001 0.001 

 
 
 

At a given acid concentration, the model predicts that the most abundant 

protonated species changes as percent MeOH is increased. For example, at 400 mM 

H2SO4 in 100% H2O approximately 74% of all HnDPA exists as H2DPA, while in 100% 

MeOH about 94% of HnDPA is H3DPA+. 
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Table  E-4. Select pKa values for a variety of carboxylic acids and pyridyl compounds from both the 
literature and computations. Values marked with an asterisk (*) are estimates from the 100% H2O 

values according to Rosés et al. [495]. 

Species Structure 
100% H2O 
( Ca,

w
w pK ) 

100% MeOH 
( Ca,

s
s pK  assumed) 

Acetic acid 
4.75 

[262, 263, 506]
9.6 

[262, 263] 

Trifluoroacetic acid 
0.52 
[506] 

5.6* 

Trichloroacetic acid 
0.55 
[263] 

5.59 
[263] 

H-BA (Benzoic acid) 
4-4.2 

[402, 507, 508]
9.3-9.5 

[262, 263, 508] 

H2-IPA (pKa1 of 
isophthalic acid; 6 3 in 
Figure  E-2) 

~3.6 
[509-511] 

6.6* 

H-IPA– (pKa2 of 
isophthalic acid; 3 5 in 
Figure  E-2) 

~4.7 
[509-511] 

8.9 
[508] 

H3-DPA+ (pKa1 of DPA; 
8 1+2 in Figure  E-2) 

0.49 
[309] 

3.5* 

H2-DPA (pKa2 of DPA; 
1+2 9+7 in Figure  E-2) 

 
~2.2 

[74, 173, 307-
309] 

5.2* 

H-DPA– (pKa3 of DPA; 
9+7 4 in Figure  E-2) 

 
~4.6 

[74, 173, 307, 
308] 

4.9* 
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Table  E-4 — Continued. 

Species Structure 
100% H2O 
( Ca,

w
w pK ) 

100% MeOH 
( Ca,

s
s pK  assumed) 

H2-Me1DPA+ (pKa1 of 
Me1DPA; 13 10+11 in 
Figure  E-3) 

N

O O

OHO

H
~1 (assumed) ~4* 

H-Me1DPA (pKa2 of 
Me1DPA; 10+11 12 in 
Figure  E-3) 

N

O O

OO

H

 ~5 (assumed) ~5.3* 

H-Me2DPA (14 15 in 
Figure  E-4) ~5 (assumed) ~5.3* 

H2-MPA+ (pKa1 of 
monopicolinic acid; 
19 20+21 in Figure  E-5) 

1.3-1.6 
[503, 512, 513] 

4.3-4.6* 

H-MPA (pKa2 of 
monopicolinic acid; 
20+21 16 in Figure  E-5) 

 5.3-5.6 
[503, 512, 513] 

8.3-8.6* 

Pyridine 
5.2-5.3 

[262, 263, 512] 
5.4 

[262, 263] 

 
 

E.4 Discussion of DPA (de)protonation behavior 

E.4.1 High DPA acidity 

Most published pKa values for DPA indicate that the first and second observed 

deprotonations occur with respective pKa values of around 2.2 and 4.6. Since these 



 

 324

numbers are close to the pKa values of the DPA homologue IPA (pKa of 3.6 and 4.7, 

respectively; see Figure  E-2), it was initially assumed that (de)protonation of DPA is 

similar, with two proton exchanges occurring between the two carboxylates and the 

solvent. The reduced pKa values of DPA relative to IPA were believed to result from the 

electronegative nitrogen in the aromatic ring. However, this perspective was discovered 

to be incorrect. Not only might N withdraw electrons by induction, its free electron pair 

has a high proton affinity, which greatly influences (de)protonation behavior. The 

protonation of the pyridyl nitrogen adds positive charge that compensates for loss of H+ 

from a carboxylate, further withdrawing electrons from the carbonyl carbon and perhaps 

stabilizing the negative carboxylate by forming an internal hydrogen bond (see Figure 

 E-7), although this internal bond formation remains to be validated.  

 
 

N
H

OHO

OO

 
Figure  E-7. Possible hydrogen bonding within a DPA molecule. 

 
 
 

In short, the presence of N in the aromatic ring greatly increases the acidity of 

DPA’s carboxylate groups. As pH is increased, DPA loses its hydrogens from both 

carboxylate ions before losing its pyridyl hydrogen.70 This conclusion is supported by 

                                                 
70 The presence of cations, especially multivalent ones with which DPA forms chelates, may influence this 
trend as well as affect the reactivity of DPA. 
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published information about proton exchange behavior of HnMPA, where the first 

(de)protonation is on the carboxylate group (19  20 in Figure  E-5), and the second to 

loss of H+ by N (20  16 in Figure  E-5) [503]. Therefore, in H2O at the pH range of ~2 

to ~5, H1MPA is zwitterionic [503]. 

E.4.2 Influence of pKa and pH on LC retention times 

The same LC method was used for both the acid-catalyzed methylation and the 

base-promoted hydrolysis studies, but in the latter the DPA and Me1DPA peaks shifted to 

lower retention times (cf Figure  5-1 and Figure  5-4, which are reproduced below along 

with the total ion mass spectra as Figure  E-8 and Figure  E-9). In fact, in the hydrolysis 

study, DPA and the solvent peak co-eluted. Since the injected mixture (10 μL of 334 mM 

MeO– + OH–) possessed much more base than the mobile phase did acid,71,72 DPA and 

Me1DPA were deprotonated (negatively charged) as they passed through the column, 

causing them to elute early, giving them non-Gaussian peak shapes, and (following the 

electrospray ionization process) strongly attenuating the response factor of the mass 

spectrometer (compare top portions of Figure  E-8 and Figure  E-9). The reason for the 

shoulder in the Me1DPA peak in Figure  E-9 is unknown but may be related to the 

presence of both HMe1DPA and Me1DPA–. 

 
 

                                                 
71 At 0.1% v/v (13 mM) TFA in 31 vol% MeOH/H2O, the lowest possible pHw

w  is ~2 = –log(0.013 M). 

72 A 10 μL volume of 334 mM MeO– + OH– requires 260 μL of mobile phase, which is about 64% of the 
total dead volume of the LC system (400 μL, based on solvent peak holdup time) to neutralize the base, and 
even more to acidify it sufficiently for near-complete DPA protonation. 
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Figure  E-8. Total ion count (TIC) chromatogram (red dashed lines) and UV absorbance 
chromatogram for DPA, Me1DPA, and Me2DPA during acid catalyzed methylation study (see Figure 
 5-1). 
 
 
 

The effect of pH on LC retention times is well-documented for weak organic 

acids, including benzoic acids. Retention times are either quantitatively predicted via 

known pKa values, or known retention times are used to estimate the pKa of an acid [495, 

514]. Efforts were not made to correct the separation retention times because a calibration 

curve produced from diluting known concentrations of DPA in the same basic reaction 

mixture was linear and furthermore, the three compounds still separated well. Increasing 

the acid content of the mobile phase in order to neutralize the high sample basicity was 

not possible since the pH limit of the LC stationary phase is about 1.73  

                                                 
73 One must be careful in increasing acid concentration of a mobile phase to correct a problem such as this 
one since the minimum allowable pH of most silica-based LC stationary phases is ~1 [515]. 
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Figure  E-9. Total ion count (TIC) chromatogram (red dashed lines) and UV absorbance 
chromatogram for DPA, Me1DPA, and Me2DPA during base promoted hydrolysis study (see Figure 
 5-4). 
 
 

E.4.3 Solution pH, pKa of DPA, and electrospray ionization 

The acid-catalyzed methylation study involved injecting H2SO4 along with the 

DPA, Me1DPA, and Me2DPA species in MeOH, while the base-promoted hydrolysis 

study entailed injecting base (OH– + MeO–) along with the same intermediates in their 

deprotonated forms. These two scenarios produced very different responses in the mass 

spectra of the eluting analytes, which were ionized by positive electrospray ionization 

(ESI). With H2SO4, a high mass spectral signal was observed for DPA, Me1DPA, and 

Me2DPA compounds. In fact, sulfuric acid’s strong acidity caused the entire baseline to 

increase once the solvent peak (with the acid) eluted from the column. The increased 

baseline slowly returned to its original position over the course of the run. The baseline 
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enhancement is understood to result from removal of species from/in the column and/or 

protonation of contaminants present in the solvent—effects induced by H2SO4).  

The excess base in the hydrolysis study caused just the opposite effect of H2SO4 

on the liquid chromatogram (see Figure  E-9). At the solvent elution point, the baseline 

dropped and the DPA, Me1DPA, and Me2DPA peak areas/heights were greatly reduced 

because their acidic protons were removed. The vertical scale of the UV absorbance 

chromatogram of Figure  E-9 is approximately twice that of Figure  E-8, yet the TOF-MS 

peaks of the DPA compounds in Figure  E-9 are practically non-existent, even though UV 

absorbance reveals their presence. The height of the solvent peak in Figure  E-9 is 

approximately 20 times lower than the height of the Me2DPA peak of Figure  E-8! (The 

quantity of nitrobenzene in the sample of Figure  E-8 was much greater than that of Figure 

 E-9, making comparison of this peak unproductive.) 

The pattern of DPA (de)protonation indicated at the end of Section  E.4.1 is 

substantiated by these observations. If the pyridyl proton did not exhibit strong binding, 

then (assuming carboxylate methylation does not significantly alter the pyridyl nitrogen’s 

proton affinity) the Me1DPA and Me2DPA would, like DPA, also exhibit weak positive 

electrospray ionization, which is contrary to actual observations of higher sensitivity to 

these methyl ester compounds. These facts provide evidence that the first and second 

deprotonations of DPA (at least in solutions of high water content) are on the 

carboxylates. 

As a result, electrospray ionization of DPA in 13 mM TFA is probably much 

more efficient in a solvent of lower polarity and reduced proton affinity relative to water 

(e.g., 100% MeOH). Experiments to confirm this would be easy to conduct. 
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E.4.4 Acid-catalyzed DPA methylation 

Because binding to carboxylate groups is enhanced as the solvent is changed from 

water to methanol, while binding to basic nitrogens is approximately the same in both 

solvents, the relative abundance of species 2 and 7 (Figure  E-2) is greater in MeOH than 

in H2O. In fact, the correlations employed to estimate Ca,
s
s pK  values for the HnDPA 

derivatives (see Table  E-2 and Table  E-3) predict that the order of (de)protonation 

changes from 8  1  9  4 to 8  1  7  4 as the solvent is changed from 100% 

H2O to 100% MeOH (see Ca,
s
s pK  values in the rows corresponding to H2DPA and 

H1DPA– in Table  E-2 for different solvents). 

In an acidic solution, since all species are either positively charged or neutral and 

since nucleophilic acyl substitution reactions only occur if carboxylic acids are in their 

acidic form [239], the reactive intermediate of DPA is one of species 8, 1, or 2 in Figure 

 E-2. Species 2 can be eliminated from consideration because the Ca,
s
s pK  value of the 

carboxylate is much lower than pyridine in MeOH; hence, the acid-catalyzed methylation 

reaction with MeOH occurs either via 8 or 1. Between these two, 1 (H3DPA+) is present 

in much higher abundance based on the information in Table  E-3. Consequently, the acid 

catalyzed methylation reaction, which requires activation of the carboxylate oxygen by its 

hydrogen bonding to another proton, is inhibited by the positive overall charge of 1. 

Likewise, the second methylation probably proceeds via 13 (H2Me1DPA+) in Figure  E-3, 

with the same charge inhibition. 
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Appendix F DETAILED SPORE GROWTH PROTOCOL 

F.1 Day 1: Prepare Leighton-Doi (LD)/Columbia agar media 

Note: Steps 1, 2 and 3 may need to be completed only once and the resultant solutions 
may be stored in a cabinet for future use. Check cabinets first. 

1. Prepare agar media  

a. Add 534 mL distilled H2O to a 1000 mL autoclaved reagent bottle with 
screw top.  

b. Leighton-Doi agar: Add 4.8 g Leighton-Doi Difco nutrient broth; 
Columbia agar: add 21 g Difco Columbia broth.  

c. Add 10 g granulated agar to mixture.  

d. Place stir bar into container and mix while heating until boiling rigorously.  

e. Autoclave for 45 min at 15 psi.  

2. Prepare steps for salt dextrose solution  

a. Dissolve magnesium sulfate heptahydrate, 5.0 g in 100 mL HPLC H2O.  

b. Dissolve manganese sulfate monohydrate, 0.4 g in 100 mL HPLC H2O.  

c. Dissolve ferrous sulfate heptahydrate, 0.06 g in 100 mL HPLC H2O.  

3. Prepare salt dextrose solution  

a. Add 150-160 mL HPLC H2O to a 250 mL autoclaved screw cap bottle.  

b. Dissolve potassium chloride, 3.8 g in HPLC H2O. 

c. Dissolve calcium chloride dihydrate, 0.6 g in HPLC H2O.  

d. Dissolve dextrose, 1.8 g in HPLC H2O.  

e. Add 1 mL each of 2.1, 2.2, and 2.3 to HPLC H2O.  

f. Bring the total volume of the HPLC H2O to 200 mL with additional HPLC 
H2O.  

g. Filter sterilize solution through a 0.22 micron Nalgene® filter unit (sterile) 
inside the laminar flow hood.  

h. Label filter sterilized Nalgene® bottle: salt-dextrose solution for LD broth.  
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4. Complete salt dextrose agar  

a. While in the hood, add 66 mL salt dextrose to bring the total volume to 
600 mL.  

b. Remove from the hood and place in the water bath, bring the temperature 
to 50°C.  

c. Stir for 1 min to ensure that the mixture is consistent.  

d. Pour agar plates in a clean room.  

Procedure: Inoculate LD/Columbia Media for Pure Culture.  
1. Prepare isolation plates (isoplates) from freezer stock  

a. Extract bacteria stock solution from freezer.  

b. Inside laminar flow hood, place 10 μL bacteria stock solution in first 
quadrant of a “normal” Difco Columbia agar plate (without salt dextrose 
solution) and streak for pure culture, following standard streaking 
protocol.  

c. Replace freezer stocks.  

2. Incubate inoculated isoplates at 37°C for 24 h.  

F.2 Day 2: Plate lawns for generating spores 

1. Ensure culture is pure. 

a. Gram stain an isolated colony from the isoplate and check for pure culture 
(follow standard gram staining procedure).  

b. Use a microscope to verify purity (if irregular, contact supervisor).  

2. Plate “lawns” using a pure culture from the isoplate. 

a. Inside the laminar flow hood, use a cotton swab (sterile) to collect a 
section of pure colony from the isoplate.  

b. Make a vertical streak using an inoculated cotton swab along the center of 
a new salt dextrose agar plate. To reinforce, swab along the entire line 4-5 
times.  

c. Rotate the plate 45 degrees to the side and starting from one end, swab 
across the surface in a side-to-side motion gradually moving downward so 
that swab makes contact with the entire surface.  

d. Rotating plate back to its original position, swab once more along the 
centerline several times and in an up and down pattern gradually swab 
outward towards the left side of the plate.  

e. Repeat previous step, but instead swab towards the right.  

f. Diagonally swab entire plate from one end to the other.  
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3. Incubate. 

a. Place inoculated plates in a plastic bag and seal using a twist-tie or similar.  

b. Note: There can be more than one plate per bag but they must be of the 
same bacteria/media. 

c. Place plates in an incubator (32°C or 37°C) for 2 weeks.  

F.3 Day 15: Collect spores from lawn plates and prepare for testing 

1. Verify that sporulation has occurred. 

a. Remove plates containing “lawns” from incubator. 

b. Take the top plate from each bag and place it under the hood (there should 
be one plate from each bacteria type/media).  

c. Take a quarter inch sample (using the large end of a sterile inoculating 
loop) from each plate and suspend it in 1 mL autoclaved HPLC water 
inside a plastic 25 mL conical tube.  

d. Vortex suspension so that the bacteria are uniform throughout.  

e. Plate 10 μL on a slide for microscopic evaluation.  

f. Note: If sample looks “stringy”, then most bacteria are still in a vegetative 
state and have yet to sporulate completely. Wait 1-2 days and re-check.  

g. Sample should have approximately a 90-95% spore concentration (the 
other 5-10% being vegetatives).  

h. Note: Bacillus cereus does not sporulate well in Columbia agar.  

i. Note: Bacillus anthracis Sterne strain turns especially dark when grown in 
Columbia agar.  

j. Note: Bacillus thuringiensis has patchy clear spots when grown in 
Columbia agar.  

2. Collect spores from plates.  

a. Place lawn on a Petri plate rotator inside the laminar flow hood.  

b. Bend the narrow end of a plastic inoculation loop (while still in its sterile 
package) to form approx. a quarter inch long elbow.  

c. Using the ¼ inch long flat surface of the sterile loop, gently press down on 
the surface of the plate and slowly spin the rotator.  

d. Start at the center and move elbow outward until you reach the edge of the 
plate.  

e. After the plate has been cleared, wash spores from loop inside a 50 mL 
plastic conical centrifuge tube filled with 10 mL sterile HPLC H2O.  
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f. Note: Spores of the same type and grown in identical media are placed in 
the same tube.  

3. Heat kill vegetative spores and wash.  

a. Heat water bath to 65°C.  

b. Place each of the tubes in the hot water bath for 30 min to kill vegetative 
cells.  

c. Prepare a screw cap bottle to be used as Sporulation Broth Waste. Label as 
such.  

d. Verify that the centrifuge is set with the C0650 fixed rotor, time: 10 min, 
temperature: 19°C, rpm 8000-10,000.  

e. Following the 30 min 65°C bath, centrifuge the conical tubes for 10 min.  

f. Pour off the supernatant (into the waste container) opposite the pellet in 
one continual motion.  

g. Wash the spores by adding 10 mL of sterile HPLC H2O to each tube and 
re-suspending the pellet. Additional sterile HPLC H2O may be added if the 
pellet is difficult to re-suspend.  

h. Store the suspension overnight in a refrigerator (~4°C).  

F.4 Day 16: Wash spores second time 

1. Centrifuge the suspension for 10 min.  

2. Pour off supernatant.  

3. Re-suspend the pellet in 10 mL of HPLC H2O -autoclaved.  

4. Store the suspension overnight in a refrigerator (~4°C).  

F.5 Day 17: Wash spores third time and deliver 

1. Washing  

a. Centrifuge the suspension for 10 min.  

b. Pour off supernatant.  

c. Re-suspend the pellet in 5 mL of sterile HPLC H2O.  

d. Store the suspension overnight in a refrigerator (~4°C).  

2. Preparing spores for testing  

a. Place each of the 50 mL tubes under the laminar flow hood.  

b. Vortex each 50 mL tube for 10 s to resuspend settled spores.  
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c. Using a 1000 μL pipet, aliquot 1 mL from each 50 mL conical tube into 4 
small Eppendorf tubes.  

d. Label Eppendorf tubes with species name, media type, and growth T.  

e. Vortex for 4 min at 1,400 rpm.  

f. Using the 1000 μL pipet, remove supernatant from each tube.  

g. Place in container and deliver samples to the analytical chemistry lab. 
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Appendix G SPORE COUNTING METHODS 

Three means of determining the concentration of washed spore suspensions were 

investigated, namely, colony forming unit (CFU) counting, flow cytometry, and manual 

counting using a hemocytometer. A single suspension of B. anthracis Sterne spores 

grown at BYU was used for all experiments.  

G.1 CFU counting 

Multiple solid agar-based growth plates for CFU counting were prepared by 

dissolving 21 g Difco Columbia broth and 7 g granulated agar in 600 mL of water, 

autoclaving the mixture, cooling it to approximately 50°C, and then pouring the plates. A 

series of 10-fold dilutions of spore suspensions in sterile physiological saline solution 

were prepared. For each dilution, a 1 mL sample was vacuum-filtered through a gridded 

membrane filter (0.45 μm pore size), the filter was placed atop the agar plate, the plate 

was incubated for one day at 37°C, and the number of visibly distinct colonies was 

counted. The plates containing colonies in an easily-counted number (i.e., 10-100) were 

used for quantitation purposes (too many colonies are difficult to count due to 

overlapping, and too few reduce the precision of the method). The counts were multiplied 

by the dilution factor to estimate the concentrations of viable spores present in the 

original suspension. 
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The results of the CFU counting study are shown in Table  G-1. The row 

representing the 107 dilution factor averaged to be 19, indicating that the concentration of 

viable spores (and 95% confidence interval) was approximately 1.9 ±1.5 x108 spores/mL. 

 
 

Table  G-1. CFU counting results for B. anthracis Sterne spore suspensions; NC = Not Countable. 

Dilution 
factor 

Dilution series A Dilution series B 
1 2 1 2 

106 NC NC NC NC 
107 27 27 16 7 
108 0 2 0 1 
109 0 0 0 0 
1010 0 0 0 0 

 

G.2 Flow cytometry 

A BD FACSCantoTM flow cytometer was used at a sample flow rate of 10 μL/min 

with a counting time of 30 s to explore this method as a rapid means of determining the 

concentration of diluted samples from stock spore suspensions. 

A flow cytometer counts forward and side light scattering events (FSC and SSC, 

respectively) occurring as a particle-laden fluid stream passes through one or more laser 

beams. FSC events relate to particle size (volume), while SSC events are dependent upon 

the internal properties such as internal granularity [516]. The instrument’s light detector 

voltages are adjusted to function for counting particles within a narrow window of size 

range. Spherical BD FACS 7-color setup beads in 4 and 6 μm sizes (already available in 
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the lab) were used to verify that the detector voltages were adjusted approximately 

correctly for counting the 1-μm-sized spores (Figure  G-1).74 

Spores were diluted 100 and 500 times from the original suspension to target 

approximately 106 spores/mL, per the results of the CFU study. Since the spore samples 

consisted of particles smaller than 4 μm, the detector voltages were adjusted upwards 

until distinct groupings were observed (labeled “Big” and “Small” in the top part of 

Figure  G-2 because it seemed that there were two “sizes” of spores). These groupings 

were assumed to capture the 1-μm-sized particles. In all cases, sample collection time 

was 30 seconds at a flow of 10 μL/min, meaning that 5 μL of spore suspension was 

sampled per run. The axes of these plots are in arbitrary units that do not correspond 

directly to size. 

Without standard beads sized near the 1-μm spores, it was not possible to know 

with certainty what the groupings in Figure  G-2 represented. An initial best guess was 

that the group labeled “Little” consisted of single spores, and the “Big” group contained 

two (or more) spores. Two samples of each dilution were analyzed, and the counts within 

the boxes designated for each size were converted into a spore concentration for the 

original sample by multiplying the event count by either 1 or 2 and considering the 

dilution factor and total volume sampled by the flow cytometer. Table  G-2 summarizes 

the results from this approach. Thus, the average source spore concentration (and 95% 

confidence interval) was estimated to be 2.12 ±0.58 x108 spores/mL. 

 
 

                                                 
74 An old 0.3 μm bead sample was also located, but it had degraded into useless fragments. 
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Figure  G-1. Optimized flow cytometric analysis of 4 and 6 μm beads.75 (A): Scatter plot of forward 
and side scatter events (the different colors in this figure mean nothing for the present discussion) 
(B): Histogram of forward scatter events (which correspond to particle size). FSC and SSC voltages 
were 250 and 300 V, respectively. 
 
 
 

Since 2.12 ±0.58 x108 was close to the CFU-counting value of 1.9 ±1.5 x108 

spores/mL and possessed smaller error bars, the flow cytometric method appeared to be 

an attractive alternative for counting spores. However, closer examination reveals several 

issues. First, other than the relative positions of the data clusters, the numbers assigned to 

                                                 
75 Color in this figure is misleading. The pink points in the portion of the scatter plot corresponding to the 
gated portion (not shown) of 6 μm beads labeled with specific fluorophores. Fluorescence events of the 4 
μm beads are not indicated by color because they are masked by the “Big” and “Little” selections on the 
FSC-SSC plot (indicated in Figure  G-2 and ensuing discussion). 

A 

B 
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the putative spore “clumps” (1 vs. 2 spores) had no reliable basis. Second, whether light 

scattering events were included or excluding in the total spore count (i.e., the location of 

the boxes in the top of Figure  G-2) was subjective. Third, the histogram included in the 

bottom part of that same figure revealed that the majority of light scattering events were 

not captured by the assumed spore populations. The small material was thought to be 

spore, cell, and/or residual growth agar debris from scraping spores off growth plates,76 

but it also may have included spores. 

 
 

 

 
Figure  G-2. Flow cytometric analysis of 100-times diluted spore suspension. (A): Scatter plot of 
forward and side scatter events. (B): Histogram of forward scatter events (which correspond to 
particle size). FSC and SSC voltages were 550 and 450 V, respectively. 

                                                 
76 Spore pellets and spore extracts have been slightly brown-colored, indicating the presence of this agar. 

A 

B 
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Table  G-2. Estimated concentration of source spore suspension based on flow cytometry data. 

Dilution 
factor # counts Assumed # 

spores/count 

Total # spores 
in 5 μL 
volume 

spores/mL 

100 
2386 2 

8374 1.67 x108 

3602 1 

100 
2842 2 

9924 1.98 x108 
4240 1 

500 
662 2 

2354 2.35 x108 
1030 1 

500 
675 2 

2481 2.48 x108 
1131 1 

 
 
 

Fourth, neither of the aforementioned counting methods gave results consistent 

with measurements of total DPA concentration in the stock spore solution (3.85 ± 0.46 

mM, per the previous report). B. anthracis spores weigh about 5 picograms [39] and are 

approximately 10 wt% CaDPA [181, 517]. Using these values plus the molecular weight 

of CaDPA (205.2 g/mol), the expected concentration of DPA for a spore concentration of 

2 x108 spores/mL is approximately 0.5 mM (converting the observed DPA concentration 

to spore count gives about 1.6 x109 spores/mL). Although these computations were not 

based on actual weight measurements of the B. anthracis Sterne spores in question, the 

observed DPA content was approximately an order of magnitude higher than predicted 

based on the best available information in the literature. 

G.3 Direct count by hemocytometry 

A hemocytometer was utilized to visually count the refractile bodies present in a 

spore suspension. This device is essentially a special microscope slide with a grid of very 
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fine lines etched into it and a means of suspending a coverslip above the grid at a fixed 

distance. The coverslip was first installed and approximately 10 μL of a spore suspension 

were drawn into the gap between the facing surfaces of the slide and coverslip by 

capillary action; thereby, discrete fixed volumes defined by the borders of the grid are 

created. The number of particles (in this case, spores) within a 200 x 200 μm square area 

of the grid (4 nL) was counted using the Zeiss Axio Imager.A1 at 400x magnification and 

multiplied by the appropriate conversion factor (250,000) to give the spores per mL. 

Counting required continual up and down adjustment of the focal plane to visualize all 

spores in the area because the distance between the plate and the slide is about 100 μm 

and thus the spores reside at the different focal lengths. 

The red square overlaid on the left side of the hemocytometer grid in Figure  G-3 

indicates the area in which spores were counted. Six such areas for each dilution (100x 

and 500x; cf. Table  G-2) were analyzed, results of which are presented in Table  G-3. Any 

particle appearing as a refractile body was counted as a spore, even if it was contained 

within a larger, non-refractile rod-shaped entity (approximately 1 in 20 of the refractile 

bodies appeared in such a form, and many of them were trapped in things granular and 

irregular in shape). This method of counting spores averages out to be 5.0 ±0.8 x109 

spores/mL. 

G.4 Conclusions regarding spore counting methods 

Three counting methods were used to estimate the stock concentration of B. 

anthracis Sterne spores, namely, colony forming unit counting, flow cytometry counting, 

and direct counting on a hemocytometer. The results were 1.9 ±1.5 x108, 2.12 ±0.58 
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x108, and 5.0 ±0.8 x109 spores/mL, respectively. CFU and flow cytometry give spore 

concentrations that are order of magnitude lower than the observed amount of DPA 

would indicate. Since direct counting is consistent with total observed DPA, it is 

concluded that only by direct count can spores be reliably quantified. 

 
 

    
Figure  G-3. Light microscopy images of spores on the hemocytometer grid at 100x magnification, 
phase bright (left) and 400x, phase contrast (right). The red square is 200 μm on a side and defines a 
volume of 4 nL. 
 
 
 

Table  G-3. Hemocytometer counts. 

Sample 
ID 

100x dilution 500x dilution 
Raw 
count 

Spores 
per mL 

Raw 
count 

Spores 
per mL 

1 167 4.18 x109 38 4.75 x109 
2 155 3.88 x109 57 7.13 x109 
3 151 3.78 x109 41 5.13 x109 
4 149 3.73 x109 53 6.63 x109 
5 158 3.95 x109 45 5.63 x109 
6 170 4.25 x109 55 6.88 x109 

 
 
 

CFU counting is the most time-consuming counting method. It should accurately 

give the concentration of viable spores present in a suspension, provided that they remain 
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separated and don’t stick together. Flow cytometry is the most rapid and convenient of 

the methods since it requires less than 1 minute per sample, but it does not distinguish 

individual spores from spore clumps or other particles. Addition of beads closer in size to 

the spores (especially fluorescing beads), adjustment of the fluid sheath flow in the 

instrument, and/or use of advanced techniques such as spore-specific binding peptides or 

antibodies [518] would help to clarify this issue. Finally, since hemocytometry is based 

on direct visual inspection of spores (allowing for assessment of spore sample purity) and 

is fairly simple and rapid, it is the method of choice for estimating total spore quantities. 

It does suffer from several drawbacks in that it is tedious, it relies upon human judgment 

to classify a particle as a spore (although this is greatly facilitated by the spores’ bright, 

refractile appearance in the phase contrast mode), and it does not distinguish viable 

spores from nonviable ones. 

Since one principal objective of this research project is to examine and optimize 

the yield of the derivatized spore biomarkers for analysis by GC-MS, distinguishing 

between “live” and “dead” spores is not necessary. Therefore, hemocytometry is 

recommended for counting spores. 


