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ABSTRACT

Comparison of Performance-Based Liquefaction Initiation Analyses
Between Multiple Probabilistic Liquefaction Models
Using the Standard Penetration Test

Alexander D. Wright
Department of Civil and Environmental Engineering, BYU
Master of Science

This study examines the use of performance-based approaches in liquefaction hazard
analysis. Two new methods of performance-based liquefaction initiation analysis are proposed
which use the works of Juang et al. (2012) and Boulanger and Idriss (2012). Further advances
are made by incorporating the performance-based magnitude scaling factors as proposed by
Cetin et al. (2012). Using these new equations a comparative study is made between the three
methods. Further comparisons are made between the performance-based approaches and the
more widely used deterministic approaches. The comparisons reveal that on average for the 11
sites used in this study, the performance-based approaches tend to be slightly less conservative
than deterministic approaches overall, with large differences possible for some locations in the
country. They also reveal that the newer performance-based approaches are generally less
conservative than the approach proposed by Kramer and Mayfield (2007). Some cases where
this relationship does not hold true and the new relationships are more conservative are outlined.

Keywords: Alexander D. Wright, Kevin W. Franke, probabilistic, performance-based,
liquefaction, standard penetration test, SPT, factor of safety, induced stress, initiation, triggering,
earthquake, seismic, hazard, magnitude scaling factor, probability, fragility curve, deterministic
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1 INTRODUCTION

Liquefaction and its prediction are of vital importance in the field of civil engineering.
Predicting the likelihood of seismic-related hazards such as liquefaction and their associated
damage will help to save lives, reduce losses, and improve the standard of living for people
throughout the world. In order to understand and predict hazards, it is important to understand
what causes them and under what conditions they will exist. Predicting the occurrence of
liquefaction has been difficult, in large measure due to our lack of understanding of the
phenomenon. Recent advances in our understanding of what causes liquefaction to occur and in
the amount of data available to researchers has led to the development of new and improved
empirical models for predicting liquefaction and its probability of occurrence (Cetin, Seed et al.
2004; Boulanger and Idriss 2012; Juang, Ching et al. 2012).

Another recent development in engineering is the use of performance-based approaches
to analysis and design. The Pacific Earthquake Engineering Research (PEER) center has
developed and advanced performance-based earthquake engineering (PBEE). Performance-
based approaches are advantageous over the more traditional deterministic approaches to
engineering because they allow the engineer to account for uncertainty in a systematic and
compartmentalized way. When coupled with the deterministic approaches they can provide a

good maximum limit and risk analysis tool. Risk and hazard can be assessed in a systematic



way, which allows engineers to understand in a more comprehensive manner the results of the
analysis they are preforming.

This thesis will develop two new performance-based liquefaction initiation models using
the framework developed by Kramer and Mayfield (2007). The new models will incorporate the
Juang, Ching et al. (2012) probabilistic model and the Boulanger and Idriss (2012) probabilistic
model. These two models will then be compared with the existing model proposed by Kramer
and Mayfield (2007) which uses the Cetin, Seed et al. (2004) probabilistic model and the
differences between the models will be identified and examined. A brief comparison of the
deterministic procedures commonly used in practice to the performance-based approaches will
also be made.

The comparison of the different models will reveal how and where they differ. Such
knowledge will enable engineers to better understand the limitations and uses of each of the
different models and will help advance the field of performance-based design in the area of
liquefaction initiation. The equations and evaluation tools developed in the course of this study
will allow engineers to more fully and completely analyze liquefaction initiation and will give
future researchers in earthquake engineering a platform from which to develop further research
into the area of performance-based engineering, specifically with respect to liquefaction and its

effects.



2 REVIEW OF LIQUEFACTION

Liquefaction has posed a serious risk to infrastructure throughout time. It was not until
recently that this earthquake phenomenon was recognized and began to be studied. The
extensive liquefaction which occurred during the 1964 Portage, Alaska and 1964 Niigata, Japan
earthquakes helped the engineering community recognize the problems and hazards liquefaction
posed. These earthquakes and others have shown the need to predict the occurrence of
liquefaction and to mitigate its effects.

Liquefaction has been difficult to define due to the confusion regarding what should and
should not be classified as liquefaction. Lateral spreads, settlements, flow failures, and other
events are all the result of liquefaction. Most agree that liquefaction occurs when there is a
dramatic decrease in the soil strength. Liquefaction was defined in the simplified method to be
“a phenomenon in which a cohesionless soil loses strength during an earthquake and acquires a
degree of mobility sufficient to permit movements ranging from several feet to several thousand
feet” (Seed and Idriss 1971). More recently, the National Center for Earthquake Engineering
Research (NCEER) in their report published by Youd, Idriss et al. (2001) stated that,
“liquefaction is defined as the transformation of a granular material from a solid to a liquefied

state as a consequence of increased pore-water pressure and reduced effective stress.”



To understand the hazards posed by liquefaction as defined above, the liquefaction
hazard must be analyzed. Liquefaction analysis is important because it enables the engineer to
mitigate hazards and design to the existing conditions at the site. Liquefaction analysis can be

divided into three distinct parts: susceptibility, initiation, and effects (Kramer 1996).

2.1 Susceptibility

A soil is considered susceptible if it is able to liquefy. Some soils will not liquefy under
almost any circumstances and others cannot liquefy due to the conditions and environment in
which they are found. To understand which soils are susceptible to liquefaction and which soils
are not, it is constructive to examine some of the criteria that affect liquefaction. These criteria

include historical, geological, compositional, and state criteria (Kramer 1996).

2.1.1 Historical Criteria

Historical criteria are defined by whether liquefaction has occurred in the past or not.
Examining the effects of past earthquakes on a site shows what sorts of effects we can expect in
the future. A site that shows evidence of past liquefaction is more likely to liquefy again.
Evidence can include sand boils, lateral spread, and other liquefaction effects. Historical records
are used to determine if liquefaction has occurred at a site in the recorded past. A site with no
historical evidence of liquefaction cannot, however, be safely ruled out as being unable to liquefy
(Kramer 1996). Sites might experience different seismic conditions in the future and liquefy in a
previously safe area. Historical criteria can be of assistance in showing whether liquefaction is

possible, but should not be used in isolation to determine the susceptibility of a site or soil type.



2.1.2 Geologic Criteria

The underlying existing geologic conditions can have a very large impact on a sites
susceptibility to liquefaction. Geologic age and depositional environment have been shown to
play a large role in whether a soil profile is susceptible (Youd and Hoose 1977).

Geologic age has been shown to decrease liquefaction susceptibility. The older soils,
such as soils from the Pleistocene epoch or soils that are pre-Pleistocene in age are much less
susceptible to liquefaction. In general the older a deposit is, the greater its resistance to
liquefaction. The depositional environment of a deposit also plays a role. Depositional
environments such as deltaic or fluvial environments will often be more susceptible. Poorly
compacted fill is also considered to be more susceptible (Youd and Hoose 1977).

The location of the groundwater table can affect a soils capacity to liquefy. If a soil is
above the water table and unsaturated, current practice considers it to be unsusceptible to
liquefaction because it is considered impossible for the necessary pore water pressure to build up
if little or no pore water is present (Kramer 1996). Recent research has proposed that
unsaturated soil may liquefy (Unno, Kazama et al. 2008) when the air and water are unable to
drain away during cyclic loading. When this occurs both are placed under increased pressure
causing the soils to reach a zero effective stress in spite of being in an unsaturated state. This
increased pressure is caused in part by a change in volume which occurs in the soil as it is
subjected to cyclic loading. This phenomenon has been proposed as a mechanism that would

allow soils that are unsaturated, and typically thought of as not susceptible, to liquefy.



2.1.3 Compositional Criteria

The composition of a soil profile can play a major role in determining if a site is
susceptible to liquefaction. Sites that have a high percentage of fines are much less likely to
liquefy than areas that are composed of sands or gravels. Most researchers agree that sands are
susceptible to liquefaction when saturated. An area of ongoing research is whether fine grained
soils can liquefy. Recent advances in this area have shown that there are certain types of fine
grained soils which can undergo liquefaction. These fine grained soils have been shown to react
with sand like behavior and liquefy if the soil meets certain bounding criteria (Boulanger and
Idriss 2006; Bray and Sancio 2006). These bounding criteria are discussed below.

The Chinese Criteria has been used for years by geotechnical professionals to determine
the susceptibility of fine grained soils. The Chinese criteria as reported by Kramer is defined as
(Kramer 1996):

Fraction finer than 0.005 mm < 15%

Liquid Limit (LL) < 35%
Natural water content (w.) > 0.9LL
Liquidity Index (LI) <0.75
However, the Chinese Criteria has come to be viewed as obsolete (Bray and Sancio 2006), and
newer criteria have been developed. Bray and Sancio in their paper on liquefaction susceptibility
(Bray and Sancio 2006) state that a soil may be liquefiable if:
Plastic Index (PI) < 12
Water content (w.) / LL > 0.85

This is consistent with the data they examined and is a good measure of the susceptibility of fine

grained soils (Figure 2-1).



Boulanger and Idriss (2006) also studied the phenomena of liquefaction susceptibility.
They state that a soil will exhibit clay like behavior if the PI is greater than or equal to 7 and may
exhibit clay like behavior in soil with a PI as low as 5 if the soil is a CL-ML. Soils with a PI less
than these may exhibit sand like behavior, and thus may liquefy. The transition zone between
clay like and sand like behavior ranges from a PI of 5 to a PI of 7 and is slightly nonlinear. The
range of the transition zone as outlined by Boulanger and Idriss is shown in Figure 2-2. These
two liquefaction susceptibility criteria differ slightly in the details and are essentially reporting
the same thing; soils that behave as sands are susceptible to liquefaction and soils that behave as

clays are not.
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Figure 2-1: Bray and Sancio Criteria represented graphically in comparison to data from
other studies. (Bray and Sancio 2006).

Although reporting similar results, it is important in doing a liquefaction analysis to
determine which set of criteria the author(s) of a particular method used. The criteria for

liquefaction susceptibility will affect the outcome of the results and if a different set of

7



susceptibility criteria are used inconsistent answers may be computed. The assumptions about
susceptibility made by the author(s) of a particular method should be followed in order to be

consistent with the author(s) intent and the relationships they have developed.
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Figure 2-2: Atterberg limit chart showing representative values for each soil that exhibited
clay - like, sand - like or intermediate behavior (Boulanger and Idriss 2006).

2.1.4 State Criteria

State criteria are so named because they look at the liquefaction susceptibility with
respect to the current state of the soil. The current state can be determined by examining the
current effective stress and void ratio (or density) of the soil. Casagrande was the first to examine
how these state criteria affected soil and postulated that there was a critical void ratio (CVR) to
which all drained soils converged (Figure 2-3). This CVR line defines the boundary between

contractive and dilative soils (Casagrande 1936).
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Figure 2-3: Behavior of soil given a set of starting conditions plotted against a) arithmetic
effective stress scale and b) logarithmic effective stress scale (Kramer 1996).

Casagrande was later shown to be partially incorrect when Fort Peck Dam suffered a failure due
to liquefaction. He had limited data for drained conditions and had not accounted for what came
to be known as a flow structure. Casagrande’s student, Castro, examined these phenomena in
detail using undrained tests (Castro 1969) and accounted for the formation of a flow structure
(Figure 2-4). His results showed that a line called the steady state line (SSL) existed, which was
almost parallel to but slightly lower than the CVR line. This new line represented the true
boundary between contractive and dilative soil under undrained conditions, and as such is a good
indication of whether a soil can liquefy. In turn, this is a good indication of whether a soil is
susceptible to flow liquefaction or not (Kramer 1996). Seed and Idriss recognized flow

liquefaction and cyclic mobility as different types of liquefaction as early as 1971.
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Figure 2-4: Liquefaction susceptibility of soil with dilative and contractive tendencies
(Kramer 1996).

Been and Jeffries (1985) used this idea to develop a state parameter, so called because it is
based on the steady state line. This state parameter could be used to determine if a soil was
susceptible to flow liquefaction or not. The state parameter is in effect a measure of the distance
in void ratio space to the SSL line. This parameter can be used to quantify this distance between
the soils current state and the SSL. The equation for the state parameter is shown below.

Y =e—e (1)
In this equation e is the void ratio at a given effective confining pressure, e is the void ratio that
corresponds to the steady state line at that confining pressure, and ¥ is the state parameter (Been
and Jeffries 1985). If the state parameter is positive the soil exhibits contractive behavior; if it is
negative the soil exhibits dilative behavior. This helps identify soils susceptible to liquefaction

as contractive soils are generally susceptible to flow liquefaction and dilative soils are not.
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2.2 Initiation

Liquefaction initiation occurs when a soil is susceptible and the right conditions occur.
Many different models have been proposed to evaluate liquefaction initiation, which is
sometimes called liquefaction triggering. In order to understand how these models work, it is
important to understand under what conditions liquefaction is likely to occur and to characterize
how this will happen.

Simply because a soil has been shown to be able to liquefy (it is susceptible) does not
mean that it will. Some soils are only liquefiable under very high accelerations or very long
durations of shaking. A soil profile’s susceptibility does not show its liquefaction hazard; it
simply states whether it is possible for a soil to liquefy or not. In order to assess liquefaction
hazard, both the possibility and probability of liquefaction under a given set of circumstances
must be assessed.

Understanding both the soils susceptibility to liquefaction and whether liquefaction will
initiate/trigger are important and even critical issues. The way a soil will react to different
loading conditions and how a soil will respond when it liquefies will vary from soil to soil. The
causes of liquefaction initiation are much better understood today and two different types of

liquefaction are now recognized: flow liquefaction, and cyclic mobility.

2.2.1 Causes

In general liquefaction triggers when the pore water pressure builds up and equals the
effective confining stress; however, different definitions of that point exist. In a review of the
existing literature, Cetin and Bilge (2012) showed that a range of definitions exist for the
triggering of liquefaction with respect to the pore pressure ratio (r,) and the cyclic strain (y).

They showed that in the existing literature, definitions range from 0.8 to 1.0 for the pore pressure
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ratio and from 3% to 20% for the cyclic strain. They further state that a partial reason for this
variation of definitions is due to the fact that the onset of liquefaction varies from soil type to soil
type, with soils that are more contractive liquefying at smaller shear strains.

As liquefaction initiates, the strength of a soil will decrease. In basic terms, this can be
seen by examining the general behavior of a saturated soil. A soil can be dilative or contractive
when subject to shear stresses. A contractive soil, as stated above, can develop increased pore
pressure which leads to a decrease in the overall strength of the soil. A dilative soil can develop
negative pore pressures, which lead to an overall increase in the strength of the soil; thus, a
dilative soil will not typically liquefy. In a contractive soil, once the pore pressure equals the
effective confining stress of the soil, initial liquefaction will occur.

Although Casagrande and Castro helped the engineering community to understand more
details about liquefaction, the susceptibility criteria do not give enough details about whether a
soil will liquefy. Vaid and Chern (1985) observed that the work of Castro and his student
Casagrande did not adequately consider the stress conditions associated with the onset of
liquefaction (i.e. loading). An understanding of the conditions that cause liquefaction to initiate
is as important as understanding if it is susceptible. The initiation of flow liquefaction and cyclic

mobility will be discussed in greater detail in the sections that follow.

2.2.2 Flow Liquefaction

Flow liquefaction is a phenomenon which occurs as a result of an earthquake. Flow
liquefaction occurs when the residual shear strength of the liquefied soil is not sufficient to resist
the static shear stresses existing in the soil due to gravity. This type of liquefaction can be highly
dangerous and can cause the failure of dams, slopes, and other similar geologic or engineered

structures.
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Flow liquefaction was one of the first types of liquefaction recognized. Seed and Idriss
(1971) said that, “When the term [liquefaction] was originally introduced it was intended to
describe a phenomenon in which a soil could undergo large movements, as in flow slides...”.
This type of liquefaction known as flow liquefaction occurs when pore pressures build up during
an earthquake. As pore water pressures increase, they can cause a soil to reach some residual
strength that is much less than the maximum soil strength. Due to this loss of strength, a cascade
effect may occur where a portion of a slope’s shear strength is exceeded by the shear stresses
caused by the slope. Once a small section reaches this point it will fail and other areas of the
slope experience higher stress, which in turn can cause them to fail. This can lead to catastrophic
failures as failure surfaces propagate through the slope. It is important to note that these types of
flow failures are not unique to flow liquefaction, but can occur any time the soil undergoes a loss
of shear strength.

To illustrate, Figure 2-5 shows a soil under seismic and monotonic loading. Both
eventually cause the soils strength to drop and approach the residual strength of the soil. This
occurs as the strain increases and eventually the stress on the soil exceeds the maximum
allowable stress the soil can sustain. However, this does not occur for all points in the soil at
once, rather a single point passes the peak and drops to some residual strength, which can cause
the next point to feel increased stress and also exceed its maximum capacity. As a result failure

occurs.
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Figure 2-5: Flow failure paths; bottom path C represents flow liquefaction.

Figure 2-5 shows that to get from A to D, there are two paths. Seismic loading causes a
path that runs through C as repeated cyclic loading increases the strain, while another scenario
without cyclic loading is shown passing through B. Both scenarios lead to catastrophic failure of
the slope.

Flow liquefaction is a phenomenon that occurs only under certain initial stress and state
conditions. The starting conditions must be such that the pore water pressures can increase as
the soil shears. This means that the soil must contract as it is sheared. In a static state the
boundary between dilative and contractive soils is the critical void ratio (CVR) line. This line
represents the static boundary between contractive and dilative soils at small strains. However,
in a steady state of deformation, such as exists under very large strains, a steady state line (SSL)

is reached whose boundary is slightly below the CVR line (Kramer 1996).
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Vaid and Chern (1985) studied these concepts of liquefaction using pluviated laboratory
samples. Their work led them to introduce the idea of the flow liquefaction surface (FLS). The
FLS is a line in q — p’ space that helps differentiate between regions of flow liquefaction and
cyclic mobility. Vaid and Chern refer to this line as the CSR line but to avoid confusion this
paper will not follow similar notation but will instead refer to it as the FLS.

The SSL and the FLS are both explanations of a piece of the process that leads to flow
liquefaction. To illustrate the concepts of the SSL and the FLS a series of imaginary soils is
presented as seen in Figure 2-6. In this figure, soils A and B are to the left of the SSL and will
be unable to experience flow liquefaction as they are dilative. Soils C, D, and E are to the right
of the SSL, and are thus contractive and can undergo flow liquefaction. The point at which flow
liquefaction can be considered to trigger (and where the soil’s shear strength drops off
dramatically) is shown by the dashed line representing the FLS. Soils A and B are unable to
reach this surface and will never undergo flow liquefaction (although they can experience cyclic
mobility) while soils C, D, and E are able to reach the FLS and can undergo flow liquefaction.

When a soil reaches the FLS then flow liquefaction triggers and the soil quickly drops to
the steady state point causing flow liquefaction to occur. As the soil drops to the steady state
point the soil loses strength, eventually falling to its residual strength. The soil’s strength, being
reduced to this residual value, will be unable to support the slope or embankment which will
cause the slope to fail. This can cause large motions that we associate with flow failures to
occur. Often these failures take the form of landslides and other large soil movements. It should
be noted that liquefaction failures can occur even after the earthquake is concluded depending on

the soil structure and geologic setting of the site (Malvick, Kutter et al. 2006).
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Figure 2-6: Plot of soils experiencing flow liquefaction in p' - q space (above) and starting
point of soil with respect to the SSL. (Kramer 1996).

2.2.3 Cyclic Mobility

Even though not all soils are susceptible to flow liquefaction, this does not mean that
repeated cyclic loading will not have any effect on the soil. Soils whose initial conditions are
such that flow liquefaction cannot occur may still liquefy and undergo what is known as cyclic
mobility. Cyclic mobility occurs when the shear strength of the soil is greater than the required
static shear strength, resulting in smaller movements. The term cyclic mobility was defined by
Seed and Idriss (1971), although they used a broader definition for liquefaction in their paper.
They were some of the first to recognize the difference between flow liquefaction and cyclic
mobility. By defining cyclic mobility and flow liquefaction as individual and different they

enabled ideas about liquefaction to be more easily communicated. Castro, in his experiments,
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also showed that there was a difference between flow failure and cyclic mobility in sands,
although he didn’t recognize and define the different types of liquefaction at the time (Castro
1975). Some years later Vaid and Chern (1985) defined cyclic mobility as an “...accumulation
of deformations which are limited in magnitude” that occur due to the cyclic loading causing the
effective stresses to repeatedly pass through zero.

Repeated cyclic loading of the soil profile will result in the soil slowly and permanently
straining and deforming from a few inches to a few feet. Cyclic mobility will always occur in
sands that are cyclically loaded (Vaid and Chern 1985), and has been observed in both
contractive and dilative soils.

Cyclic mobility can result in lateral spread, settlement, sand boils, and other liquefaction
effects (Figure 2-7). Many of the effects of cyclic mobility occur only after the dissipation of the
pore water pressure. For example, seismic settlement cannot occur until the pore water pressure
dissipates, and as such, visible effects may not show on the surface until sometime after the

earthquake has finished when the pore water pressure has had time to dissipate.

A

Lateral Spread Settlement Sand Boils

o

Figure 2-7: Cyclic mobility before (a) and after (b).
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2.3 Effects

Liquefaction effects pose significant hazards to many critical aspects of modern
infrastructure including transportation networks, bridges, port facilities, lifelines, and structures.
There are many different types of liquefaction effects. However not all of these effects cause
damage. In order to understand the hazard to engineered structures and the risk to life, an
understanding of what liquefaction will do is needful. Effects can be wide ranging and their
impacts can be as well. Some effects include: sand boils, lateral spreading, landslides,
settlement, toppling of buildings, failure of retaining walls, floating of subterranean structures,
and many other possible problems.

The extent of the damage these effects cause is well illustrated by such events as the 2011
Christchurch earthquakes in New Zealand and the 2011 Tohoku earthquake in Japan. Both
events teach us important things about the need to understand and mitigate the hazard posed by
liquefaction and earthquakes in general. In Urayasu, Japan the Tohoku earthquake caused
enough damage that a reported $500 million US dollars was spent to restore sewer, water, and
roads. In Christchurch, the repeated earthquakes in 2011 caused massive liquefaction damage.
This resulted in the decision of the city of Christchurch to make entire areas of their city

unbuildable or red zoned to prevent such massive damage in the future (Boulanger 2013).

2.3.1 Settlement

Settlement during earthquakes occurs as a result of liquefaction. During the process of
shaking, pore water pressures build up causing the soil to become partially suspended. As the
pore water pressures dissipate, the soil particles often will realign in a denser configuration as
they come back into more direct contact with each other, resulting in settlement. Note that

seismic settlement may also occur in dry non liquefied sand layers above the water table.
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Tokimatsu and Seed (1987) proposed a procedure for evaluating the potential seismic settlements
from a single event. In their procedure, the volumetric strain of a soil layer was evaluated based
on the duration of an earthquake, the cyclic shear strain, and other factors. It was later noted that
in order to account for multi dimension shaking in the free field, the strain needed to be
multiplied by a parameter between 2 and 3 depending on whether it was accounting for two or
three dimensional shaking (Pyke, Seed et al. 1975). In general practice, it is common to
multiply these strains by a factor of two. These strains are then used to calculate the settlement
from the layer and the settlements of the entire profile are cumulatively added together to
determine the total settlement of a soil profile. The total settlement of the soil profile can be
found using the equation shown below.

n=# sublayers
n=1

Total Settlement = ), €, * thickness, (2)
In this equation, thickness is the thickness of the sub layer, n is the sub layer number, and ¢ is the
strain that occurs in the layer as a result of the loading caused by the earthquake.

As a result of the seismically induced settlements, large deformations can occur during or
even after the earthquake, depending on the time it takes for the pore water pressure to dissipate.
Seismic settlements can also induce quite large differential settlements that can cause damage to

buildings (Figure 2-8). More recently, several advances in this area have led to newer methods

being developed (Stewart and Whang 2003; Kramer 2008; Cetin, Bilge et al. 2009).
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Figure 2-8: Differential settlement in Iran 1990 after NOAA/NGDC - M. Mehrain, Dames
and Moore.

2.3.2 Lateral Spread
Lateral spread can occur during an earthquake as a result of cyclic mobility. The cyclic
mobility must occur as a result of liquefaction in an area where there is a slope or a free face.
The soil profile in these conditions has driving forces acting on it that can slowly move the soil
mass under repeated cyclic loads, such as during an earthquake. As the earthquake progresses,
the soil gradually moves downslope, or towards the free face, causing soil deformation, cracks,
fissures, and scarps (Youd and Bartlett 1995).
A hypothetical example of lateral spread is shown in Figure 2-7. In this figure a
foundation is shown before (A) and after (B) lateral spread has occurred. Soil thus mobilized
can cause severe damage to buildings, underground lifelines, bridges, and other structures as it

moves and shifts. The magnitude of the motion is not generally large when compared to flow
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failures, although displacements of 18 feet or greater have been observed. Due to the large areas
involved and the relatively large displacements the costs to repair damage caused by cyclic
mobility can be significant.

Youd and Bartlett (1995), in their paper on lateral spread, proposed an empirical equation
based on a case history database for use in prediction of the magnitude of lateral spread which a
scenario event would cause. This was later updated to the current form which is given in
equations 3 and 4 (Youd, Hansen et al. 2002).

log Dy = by + byM,, + bylogR* + b3R + bylogW + bslogS + bglog Ty s +

b;log(100 — F;5) + bglog(D5045 + 0.1) 3)

R* = R + 100:89M—5.64 4)

Where by-bg are coefficients specified by Bartlett and Youd (Table 2-1), M is the moment
magnitude, R is the horizontal distance to the seismic source in km, R* is the distance parameter
to account for near field effects, W is the free face ratio (%), S is the slope (%), and T;s, Fis, and
D50,5 are parameters describing the soil conditions. The values associated with each of the

coefficients by through bg can be seen in Table 2-1.

Table 2-1: Youd, Hansen et al. (2002) lateral spread coefficients

Case: bo b1 bz b3 b4 b5 b6 b7 bg
Ground

Slope -16.213 | 1.532 | -1.406 | -0.012 0| 0.338 0.54 | 3.413 | -0.795
Free Face | -16.713 | 1.532 | -1.406 | -0.012 | 0.592 0 0.54 | 3.413 | -0.795

This formulation is based on a deterministic single scenario approach. Recently, semi-
empirical forms of lateral spread calculations have also become available (Faris 2004; Kramer

2008). These equations are somewhat complex and are not discussed here.
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2.3.3 Flow Failure

Flow failures occur when there is a dramatic decrease in the available strength of the soil.
Flow failure effects are the result of either flow liquefaction or a loss of strength (see Figure 2-5).
They can lead to landslides and other large quick movements of soil. This type of liquefaction
was described by Seed and Idriss in their paper as flow liquefaction (Seed and Idriss 1971).
These types of failures generally pose a major risk to life and can cause large and costly damage
to infrastructure. They occur when the available resisting forces are exceeded by the driving
forces in a soil.

To find the available resisting forces in a soil requires an understanding of the soils
strength after liquefaction has occurred. Soils that liquefy will generally retain some strength
even after liquefaction has occurred. Determining the magnitude of this residual strength can be
difficult to do and contains large uncertainty. According to Franke (2011) several methods exist
for estimating this residual strength and include laboratory testing, in situ testing and
correlations, and normalized strength techniques. Laboratory testing is difficult to perform
properly as well as expensive and is not used routinely. One of the cheapest ways to obtain the
residual shear strength is to use the normalized strength techniques. Several normalized shear
strength techniques exist and can be used in practice (Seed, Cetin et al. 2003; Idriss and
Boulanger 2008).

Normalized strength techniques rely on charts and equations that have been developed
from case histories and laboratory testing. Using these techniques it is possible to estimate the
residual strength of the soil (Figure 2-9) although with a great deal of uncertainty involved.

There is also some difficulty in estimating residual strengths with these methods at higher SPT
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blow counts and shallower depths, with further research needed in this area (Franke 2011; Youd

2013).
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Figure 2-9: Plot showing normalized strength vs. Nyg.s (Idriss and Boulanger 2008).

Once the residual strength of a soil has been estimated it is possible to determine whether
a flow failure will occur. Flow failures occur when the resisting forces in the slope are exceeded
by the driving forces acting on the slope. If liquefaction has occurred and the resisting forces are
much smaller than the driving forces flow liquefaction and failure of the slope will occur. Flow
failures can pose a very real hazard when they are not prevented. A case history that illustrates
this point occurred when the lower San Fernando dam nearly failed because flow liquefaction

occurred on the upstream slope of the dam (Figure 2-10).
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Figure 2-10: Flow failure at lower San Fernando Dam 1971 after NOAA/NGDC - E.V.
Leyendecker, U.S. Geological Survey.

2.3.4 Loss of Bearing Capacity

Another affect commonly associated with liquefaction is a loss of bearing capacity. This
effect can cause major damage to buildings as it can result in failure of the foundations (Figure
2-11). The bearing capacity of the soil is reduced due to the buildup of pore pressures, which
causes the strength of the soil to approach its residual strength. This can decrease the ability of
the soil to resist loads and can result in a bearing capacity failure, which can ultimately lead to
collapse, failure of structures, and possible loss of life. Many of the approaches mentioned
above for estimating residual strengths of soils can be used to estimate the residual strengths

associated with this type of failure as well.

24



Figure 2-11: Bearing capacity failure after NOAA/NGDC - NOAA National Geophysical
Data Center.

2.3.5 Other Effects

Other effects of liquefaction include sand boils, ground motion attenuation, and
deformation flow failures. Sand boils (Figure 2-12) are the result of a buildup of and release of
pore water pressure.

As the pore water pressure finds cracks and weak planes in the soil, the pressure that has
built up during a seismic event is released. During this process, sand can be forced to the surface
and create what are known as sand boils as the pressure escapes.

As a result of liquefaction, ground motions can be attenuated. This occurs because the
waves that are traveling up through the soil must pass through a semiliquid portion of soil that is
undergoing liquefaction. When this occurs, some of the higher frequency waves are filtered due
to the sudden change in impedance in the soil layering. Liquefaction in effect ‘liquefies’ the soil

and modifies the ability of the soil to transfer energy and shear waves through the soil.
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Figure 2-12: Sand boil in El Centro, CA 1979 after NOAA/NGDC — University of Colorado
at Boulder.

Several other effects can also increase the hazard posed by liquefaction. It is important to
understand these other affects as they can potentially harm structures and infrastructure in the
area. These other effects include changes in the soil which can lead to failure of retaining walls
and changes in the soil which can lead to floatation of lifelines.

Liquefaction can cause the failure of retaining walls (Figure 2-13). This is especially true
in areas where hydraulic fill has been used. This can occur for several reasons, including the
increase in pore water pressure and the effect liquefaction has on the failure wedge. When
liquefaction occurs, it leads to the development of a much larger failure area than is normally
assumed in the design of retaining walls. Most retaining walls are designed to retain the active
case. When liquefaction occurs, the assumption of an active case is no longer valid as the shape

of the failure changes from the active case to a “hydrostatic” case and the resulting pressures on
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the retaining wall can increase dramatically. Failure often results as few retaining structures are
designed to hold up under the “hydrostatic” case. Liquefaction has resulted in the failure or

partial failure of many retaining walls (Day 2002).

Figure 2-13: Retaining wall failure due to liquefaction after
http://mceer.buffalo.edu/publications/bulletin/07/21-03/images/05Sembankmentlg.jpg.

Lifelines exposed to liquefaction can also be adversely affected. When liquefaction
occurs, the changes in the soil cause the buoyant force of the lifelines to exceed the available
ability of the soil to resist. Lifelines are often found “floating” above the ground surface after an
earthquake occurs and can be expensive to fix. Lateral spread caused by liquefaction can also
sever or destroy existing lifelines and can make emergency response and recovery after the

earthquake difficult and expensive.

27



3 CHARACTERIZATION OF SEISMIC LOADING

Liquefaction is strongly affected by the amplitude and duration of shaking to which the
ground is exposed. Soil might not liquefy during one earthquake, but might liquefy during the
next due to the differences in the seismic loading. To be able to predict whether liquefaction will
occur the engineer must first understand the types and frequency of seismic loading expected to
occur at a site. To understand these loadings an understanding of earthquakes in general and of

site specific seismic hazard analysis is beneficial.

3.1 Earthquakes

When an earthquake occurs, it usually releases its energy along a fault over a very short
period. An earthquake can also release the energy in several separate bursts along a single fault
or along several separated fault segments in an area. The energy that is released by an
earthquake can be amplified or changed by near source and directivity effects, basin effects, and
other effects that can occur (Kramer 1996). Ground motions will also tend to be larger in the
fault normal direction. These general rules have been observed using accelerometers and other
measuring equipment which record ground motions during an earthquake. The ground motion
measurements and other results can be used to help understand future events, and thus narrow the

uncertainty associated with the possible range of input parameters for a liquefaction analysis.
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The relationships that are made using these measurements are known as attenuation relationships

or ground motion prediction equations (GMPEs).

3.2  Modifying Effects

Ground motions developed using modern GMPEs do not take into account some of the
other effects that have been observed and are known to cause changes in the ground motions.
These effects must be accounted for separately by an experienced engineer. These effects
include near source and directivity effects, basin effects, soil amplification, and topographic

effects.

3.2.1 Near Source, Basin, and Topographic Effects

Near source, basin, and topographic effects cause changes in ground motions at a site.
Near source and directivity effects can modify ground motions and affect the way in which they
interact with a site. These effects occur due to the pulse created during the initial instance of the
earthquake. Usually near source and directivity effects will affect buildings within about 10-15
km of a fault; with the distance of these effects depending on the soil type and the geologic
setting at a site (Kramer 1996). The occurrence of these effects is based on whether the
earthquake occurs towards or away from a site as well as whether the site is located in the fault
normal or fault parallel position. If the fault ruptures toward a site it will often exhibit a pulse in
the time history data (Figure 3-1). This will result in local effects and damage that can be much
greater than the damage to surrounding areas or areas in the opposite direction from the fault

rupture.
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Figure 3-1: Pulse from Lander 1992 earthquake (top). No pulse from Landers 1992
earthquake (not in direction of fault rupture) (bottom).

Basin effects are common within the mountain west. These can amplify and change
ground motions extensively. Basin effects occur due to the reflective nature of the exposed
bedrock in the mountains surrounding a basin. As ground waves approach the edge of the basin
they interact with the rock and reflect and refract off the edges of the basin creating complex
patterns and interference. These reflections and refractions can make it difficult or impossible to
fully predict the ground motions within a basin.

Topography effects will also have an effect on the types of ground motions and their

prediction. Topography effects occur when there is local narrowing or concentration points in
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the geology which concentrate seismic waves and energy. These can lead to locally large

displacements and accelerations while the earthquake regionally may not be as large.

3.2.2 Site Amplification

Determining the amount of acceleration at the surface caused by the peak ground
acceleration (PGA) at bedrock of a site can be difficult due to the effect of the soil overlying the
rock. The change in acceleration caused by the overlaying soil is known as soil amplification.
To account for this effect there are several different methods available to researchers. Stewart et
al. looked at soil amplification statistically and determined that for a given age of soil, average
values could be used to find the peak surface or maximum surface acceleration (amax) using the
PGA of rock (Stewart, Liu et al. 2003). This is important because many of the measurements are
made and recorded for values corresponding to bedrock.

Using the Stewart, Liu et al. (2003) relationships allows the PGAq to be converted to a

surface acceleration am,y (5).

F, = % = exp[a + b * In(PGA)] (5)
where F is the amplification factor, an,x is the acceleration at the surface, a and b are factors
derived from the statistical analysis performed by Stewart et al., and PGA is the peak ground
acceleration of bedrock. Quaternary age values specified by Stewart et al. are a =-0.15 and b= -
0.13. Quaternary values should often be used as most soil layers at or near the surface in the
regions of concern are soils that have been laid down geologically recently. Further, most
liquefiable soils are younger in age, and will fall into the Quaternary period.

Alternatively, to find an,, from the PGA, a numerical site response analysis can be

performed. This is more site specific than using the Stewart et al. or other relationships might
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be, but can be expensive due to the need to characterize the soil located at the site through in situ
testing and lab testing. Numerical modeling can be run using equivalent linear or nonlinear
analysis. Equivalent linear models tend to be much cheaper to run, and may be appropriate for
sites where there is not a large enough budget to quantify the soils at the site sufficient to run a
nonlinear analysis. Kramer (1996) observed, however, that equivalent linear analyses tend to
have “spurious resonances...[and] can lead to an oversoftened and overdamped...[or]
undersoftened and underdamped system...”  The nonlinear analysis is generally more
sophisticated and thus more time consuming, but can sometimes lead to a more accurate
representation of what is occurring. It is difficult to implement due to the need to have a reliable
constitutive model. The development of such a model is difficult and costly and is only
performed for a few very critical sites.

The equivalent linear analysis can be used to model a soil profile. This allows the
engineer to determine amplification and modification of the ground motions as they travel from
bedrock to the ground surface. Equivalent linear models assume a shear modulus (G) and an
equivalent linear damping ratio (§) value and use these values to calculate the ground response.
The effective shear strain from the ground response is used to calculate new values for G and &.
This sets up an iterative process which continues until some minimum change between iterations
is reached (Kramer 1996).

The nonlinear analyses is more sophisticated than the equivalent linear analyses because
it takes into account the changes that occur in a soil layer with time and the fact that soils do not
react linearly under large strains. For example, during an earthquake, soil amplification will not
be as high by the end of the earthquake as it was at the beginning when liquefaction occurred, as

the liquefaction will attenuate the ground motions. Other similar nonlinear relationships exist.
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As researchers develop better constitutive models, the results of nonlinear analyses become more
accurate. Developing those constitutive models is currently one of the major problems with
nonlinear analyses. Another major problem can be the need for much larger computing power,
although this is decreasing with time as computers become more powerful. One major
advantage of nonlinear analyses over equivalent linear analyses is the ability of the nonlinear
analyses to develop models of pore pressure development.

The benefits of running these analyses are that they allow the engineer to develop a site
specific amplification factor as well as other site specific values and can lead an engineer to have
more confidence in the results than can be achieved with some of the more generalized
relationships. It can also allow the development of plots of different properties, such as pore
pressure and surface acceleration, with time.

The simpler of these two approaches is the correlations developed by Stewart, Liu et al.
(2003). In order to use these relationships, however, a predicted value for PGA . is required.
The development of the PGA can be done using a seismic hazard analysis. Such analyses will be

discussed in detail in the following sections.

3.3 Seismic Hazard Analysis

A seismic hazard analysis is a complex process that evaluates seismic hazards in a region.
It requires extensive knowledge about the nature of the seismic sources in the region. Generally
there are two basic approaches to evaluating seismic hazards, namely, deterministic seismic
hazard analysis (DSHA) and probabilistic seismic hazard analysis (PSHA). Each type of
analysis will be discussed in detail as both can be used to evaluate liquefaction hazards at a site

or aCross a region.
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3.3.1 Deterministic Seismic Hazard Analysis

A deterministic seismic hazard analysis (DSHA) is the easiest form of seismic hazard
analysis. It takes all of the sources of hazard and analyzes them based on the possibility of an
earthquake occurring. To perform a DSHA four steps are usually taken:

1. Identify the active sources and magnitude — This can be quite difficult due to the fact
that not all seismic sources have been identified, and some have been identified but
the data for the fault is insufficient to allow characterization of the size of earthquake
it can generate.

2. Compute the closest source to site distance — Some error can occur here due to either
lack of data or lack of exact measurements for the fault location.

3. Compute ground motion values — Computation of the ground motions using some
form of relationship is common. NGA equations are often used in the western US,
and updated GMPEs are currently being developed for other areas in the US.

4. Identify governing ground motions for scenario earthquake — This is usually the
earthquake that will have the largest ground motions at the site.

Once these steps are taken, the governing ground motions are used in design. This process has
some disadvantages however, as it does not account for the likelihood of the governing
earthquake occurring, only the possibility that it will occur. It also does not explicitly deal with
uncertainty in attenuation relationships or seismic source characterization. These weaknesses

have recently begun to be addressed by using Probabilistic Seismic Hazard Analyses.

3.3.2 Probabilistic Seismic Hazard Analysis
Probabilistic seismic hazard analysis (PSHA) is becoming more prevalent in the

engineering community. A PSHA looks at all sources of hazard and the likelihoods and
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uncertainties associated with a given seismic source. By accounting for this uncertainty a PSHA
can be used to more fully account for all the possible types of seismic hazard associated with a
site. A PSHA deals directly with the spatial, temporal, size, and attenuation uncertainty. A

detailed discussion of each of these types of uncertainty and how they are accounted for follows.

3.3.2.1 Spatial Uncertainty
Spatial uncertainty is the uncertainty associated with the location of the earthquake.
Spatial uncertainty occurs because prior to the seismic event, it is currently impossible to predict
exactly where the epicenter of the earthquake will be. Spatial uncertainty can be accounted for
by dividing a fault into bins along a line or grid (Figure 3-2) and assigning a probability to each
section (which represent the likelihood of the earthquake occurring in that section). Typically,
unless there is evidence to the contrary such as evidence of seismic gap behavior, a uniform

distribution of likelihood is assumed for all portions of the grid or line.

Seismic Source B

Seismic Source A

1 2 3 SITE

Figure 3-2: Spatial uncertainty bin techniques for a) a source of known location and b) a
source whose location is somewhat unknown or which covers a wider area.
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A grid is used in cases where the location of a fault is unknown. This occurs most often
when the fault does not surface but is known to exist due to earthquake records. Line source is
used when the exact location of the source is known. A fault that has been mapped through

seismic and geological studies can be represented as a line source.

3.3.2.2 Temporal Uncertainty

Temporal uncertainty occurs because the actual time an earthquake will occur is
unknown. This leads to uncertainty in how often the event will occur, or even if it will occur.
This is handled by applying the Poisson probability model, since the time it will occur is often
widely distributed and relatively unknown, making it an almost random event. A Poisson
probability model assigns all times the same uncertainty, or in other words they are considered to
occur at completely random times. More recently time dependent models have been developed
(Wong 2012). These time dependent models take into account the fact that earthquakes do not
occur independently of each other, but in fact have a time dependent relationship. Currently time
dependent models are not widely used due to the difficulty in gaining a large enough data set to
develop the necessary relationships in a region. Obtaining a large data set is made difficult due

to the time periods over which most earthquakes occur.

3.3.2.3 Size Uncertainty
Size uncertainty occurs because faults can produce earthquakes of varying sizes and
durations. The size of an earthquake is vital to understanding the effects from the earthquake,
but it remains unknown until the earthquake occurs. To account for this, engineers have
developed what are known as recurrence laws. A recurrence law is a relationship between the
return period of an earthquake and its magnitude. The relationships show that larger earthquakes
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tend to occur less often than smaller earthquakes. One of the first papers to recognize this
pattern was written by Gutenberg and Richter (1944).

There are many different types of recurrence laws; some of which include slip-dependent
recurrence laws (Slemmons 1982), bounded Gutenberg-Richter recurrence laws (Gutenberg and
Richter 1944), and recurrence laws based on the characteristic earthquake (Youngs and
Coppersmith 1985; Wells and Coppersmith 1994). These recurrence laws can be used to
determine the mean annual rate of exceedance and thus the return period for a given ground
motion parameter. The return period is usually given in years (i.e. the average number of years
before a ground motion parameter exceeds a specified value) and is the inverse of the mean
annual rate of exceedance where the mean annual rate of exceedance is the probability that the
average value will exceed a given value annually. For example a return period of 500 years

would correspond to a mean annual rate of exceedance of 1/500 = 0.002.

3.3.2.4 Attenuation Uncertainty

Attenuation uncertainty occurs because the attenuation models used in probabilistic
seismic hazard analysis are not always exactly correct. The variation between the different
models is known as epistemic uncertainty. This epistemic uncertainty is often dealt with by
assigning probabilities to different relationships and then incorporating several different
relationships into the PSHA. For example, if an engineer has two different relationships they
feel are equally likely, the relationships would each be weighted accordingly with equal
probabilities of 50% and the results of each relationship would in effect be averaged to obtain the
final value. In this way multiple GMPE’s can be used to account for epistemic uncertainty

associated with ground motion prediction.
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There are many different types of GMPE’s. PSHA’s tend to use several models as
explained above. Different approaches to developing these types of models with varying levels
of complexity and success have been developed. Often in the development of GMPE’s the
Ergodic assumption is used. The Ergodic assumption states that an Ergodic process is a process
which “is random process in which the distribution of a random variable in space is the same as
the distribution of that same random process at a single point when sampled as a function of
time.”(Anderson and Brune 2000) Application of the Ergodic assumption allowed the
combination of geographically dissimilar events into one data set and is necessary due to the
limited ground motion data available for statistical analysis.

Recently the USGS worked with 5 teams of researchers to develop the next generation
attenuation relationships (NGA) (Power, Chiou et al. 2008). These models tend to be more
complex than some of the earlier models. The NGA models allow the determination of the types
of ground motions that will occur at a site given a seismic event’s magnitude and the fault
geometry of the fault generating the event. The NGA equations are valid in most of the United
States, as they are valid where there are strike slip, normal, and reverse faults. A sample of the
type of output obtained from these relationships is shown below in Figure 3-3.

The NGA relationships are only valid for normal, reverse, and strike slip type faulting
mechanisms. Other GMPE’s have been developed for use in areas with subduction zones.
These areas require a different set of equations as the ground motions and magnitudes associated
with subduction zones are different than those associated with other faulting types. Several
relationships exist for classification of these ground motions including Zhao, Zhang et al. (2006),

and Atkinson and Boore (2003).
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Figure 3-3: NGA results created using NGA equations worksheet created by Linda Al Atik
2009.

The USGS and other open source models use the aforementioned relationships as well as
other relationships in their seismic source models to determine the peak ground acceleration and
other parameters. The incorporation of multiple models allows epistemic uncertainty to at least

be limited in the final output of the PSHA.

3.3.2.5 Seismic Source Model Development
Open source seismic source models have been developed for public use for most of the
continental United States by the USGS and others (Petersen, Frenkel et al. 2008) . A seismic

source model looks at all the possible sources of seismic activity and their respective return
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periods as well as the type and size of earthquakes that can be expected. The geophysicist will
then develop a model showing the sources that can contribute to seismic hazard which
incorporates the uncertainties associated with those sources. The development of seismic source
models is a complex topic which will not be covered in detail here as it is mainly pertinent to the
realms of seismology and geophysics.

The way these uncertainties are accounted for can most easily be seen in a deaggregation
plot. The deaggregation plot showing the contributions towards the ground motions of interest
can be deaggregated to show the amount of contribution towards that hazard incurred as a
function of distance and magnitude (Figure 3-4). These deaggregated contributions can be used
to determine which seismic sources contribute most to the ground motion. For example, Figure
3-4 shows that there is a seismic source with a moment magnitude (M,,) between 6.4 and 7.1 that
is located within about 3 km of the site and a second source located about 48 km from the site,

which contributes to the total probabilistic seismic hazard.

B Mag.5-5.7
B Mag.5.7-6.4
Mag. 6.4-7.1
B Mag.7.1-7.9
m Mag.7.9-8.6
Mag. 8.6 -9.3

Contribution [%]

Distance [km]

Figure 3-4: Deaggregation for Seattle site for 1039 year return period.
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Uncertainties in the location and magnitude of the events are also apparent in the
deaggregation. For example, the fault system located at a distance of roughly 3 km has some
uncertainty in its magnitude (M,, from 5.0 — 7.9), and thus has varying contributions for several
magnitude bins. The deaggregation also shows distance uncertainty which can be most easily
seen with the source at 48 km which has contributions toward the total hazard starting at about
33 km and ranging up to 93 km.

Understanding and characterizing seismic sources and ground motion parameters is
important in an analysis of liquefaction. If the seismic loading input into the liquefaction
analysis is erroneous, then the liquefaction analysis will carry forward those same errors. To
understand if liquefaction will initiate, a thorough deterministic and/or probabilistic analysis
must be performed, and the possible sources of error in those analyses understood and accounted

for.

3.4 Seismic Hazard Curves

Once all of the sources of uncertainty have been examined and uncertainty accounted for,
the total probability theorem can be used to develop a seismic hazard curve associated with a
particular ground motion parameter or outcome. The total probability theorem states that the
probability of a given event is the sum of the probabilities of the contributing events. In terms of
seismic modeling this is done by taking the probabilities from the seismic source and

determining the probability of a given event using equation 6.
Ny Npm N *
Ays = N2y v X0 Yty PIY > y™ [ my, 1] PIM = my] P[R = 1] (6)
where A+ 1s the mean annual rate of exceedance for a given magnitude. P[Y>y*m;,r] is the

probability of the actual ground motion exceeding the specified ground motion given a
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magnitude m;, a source to site distance r and a contribution from each of the seismic sources v;.
This equation is used to develop values from which a seismic hazard curve can be developed for
a given ground motion parameter such as PGA or PGV. The development of these hazard curves
is useful in engineering practice as it facilitates the development of hazard curves for other
parameters. This can be done using the PEER triple integral in conjunction with equations which

predict the probability of liquefaction which will be discussed in more detail later.
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4 ASSESSMENT OF LIQUEFACTION INITIATION POTENTIAL

Three different types of assessment of liquefaction initiation potential have been
developed. These methods are laboratory testing, numerical modeling and simulation, and
empirical deterministic methods. These methods enable the engineer to gain an understanding of
whether or not a soil will liquefy. Once initiation is understood, the effects of that liquefaction
can be examined and a decision reached on the types of mitigating measures needed. These
three methods range in price and accuracy and a knowledge of all three is beneficial when

making decision about how to analyze a site.

4.1 Laboratory Testing

Laboratory testing can be used to evaluate liquefaction initiation potential. Several
different methods exist for obtaining samples from the field in order to perform lab testing on
them. A tube sampler can be used to obtain field samples in cohesive soils; however, granular
material is not sampled well using this technique. As most liquefaction occurs in samples which
are granular another method must be used. An alternative sampling method is to freeze the
samples and collect data in this manner. This has the advantage of producing much less sample

disturbance, but can be expensive and in some cases cost prohibitive.

43



Many different laboratory tests have been developed over the years to allow for the
testing of soil liquefaction potential. These tests include the cyclic triaxial test, resonant column
test, cyclic direct simple shear test, and the cyclic torsional shear test (Kramer 1996). Bhatia,
Schwab et al. (1985) conducted a comparative study between three of the available tests at the
time and found that stress and strain controlled tests yielded significantly different results.
Despite the inconsistency of the tests, the use of soil samples in liquefaction initiation can still be
beneficial to the engineer. Yoshimi, Tokimatsu et al. (1994) looked at the use of frozen samples
in a review of their previous work. They also conducted testing of additional frozen samples
which showed that frozen samples produce good results in sands.

More recent studies into liquefaction using laboratory testing include the works of Cetin
and Bilge (2012). They collected data from laboratory testing and examined the results of stress
controlled triaxial tests (CTXT) and simple shear tests (SST). Cetin and Bilge (2012) developed
models to help predict the cyclic strain and pore pressure ratio that soils would undergo during
cyclic loading. The tests showed that corrections were needed to bring laboratory testing results
in line with values consistent with field conditions.

Seed and Idriss (1971) describe the general process for evaluating liquefaction potential
using lab samples. The process uses laboratory testing to determine the number of stress cycles
needed to trigger liquefaction for various depths and confining pressures. They recommend the
use of cyclic load triaxial or cyclic load simple shear tests for this purpose. In general there are
four steps to evaluating liquefaction initiation using laboratory samples:

1. Establish soil conditions, ground motion parameters, and design earthquake.

2. Convert stress history into equivalent number of uniform stress cycles. Plot stress

level as a function of depth.
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3. Determine cyclic shear stresses that would need to be developed to induce
liquefaction. Plot stresses required to cause failure as a function of depth.
4. Determine where liquefaction will occur by examining stress level and comparing it
to stresses required to cause liquefaction.
Using this procedure with field testing it is possible to assess a soil’s liquefaction potential given
the design ground motions. The zone of liquefaction can be identified based on the cyclic stress

developed by the earthquake and the cyclic stress it would take to cause a given soil to liquefy

Cyclic Stress
require to cause
liquefaction

(Figure 4-1).

Zone of
Liquefaction for
FS=1.0

Cyclic Stress

developed by

earthquake

Figure 4-1: Stress curves used to evaluate liquefaction potential for given factor of safety
after Seed and Idriss (1971).

4.2 Numerical Modeling and Simulation

Numerical models in general yield results that are more detailed than generic
correlations. Numerical models can be made for the one, two, and three dimensional case. The
process of modeling is complicated by the difficulty in achieving a good constitutive model with

valid soil parameter inputs. To build a good numerical model of a site requires extensive testing
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and analysis which can be exceedingly difficult. Constitutive models which yield accurate
results that are well validated are also difficult to find (Vytiniotis 2012).

If a good numerical model is developed then numerical simulations can be run with some
confidence in the results. The results have the advantage of yielding time dependent output for a
soil profile. Numerical models are helpful when modeling soil profiles because they allow the
engineer to model nonlinear behavior. Output can also be made site specific. Nonlinear models
have added potential due to their ability to model soil as it is in motion, including its changing
pore pressure. Nonlinear models can be useful in our understanding of liquefaction as it is
through nonlinear models that we are able to model pore pressure generation and liquefaction

initiation under cyclic loads (Kramer 1996).

4.3 Empirical Deterministic Methods

Empirical deterministic methods have the advantage of using in situ conditions of the soil
profile which removes the need to accurately characterize the soil dynamic properties and
strength properties in a laboratory. This means that the uncertainties inherent in laboratory
testing are mostly eliminated, although they are partly replaced by uncertainties in the
relationships used with the in situ methods. Empirical deterministic methods allow for an
engineer to calculate the possibility of liquefaction occurring for a scenario earthquake at the site
of interest. Deterministic methods are limited to evaluating a scenario earthquake. The
following sections will discuss the simplified method in detail, as well as looking at different

techniques for assessing liquefaction initiation that have been developed over time.
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4.3.1 Seed and Idriss Simplified Procedure

Prior to the development of the simplified method, liquefaction analysis was usually
conducted solely on the basis of lab testing and field data. The lab tests were used to determine
if a soil was liquefiable. Seed and Idriss (1971) developed a simplified procedure for the
evaluation of a soil profile to determine if it was susceptible to liquefaction. In their paper, they
outlined several key points that needed to be examined to understand if a soil profile would
liquefy. These were soil type, relative density or void ratio, initial confining pressure, intensity
of ground shaking, and the duration of ground shaking.

However evaluation of many different parameters using lab testing was expensive and
often difficult to implement. In that light, Seed and Idriss proposed a different method for the
evaluation of liquefaction potential (Seed and Idriss 1971). This method has become known as
the simplified method and has since gained wide acceptance in engineering practice.

The simplified method as developed by Seed and Idriss takes into account the stress on
the soil, the maximum surface acceleration experienced by the soil, and a depth reduction factor
(referred to as a stress reduction coefficient) used to account for the change in shear stress with

depth. Their equation was of the form shown in equation 7.

Tapr = 0.65 * y;jh * Amax * T4 (7)
where T,y s the shear stress, y is the unit weight, h is the depth, any.x 1s the maximum acceleration
at the surface, and rq is the depth reduction factor. The depth reduction factor is important
because it accounts for variations in cyclic stress with depth. Using this equation, it was possible
to calculate the average shear stress by depth in a soil profile and compare it to the induced shear

stress. It is possible to modify this equation by dividing both sides by the effective vertical stress

at that depth. Doing so results in an equation for the cyclic stress ratio, CSR, which is the ratio
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of shear stress to the effective vertical stress in the soil (Seed, Tokimatsu et al. 1985). The

equation for CSR is given as,

Tav __ Oy _ %max
CSR—7—0.65*6,*—Q * 74 (8)

v v

where G’ is the effective vertical stress in a soil layer and oy is the total vertical stress in a layer.

The CSR can be used to evaluate liquefaction potential using the figure provided by
Seed, Tokimatsu et al. (1985) (Figure 4-2). In this figure the point at which liquefaction triggers
is correlated to a standard penetration test (SPT) blow count. The blow count is a measure of the
number of blows required to push 12 inches. SPT blow counts are correlated to many of the
different factors associated with liquefaction such as relative density.

To evaluate whether liquefaction will trigger two things must be determined. One is the
cyclic stress ratio at the site which can be found using equation 8. The other is the resistance a
soil can provide against liquefaction. This resistance is known as the cyclic resistance ratio
(CRR) and can also be found using Figure 4-2.

For example suppose we have calculated a CSR value of 0.20 using a scenario
earthquake. We can find the CRR for a soil profile with a blow count of 10 to be 0.115. Using
these values we would say that liquefaction will trigger as the cyclic stress is greater than the
cyclic resistance of the soil.

In modern practice the CSR is used in conjunction with the CRR to develop a factor of
safety against liquefaction initiation (FSy).

CRR
FSiq =7 9)

The factor of safety provided using this simplified procedure is much easier to find than could be
done using the previous methods. This simplified procedure for evaluation of liquefaction

initiation has been updated and is used widely in practice to evaluate liquefaction potential.
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Figure 4-2: CSR (1/c') vs. Nygo for sand from (Seed, Tokimatsu et al. 1985).

4.3.2 NCEER Procedure

As more data on liquefaction was collected, new methods began to emerge for evaluating
liquefaction initiation. This resulted in some confusion among practicing engineers about how to
evaluate liquefaction initiation. In order to help the civil engineering community to have
consistent practice and to help engineers to better understand how liquefaction analysis should be
conducted, a workshop was organized to resolve these differences. In 2001 a report was
published of the 1996 NCEER and 1998 NCEER/NSF workshops (Youd, Idriss et al. 2001) and
the findings of the workshops became common practice throughout the engineering profession.
The updates to the original simplified procedure consisted of updates to the SPT blow count
corrections, updates to the evaluation of CRR, and updates to the correction factors and depth

reduction factor used.
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4.3.2.1 Updated SPT Blow Count Corrections

One of the updates made by the workshop consisted of updating the SPT blow count
standardizations. These standardizations are necessary due to variations in the SPT measuring
equipment. These standardizations correct the SPT blow counts from the field (Ngeq) to a
standardized clean sand corrected value known as (Nj)s0cs. Several correction factors are applied
to correct the SPT blow count value for fines content, overburden pressure, hammer energy, rod
length, and sampler type. The value of (N;)so can be found by multiplying a Ngeq value by
correction factors such that,

(N1)6o = CnCg CRCBCSNfield (10)
where Cy is the correction factor for overburden pressure, Cg is the correction for hammer
energy delivered, Cr is the correction for rod length, and Cs is the correction factor for sampler
type. These corrections give standardized values for the SPT which can be used in relationships
and correlations. Values for the different correction factors can be obtained in Table 4-1. These
standardized values correspond to standardizations made based off of standard practice in the
United States.

Values for computing Cy can be obtained using:

cv=(2)" <17 (an

oyl
where P, is atmospheric pressure and o, is the initial vertical effective stress. The workshop
participants noted that this equation seems to have some problems handling overburden pressures
greater than 200 kPa.

Further standardization is needed for (N))eo to correct the value to a clean sand equivalent

for use in the liquefaction initiation procedures.
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Table 4-1: Correction factors (Youd, Idriss et al. 2001)

Factor Equipment Variable Term Correction
Overburden pressure - Cn | See Equation 11
Energy ratio Donut Hammer Ce 0.5-1.0
Energy ratio Safety Hammer Ce 0.7-1.2
Energy ratio Automatll_::a—tr:}meeornut—type Ce 0.8-1.3
Borehole Diameter 65-115mm Cs 1
Borehole Diameter 150mm Cs 1.05
Borehole Diameter 200mm Cs 1.15
Rod length <3m Cr 0.75
Rod length 3-4m Cr 0.8
Rod length 4-6m Cr 0.85
Rod length 6-10m Cr 0.95
Rod length 10-30m Cr 1
Sampling method Standard Sampler Cs 1
Sampling method Sampler without Liners Cs 1.1-1.3

The NCEER report recommended the use of R.B. Seed’s formulation of the clean sand
correction (Youd, Idriss et al. 2001) shown below.
(N1)socs = @ + B * (N1)go (12)

where alpha and beta are coefficients that correct the SPT blow count for fines content. The

values of a and 3 can be obtained using the relationships shown below.

(0.0 for FC < 5%
a={exp|176 = (3)]  for 5% < FC <35% (13)
(5.0 for FC = 35%
1.0 for FC < 5%
FC.S
B=14[099+ (=) for 5% < FC < 35% (14)
[ 12 for FC > 35%

where FC is fines content in percent.
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4.3.2.2 Updated Cyclic Resistance Ratio
The workshop recommended some updates to the simplified procedure proposed by Seed
and Idriss. These updates took into account the larger data sets that were available and the
additional research which had been performed. The workshop recommended calculating the
CRR using an (Nj)socs value corresponding to a magnitude 7.5 event (Youd, Idriss et al. 2001)

The equation that was recommended by the workshop is shown below in Equation 15.

_ 1 (N1)socs 50 _ 1
CRRM=75 = S oo T 135 T orinaomerasit 200 1 O7 (N1eoes <30 (15)

This form of the equation for the CRR was developed as an approximation of the CRR line seen

in Figure 4-3.
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Figure 4-3: CRR curves for fines content of 35, 15, and 5 % (Youd, Idriss et al. 2001).
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4.3.2.3 Other Updates and Changes
Several other factors were also updated by the NCEER workshop participants and
recommended for use. These updates included a new equation for the depth reduction factor (ry),
and discussion of the magnitude scaling factor (MSF), and the factors K and K.
The new equation for the depth reduction factor, ry was made to better encompass the
changes in rq with depth. The equations for rq are shown below.
rg =[1—0.00765 * z] for z < 9.15m (16)

rg = [1.174 — 0.0267 * z] for 9.15m <z < 23m (17)

where z is the depth in meters. A graphical representation of the values of rq with depth is shown

in Figure 4-4.
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Figure 4-4: Comparison of depth reduction factors (Youd, Idriss et al. 2001).
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The magnitude scaling factor, and the K, and K, factors were introduced to correct the
value of CRR to a magnitude 7.5 earthquake and for overburden effects and in place static
pressure affects that exist in the soil. The correction of CRR for these effects can be
incorporated into the equation for the factor of safety against liquefaction. The new equation is
shown below in Equation 18.

CRRp=75

FSuq = CSR

* MSF * K, * K, (18)
where MSF can be calculated using Equation (19), K; is a correction factor used to allow for
nonlinear correction of the overburden pressure at depth which can be calculated using
Equation(20), and K, is a correction factor used to correct for static stresses.

The magnitude scaling factor mentioned above can be found using several different

equations in the NCEER procedure. Equation (20) was selected for this study because it is

recommended by the workshop participants as the lower bound for MSF.

102.24

MSF = —— (19)

M3>°

In this equation My, is the moment magnitude of the scenario earthquake. Equation (19) was
chosen for use in this study (Figure 4-5). It can be seen to more closely follow values from
more recent studies (Cetin, Seed et al. 2004; Idriss and Boulanger 2010).

The factor, K;, was recommended for use by the workshop. The equation they
recommended was given as:

Ky = a3V~ (20)
where the effective stress is raised to the f-1 power where f is a value dependent on relative

density. For relative density values from 40 — 60%, f=0.7-0.8.
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Figure 4-5: Range of magnitude scaling factors (MSF).

For relative density values from 60 — 80%, f= 0.6-0.7. Figure 4-6 shows the range of values that
the NCEER formulation of this equation will yield using various f values.

The K, factor was originally meant to account for the fact that most of the data used in
developing the liquefaction correlations came from level case histories. The NCEER workshop
noted that this factor was “not to be used by non-specialists in geotechnical earthquake
engineering or in routine engineering practice.” This recommendation came because of the wide
range of published values available at that time. The workshop members felt that more research

was needed before these factors could be routinely used by engineering practitioners.
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Figure 4-6: range of values for K; using the NCEER equation (Youd, Idriss et al. 2001).

4.3.3 Cetin and Seed et al. Procedure

Since the NCEER workshop there have been several advances that have led to the
development of new relationships. One major advance was the development of statistical models
that allowed engineers to develop more statistically sound relationships for the variables
involved in a liquefaction analysis. The advancement of computational power in computing has
also lent itself to the development of more robust relationships.

Cetin and Seed et al. (2004) developed a method that could be applied to deterministic
analysis, although originally developed to allow the calculation of the probability of liquefaction.
They made some changes to the previous work using statistical analysis to develop updated
relationships. Their method also had the advantage of using a much larger data base than had
been used in previous analysis, and this allowed for a more comprehensive statistical analysis.
Some of the updates that were made included updates to the existing depth reduction factor
relationships, updates to the way the cyclic resistance ratio is calculated, and updates to the

scaling factors.
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4.3.3.1 Updated Depth Reduction Factor
A new relationship for rq was created using an updated database (Cetin and Seed 2004).
This new rq4 factor was of a more complex form. Some of the major changes that were made in
this update were to incorporate the use of magnitude, acceleration, and shear wave velocity.
The shear wave velocity was incorporated into the equations using a term Vi, which is
the average shear wave velocity over the top 12 meters of the soil profile. This value can be

found using the equation:

N
% _ 2i=1 ti _ 12m

s12m — Z{\lz ti/VSi _ZN ti (21)

i=1VSi

where t is the thickness of layer i, and Vi, is the shear wave velocity of the given layer. This
equation results in the geometric mean of the shear wave velocity for the upper 12 meters of the
soil profile for layers i to N.

Using this new term, a new equation for the depth reduction factor was regressed. The
regressions were performed on a data set created using a suite of synthesized values generated
with computer models. The value of the depth reduction factor can be calculated using equation

22 for d < 20 meters, and equation 23 for d values greater than or equal to 20m.

(1 L (=23.013 — 2.949amq, +0.999M,, + 0.0525Vs;,) )
~ (16.258 + 0.201ex p(0.341(—d + 0.0785V,,, + 7.586) )

Ty, = T 0,
¢ | 4 (=23.013 — 2949a4, + 0.999M,, +0.0525Vy;,) “ra
16.258 + 0.201exp(0.341(0.0785V,, + 7.586)
p

(22)
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( 1 4 (=23.013 — 2.949apmqe + 0.999M,, +0.0525V,1,) )
(16.258 + 0.201exp(0.341(—20 + 0.0785V,,, + 7.586)

Tq = (1 N (—23.013 — 2.949q,,,,,, + 0.999M,, + 0.0525V,) ) —0.0046
(16.258 + 0.201exp(0.341(0.0785V,;, + 7.586)
*(d—20) t o,
(23)

where an,x is the maximum surface acceleration, My, is the moment magnitude, and V3 is the
average shear wave velocity as found by Equation 22. It should be noted that Vy, is limited to a
range from 120 m/s to 250 m/s.

A comparison of these relationships to those proposed by Seed and Idriss (1971) shows
how the two relationships differ (Figure 4-7). The shapes of the depth reduction factor curve for
the Seed and Idriss and the Cetin and Seed relationships are very different at shallower depths.
Cetin and Seed et al. (2004) felt that the newer updated depth reduction factor was a more
conservative relationship. Cetin and Seed et al. also felt that it was a better representation of

what actually occurs in nature.

Figure 4-7: Comparison of Seed and Idriss 1971 (solid black lines) to Cetin and Seed et al.
2004 (grey lines) afterCetin, Seed et al. (2004).
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4.3.3.2 Updated Cyclic Resistance Ratio
These new 14 relationships were used in conjunction with other parameters and an enlarged
database to develop a new CRR eqaution using a bayesion updating analysis. The new equation

for CRR is shown below:

(24)

!
(N1)eo(1+61FC)—0, In(My,)—05 ln(g—Z)+94FC+95+96¢_1(PL)
13.32

CRR = exp (

where FC is fines content in percent, My, is moment magnitude, ,’ is the initial vertical effective
stress, Pa is atmospheric pressure, and Py is the probability of liquefaction which is set at 15%
for a deterministic analysis. The measurement estimation error can be either included or
removed by changing the values of 6,—0¢ (Table 4-2).

The CRR equation uses a standard cumulative normal distribution(®) function of the
probability which can be estimated in EXCEL© using a norm.s.dist function. A graph showing
the location of this curve is shown below (Figure 4-8). The top portion of the graph (values of
CSR greater than 0.4) was drawn in by hand and was recommended for use in deterministic

analyses.

Table 4-2: Model parameters (Cetin 2002)

Measurement/Estimation
Case | errors 0, 0, 0; 04 05 06 O
I Included 0.00 | 13.79 | 29.06 3.82 0.06 | 15.25 4.21
Il Removed 0.00 | 13.32 | 29.53 3.70 0.05| 16.85 2.70

59



FC >35% 15% <5%

06 ,
|
|
|

L
1!
I l"
05 F-FC< 5% ——<b———-POL——

I
FC =~ 15% N/
FC > 35% A0
e o4

0.4

0.2

0.1

Figure 4-8: CSReq* vs. Nigo according to Cetin, Seed et al. (2004).

4.3.3.3 Other Updates and Changes
The new relationsips proposed by Cetin, Seed et al. (2004) has an assumed MSF built
into it. The new MSF build into the CRR equation can be calculated seperatly for comparison

and use. The MSF equation was found (Kramer 2008) to be,

DWF = MSF = (5)2'217 (25)

MW
where My, is the moment magnitude, and DWF is the duration weighting factor which

corresponds to the MSF in other procedures.
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The new equation for CRR also has a built in fines correction for (N;)eo to correct these
values for clean sand. The form of this relationship can be found to be(Mayfield, Kramer et al.

2010):

(N1socs = (N1) 60 * Crines (26)

FC
Crines = (1+ 0,FC) + 05 () @7)

where FC is fines content in percent and 0; and 05 are both coefficients found through statistical

regression as shown in Table 4-2.

4.3.4 Idriss and Boulanger Procedure

An alternative update to the procedure proposed by Cetin, Seed et al. (2004) was
presented by Boulanger and Idriss (2006). Their procedure was regressed using a slightly
different database yielding a different set of changes. The changes proposed by Idriss and
Boulanger were newer correction factors for the SPT, updates to the depth reduction factor,

updates to the CRR equation, and other updates and changes.

4.3.4.1 Updated SPT Blow Count Corrections
Idriss and Boulanger updated many of the correction factors used to correct Ngeg to the
value for (N)socs. One of their updates was to the Cy coefficient. The new correction term as

proposed by Idriss and Boulanger can be obtained from,

m
Cv=(2) <17 (28)
m = 0.784 — 0.0768/ (N} goes (29)

where P, is atmospheric pressure, G’ is the vertical effective stress, m is a parameter estimated

using Equation 31, and (Nj)eocs 1s the corrected clean sands value for N. Figure 4-4 shows the
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relationship of Cy to Liao and Whitman’s relationship. These graphs show that as effective
stress increases, the value of Cy decreases, and as the value of (N)gocs increases Cy increases. It
is also of note that the values proposed by Idriss and Boulanger are bound on either side of the

mean value proposed by Liao and Whitman in 1986 (Idriss and Boulanger 2010).

Ciy Cy
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Figure 4-9: Cx for Idriss and Boulanger compared to Liao and Whitman (Idriss and
Boulanger 2010).
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Further updates were made to the equation used to determine the value of (N)eoes. The
new equations used are iterative in nature and are most easily solved in a spreadsheet or

computer program. The new equation for the fines content correction is given as:

(N1eocs = (N1)6o + A(N1) 60 (30)

(N1)6o = CnCg CRCBCSNfield (31)
_ 9.7 157 \?

A(N;)go = exp (1'63 t Fcroo1 (FC+0.01) ) (32)
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where A(Nj)eo is a term used to correct for fines content. The other factors include the energy
correction factor (Cg), the rod correction factor (Cg), the borehole correction factor (Cg), and the
sampler type correction factor (Cs). Except for the Cy value, these factors were not updated

from the original NCEER procedure.

4.3.4.2 Updated Depth Reduction Factor
Idriss and Boulanger developed an updated version of the depth reduction factor. The
updated relationship took into account the effect of magnitude as well as depth. The new

relationship for r4 is given as:

rq = exp(a(z) + B(2)M,,) (33)
a(z) = —1.012 — 1.126 sin (1127 + 5.133) (34)
$(z) = 0.106 + 0.118 sin (112—28 + 5.142) forz < 34m (35)

where a and P are coefficients that are dependent on depth (z), and My, is the moment
magnitude. The results of this relationship are seen to be comparable to the relationship used by
Idriss and Seed in 1971 (Figure 4-10).

Idriss and Boulanger used this simpler formulation for calculating rq4 - which is dependent
on magnitude and depth only - rather than the more complex formulation given by Cetin and
Seed et al (2004) as they felt that the use of shear wave velocity, “adds another degree of
complication and implied accuracy that is not warranted at this time.” (Idriss and Boulanger

2006).
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Figure 4-10: Comparison of rq Idriss and Boulanger to average rq from Seed and Idriss
1971 (Idriss and Boulanger 2010).

4.3.4.3 Updated Cyclic Resistance Ratio
Idriss and Boulanger (2006) proposed a new form for the CRR equation. Their new

equation was a polynomial of the form:

(N1)s0 (Meoes\. {(Neoes\" (N eoes\
CRRM=7'5"’"’=1“”"ZEXP( 121 T\ 126 ) U236 ) t\Tzma ) 728

(36)

where this equation uses CRR that corresponds to 1 atmosphere of overburden pressure and a
magnitude of 7.5. The CRR calculated using this equation will need to be corrected for
magnitude and overburden pressure using the MSF and K, correction factors. This will give the

value of the CRR at the given value for (N)eocs (Figure 4-11).
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Figure 4-11: CRR curve for Idriss and Boulanger (Idriss and Boulanger 2010).

4.3.4.4 Other Updates and Changes
Further modifications of the simplified procedure were made by Idriss and Boulanger to
incorporate changes warranted by increased understanding and increased data sets. These other
updates and changes included changes to the MSF, K, and K.
An update to the magnitude scaling factor was made as a result of a reevaluation by

Idriss. The updated MSF equation was given as:

MSF = 6.9 exp (—*2) — 0.058 < 1.8 (37)
This magnitude scaling factor was developed by Idriss in 1999 (Idriss and Boulanger 2006). It
can be seen in Figure 4-12 to be in essentially the same range as several previous relationships

and is close to the median values of the range defined by the relationships proposed by Seed and

Idriss, and Cetin and Seed et al.
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Figure 4-12: MSF comparison of Idriss relationship to other relationships. (Idriss and
Boulanger 2010).

K, another important correction factor which must be applied, was updated and can be

calculated by Idriss and Boulanger using the following equations (Idriss and Boulanger 2010).

K,=1-C,In (Z—) <11 (38)

1
Co = T5o-2ss ((NDsocs) <03 (39)

In these equations o’ is the initial effective vertical stress of the layer, P, is the atmospheric
pressure, and C, is a factor which incorporates the effect of SPT blow count. The equations
yield a relationship that can be seen in Figure 4-13 where the values are shown to decrease with
increasing (Nj)eocs and increasing effective stress. Thus, as we move deeper into the soil profile,

the K value will decrease the value of the CRR.
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Figure 4-13: Idriss and Boulanger K, relationship (Idriss and Boulanger 2010).

Idriss and Boulanger’s continued research into liquefaction resulted in a new set of

relationships for K, (Boulanger 2003) as well. The new relationship uses the following

equations:

Ky = a+b*exp(—%R)
1
1005, ~ “R

Q-In(5)

T
a = —
g
a= 1267 + 6360* — 634 exp(a) — 632 exp(—a)
b = exp[—1.11 + 12.3a? + 1.31 In(a + 0.0001)]
c=0.128 + 0.126a + 2.52a3

limits: « < 0.35 ; —0.6 <& < 0.1
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where « is initial shear stress over the initial effective consolidation stress, & is the state
parameter which is a function of relative density (D), and material type index number (Q) used
to represent the mineralogy of the soil (see

for details), and a, b, and ¢ are coefficients found using the equations shown. It is important to
note in these equations the limits that apply to o and &. These limits represent the range over

which the equation is valid.

4.4 Empirical Probabilistic Methods

Probabilistic methods are valuable because they tell you more about how the data is
spread and allow an engineer to more systematically handle error than can be done using
deterministic methods alone. Several different methods exist for preforming such an empirical
probabilistic analysis including Cetin and Seed et al. (2004), Boulanger and Idriss (2012), and

Juang, Ching et al. (2012).

4.4.1 Early Procedures

Early efforts to quantify the probability of liquefaction were made by several researchers
(Liao, Veneziano et al. 1988; Youd and Noble 1997; Toprak, Holzer et al. 1999). These early
analysis used much smaller data sets, as there was less data available at the time.

Liao et al (1988) used a small data set and developed statistical relationships which
would give the probability of liquefaction occurring. One model proposed (Liao, Veneziano et
al. 1988) gave the probability of liquefaction as follows.

1
" 1+exp[—Bo+B1xIn(CSR)+B2*(N1)eo)

P, (41)

In this equation Py is the probability of liquefaction and 3, —f3; are coefficients determined by the

analysis.
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This form of the equation was notable in that it was one of the first attempts to quantify
probability in this manner. Youd and Noble further advanced this work by adding magnitude as

a parameter in their analysis. They proposed a liquefaction relationship of the form,

In(CRR) = 2.466 — 0.7289M,, + 0.0834(Ny)gocs + 03231 + In (L) (42)

1-Pp,
where Py is the probability of liquefaction occurring and (1-Py) is the probability of liquefaction
not occurring (Youd and Noble 1997). In other words, if liquefaction is predicted to occur, there
is a (1-Pr) probability that liquefaction will not occur. Although not widely used in practice, this
relationship shows the first attempt to quantify liquefaction in terms of Magnitude, (N)gocs , and
PL. This is a notable improvement of the initial work of Liao (1988).

Further work was conducted in this area by Toprak, Holzer et al. (1999). The form of the
equation used was,

Py,
1-Pj,

) = 10.4459 — 0.2295(Ny)gocs + 4.0573 * In (oor ) (43)

Logit(P,) = ln(

This work was notable in that this form of the equation was more accurate for the data set used

by Toprak et al which was a larger data set than had been used previously and included the data
set that had been used by Youd et al (Toprak, Holzer et al. 1999).

More recently, researchers have used newer and larger databases, an increased

understanding of statistical analysis, and the greater computing power available to develop more

robust relationships for use in engineering practice (Cetin, Seed et al. 2004; Boulanger and Idriss

2012; Juang, Ching et al. 2012).
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4.4.2 Cetin and Seed et al. Procedure
Progress was made when a much larger database was used with a Bayesian model
assessment technique to develop new equations for use in probabilistic liquefaction triggering

analysis (Cetin 2002).

(44)

!
Ny1,60(14+81FC)—0; In(CSReq)—63 In(Myy)—6, ln(%)+(95Fc+t96
PL = q) - o a
€

This equation is of a similar form to the CRR equation used in the deterministic analysis.
The equation was modeled both with and without parameter uncertainty with values obtained as
given above in the deterministic section. This was a notable advance over previous studies, both
deterministic and probabilistic, as it enabled an engineer to arrive at a value for either CSRq or
Py directly instead of requiring multiple calculations. Built into this equation are both the MSF
and FC corrections.

Cetin and Seed et al. (2004) felt that the new relationship was improved over previous
relationships for several reasons. Older relationships had used a smaller, and in some cases, less
robust database for their analysis. The new database used by Cetin and Seed et al. was larger
than previous databases. Most other regressions had used a basic binary regression and left some
values such as FC and MSF as a priori (meaning they were not regressed as a part of the
relationship, but instead found FC and MSF values from previously developed relationships).

Finally, in the case of Juang and Ching et al. (2002) which had used more robust
statistical methods, the relationships used data which Cetin et al. felt had “some questionable
cases included” in the analysis (Cetin, Seed et al. 2004). Cetin and Seed et al. (2004) further
improved their data quality by taking into account the bias in the collected data toward liquefied

sites. They found a bias had been created by the fact that researchers had focused more on sites
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that liquefied when gathering data. The magnitude of this bias was felt to probably be about 1.5
to 1 for liquefied to non-liquefied sites (Cetin 2002) .

The Cetin and Seed et al. probabilistic analysis has been widely used in literature to
further the field of earthquake engineering and liquefaction analysis. In areas such as settlement,
liquefaction initiation, and performance-based design, the Cetin and Seed et al. probabilistic
model and the database developed in the process of the development of that method have been
used successfully by several researchers as a basis from which to expand earthquake engineering

(Kramer and Mayfield 2007; Kramer 2008; Mayfield, Kramer et al. 2010).

4.4.3 Boulanger and Idriss Procedure
The Boulanger and Idriss (2012) procedure has recently been published as an alternative
to the Cetin, Seed et al. (2004) model. This new model uses a database similar to the one used
by the Cetin, Seed et al. (2004) model with a few key differences which they felt better
represented the data. Boulanger and Idriss felt that these differences were critical to the
formulation of an accurate equation.
The new model proposed by Boulanger and Idriss was similar in form to their

deterministic model. The formulation of the equation chosen by Boulanger and Idriss is,

, — o (_ e, (“126:“)2—(“;1,?:“)3+(W;i-ff“)“—z-w—m(cmMﬂ_s,o,f,:mtm)>
, =

TIn(R)
43)
where o) 1s the standard deviation with respect to the CRR, CSR is corrected for magnitude
and overburden, and (N)eocs 1S the SPT blow count value corrected to a clean sand value using

the equations from the deterministic approach.
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Boulanger and Idriss in their paper, proposed an equation for dealing with the standard
deviation for their analysis. Their equation allows the engineer to break up the standard
deviations from CSR, CRR and the SPT (N) value. Using their equation it is possible to find a

total overall standard deviation.

2 (1 2N 3N?2 an3 \? 2 2 2
Otot = (m + 1262 - 23.63 + 25.44) (GN) + (O-In(R)) + (Gln(s)) (4'6)

The total standard deviation, oy, 1s defined in terms of oy - the standard deviation with respect
to N, omr) - the standard deviation with respect to CRR, and () - the standard deviation with
respect to CSR. Using this equation it is possible to compute the standard deviation for the
actual data used. Examples of values would be to use a COVx = 0.2; Gins) =0.2 ; onw) = 0.15.
The standard deviation of the SPT blow count (on) will equal COVy * N. In this way, a
systematic approach to the amount of variation in the equation for a specific site can be arrived at
and used in the analysis, such that the parameter estimation error is included.

Boulanger and Idriss (2012) agreed with Cetin and Seed et al (2004) that the data should
be weighted to account for a bias in the data towards liquefied sites. They accounted for this bias
using the same values used by Cetin and Seed et al (2004). However, due to the differences in

their databases, their equations yield substantially different curves for CRR.

4.4.4 Juang and Ching et al. Procedure

Another model, recently put forth as an alternative to the Cetin et al (2004) probabilistic
model, is the Juang and Ching et al. (2012) model. This model uses the same database as was
used by Boulanger and Idriss (2012), but uses slightly different assumptions. Juang and Ching et
al. used a variety of models in their regression of the data, and chose to not weight the data to

account for the fact that the number of liquefied sites where data was collected might be greater
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than the number of non-liquefied sites where data was collected. The form of the equation which
they recommended for use in practice was (Juang, Ching et al. 2012),

p, = L (47)

Lo 1+6Xp[—7.55(0.95—%}]

where the CRR and CSR are calculated using the method proposed by Idriss and Boulanger
(2010).

Juang and Ching et al. (2012) used a different set of starting assumptions and a different
statistical method for regressing their equations. It has the disadvantage for comparison purposes
of having used the Boulanger and Idriss data set, as well as their form of the CRR and CSR
equations; and as such, any errors or advantages therein are inherently included. This model also

did not remove parameter uncertainty from the final equation.
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5 PERFORMANCE-BASED EARTHQUAKE ENGINEERING

Performance-based engineering is a recent development in engineering that came about
as researchers began to seek reliable standards to deal with increasing socio- economic risks
posed by seismic events in urban areas (Franke 2011). Performance-based engineering allows
the development of risk and hazard analyses which deal with risk in a much more consistent and
systematic way. Deterministic approaches to analysis and design tend to yield a binary solution
set: either it fails or it passes. These deterministic relationships can be inconsistent in the
evaluation of hazard (Kramer and Mayfield 2007) and do not communicate risk adequately to all
stakeholders. The communication of risks and evaluation of safety have often been dealt with by
engineers in a haphazard and subjective manner in the past using factors of safety and other such
methods of analysis. The introduction of the performance-based framework by the Pacific
Earthquake Engineering Research center (PEER) has helped deal with these issues in a more

systematic way and allowed increased communication among all stakeholders.

5.1 PEER Performance-Based Framework

To change the way engineers deal with hazards, performance-based earthquake
engineering (PBEE) is being developed and researched by the Pacific Earthquake Engineering
Research center (PEER). By developing tools for performance-based design, engineers and

owners are better able to communicate and understand the risks and hazards associated with a
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projects. The performance-based framework focuses on a systems level approach, which allows
an engineer to understand how the entire system will react with respect to loss of life, risk of
failure, costs, and other parameters (Faris 2004; Franke 2011; Boulanger 2013).

Performance-based design is critical to the future of earthquake engineering. It is through
performance-based design that the overall impact of an earthquake on society as a whole can be
examined and questions of importance to engineers, owners, and society answered. It enables
engineers and others to examine costs and risks in terms of impact and cost to society both short
and long term. For example, society may feel that the risks posed by the failure of a hospital
building or civic center justify the extra cost associated with increased safety. With
performance-based design, such a goal is quantifiable, and the cost and benefits could be clearly
calculated and understood. With deterministic design, it is difficult or impossible to quantify
what the exact cost to benefit ratio might be and where the most improvement in safety might be
achieved. Performance-based design enables design criteria to be shaped by needs and costs
from all aspects of the project and community in a logical and quantifiable way.

The PEER framework was developed to meet the needs of both engineers and society as
a whole. The PEER framework facilitates designing to such criteria as fully operational,
operational, life safety, and near collapse (Faris 2004). This allows engineers to design to meet
the needs of a project, rather than designing all buildings to meet the same criteria. For critical
structures such as hospitals, fire stations, and police stations, an engineer can now design these
buildings to be operational during an earthquake, rather than simply designing them to not
collapse during an earthquake. Other structures which are less critical such as fast food places,

malls, or other structures can be designed to life safety criteria. The PEER performance-based
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framework gives the engineer flexibility in the design that is helpful in creating structures that

meet the needs of the public.

5.1.1 Framework Parameters

The framework proposed by PEER consists of all the parameters associated with a
project and the desired outcome. These parameters are the intensity measure (IM), the
engineering demand parameter (EDP), the damage measure (DM), and the decision variables
(DV) (Kramer and Mayfield 2007). These parameters can be combined together using the total
probability theorem. This theory can be applied to engineering applications using,

Ay = Tp2M ¥ IEPP S PIDV > dv* | DM = dm] « P[DM = dmy|EDP = edp;] +
P[EDP = edp;|IM = im;|Ad;y, (48)
In this equation Npy is the number of increments for DM, Ngpp is the number of increments for
EDP, Ny is the number of increments for IM, P[a|b] is the probability of a given b , and Apy is
the mean annual rate of exceedance with respect to various levels of DV (Kramer and Mayfield
2007). This equation is a numerical approximation of the triple integral. The greater the number
of iterations computed (i.e. the larger the values for Npy, Nepp, and Npy), the more accurate the
equation becomes (Franke 2011).

This equation can be used to create a hazard curve for the desired output as long as valid
relationships are maintained. In the case of a liquefaction analysis, this framework allows for the
creation of a hazard curve relating the EDP of liquefaction initiation ( or FSjiq) to the IM of amax

and magnitude using a fragility relationship.
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5.1.2 Hazard and Fragility Curves

A fragility curve is a curve developed based on the probability of an event. Fragility
relationships are usually given in the form of an equation for probability. Relationships for
liquefaction initiation have been developed by Cetin, Seed et al. (2004), Juang, Ching et al.
(2012), and Boulanger and Idriss (2012) and a discussion of these probabilistic relationships was
shown previously. A comparison of the three different fragility curves developed using these

relationships is shown for a hypothetical site in Figure 5-1.

1 7

o
00

Cetin et al.

[O004)

(Z005)
=== Boulanger and

\\\ Idriss (2012)
\\\ ------ Juang et al

6§]

Sm

D
P d
4

P[Nreq>N,eq* |a,,.= 0.158,

0.2 %
N (2012)
0 RS ¥wemsz=o-=-
0 10 20 30
N *

Figure 5-1: Fragility curves for liquefaction initiation (My = 6.5; apax = 0.15 g).

Using these fragility curves within the framework of the PEER method, it is possible to develop
a hazard curve that represents the liquefaction initiation hazard. This is done by using a
numerical approximation of the integral over the hazard.

Hazard curves are useful because they allow an engineer to more fully grasp the risks
involved with a selected level of hazard. They can also help the engineer determine if a little
more investment will or will not increase the safety of the building dramatically, thus allowing a

better assessment of where money should be spent.
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A good example of this is shown below in Figure 5-2 for a theoretical location and soil
profile. In this theoretical analysis, the hazard curve shows that very small change in the factor
of safety can yield both large and small changes in the return period of liquefaction. In this
example increasing the factor of safety from 0.75 to 1.00, an increase of 0.25, yields a change in
the mean annual rate of NON exceedance of almost a factor of 10. A similar change, from 1.00
to 1.25, yields a much smaller increase in the mean annual rate of NON exceedance. Thus the
cost effectiveness can be much smaller at larger factors of safety than at smaller factors of safety.
Using a hazard curve, an engineer can see at what point the diminishing returns no longer justify
the expense of increased safety. A more detailed discussion of the development of hazard curves

for liquefaction is given later.
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Figure 5-2: Hazard curve FS vs. mean annual rate of nonexceedance.

5.2 Performance-Based Liquefaction Initiation

The above principles can be applied to a liquefaction analysis. In the case of a
liquefaction analysis, there are two intensity measures associated with the probability of
liquefaction. These are amax and magnitude, which are obtained from a PSHA and are dependent

upon the GMPE’s and seismic source models used to develop the PSHA. These can then be
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related to the EDP which in this case is either the factor of safety against liquefaction (FSjiq) or
the SPT blow count required to prevent liquefaction (Nyq). This sort of application of the PEER
PBEE framework to liquefaction initiation potential was first undertaken by Kramer and

Mayfield (2007) and was considered by many to be a landmark effort.

5.2.1 Cetin et al. Performance-Based Procedure

Kramer and Mayfield (2007) recognized that the new framework proposed by PEER
could be applied to the problem of liquefaction initiation. This was a considerable advantage
over previously used deterministic methods as it was shown to allow for a more consistent
comparison of liquefaction initiation potential across sites of varying seismicity (Kramer and
Mayfield 2007).

In order to develop a performance-based liquefaction analysis, some modifications to the
existing PEER PBEE framework had to be made. Kramer and Mayfield (2007) first modified
the equation from a probability of exceedance to a probability of non-exceedance. This allows

for the determination of the probability of FSjiq being less than FSy;q* for a given IM.

Aps; = Zivzuf P(FS, < FS[IIM)AAp, (49)
They stated that this form of the equation was used, “because non-exceedance of a particular
factor of safety represents an undesirable condition, just as exceedance of an intensity measure
does” (Kramer and Mayfield 2007). This form of the equation uses the mean annual rate of
nonexceedance (A) instead of the mean annual rate of exceedance (A) (Kramer and Mayfield
2007).

Another modification by Kramer and Mayfield (2007) was made to address the issue of IM

sufficiency. Kramer and Mayfield pointed out that IM sufficiency does not exist for liquefaction
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initiation analysis and that the equation must be modified in order to address this problem. They
were able to make these adjustments and incorporate both an.x and m; into one equation for the
assessment of liquefaction initiation, where Alamax,mj 1S @ term understood to be the incremental
mean annual rate of exceedance for a single value of ay.c and m; (Kramer and Mayfield 2007).

mj

N Namax *
Aps; =%, X7 P(FS, <FS]

Amaxp My )AL (50)

Amax;Mj
In this equation, P(FS;q<FSiiq*|amax,m;) can be replaced by the relationship proposed by Cetin
and Seed et al. (2004) for the probability of liquefaction, modified such that it is in terms of FS;,.

The equation can then be given as,

!
N*(1+6,FC)=8 In(CSRoq*FSj;q ) ~03 In(m;)—6, ln(g—z)+95Fc+96

P[FSiq < FSiig|amax, mj] = @ |-

O¢

(1)

where N* is (N1)s0, CSR¢q 1s the cyclic stress ratio as given by Cetin and Seed et al. (2004), and
m; is the moment magnitude elsewhere shown as M,,. It is important to note that CSReq is
calculated using a value of an., corresponding to the event and m; is the magnitude of that event.
This allows for a performance-based approach to be applied over the entire range of possible amax
and m; values for a set of events.

Equations 49 and 50 are useful in running a performance-based liquefaction initiation
analysis. Kramer and Mayfield, however, were able to take it one step further and relate the
return period of liquefaction to the N value.

m

Nim; Namax *
ANipq = Xjoi Xicq P(N > Nfeg|@max, m;)AA (52)

Amax;Mj
where the term Anyeq* 1s the mean annual rate of exceedance for the N value, or in other words,

the mean annual rate of liquefaction initiation. P(Nieg™Nreq®|amax,mj) can be given by the
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relationship shown in equation 52, and will be shown in equations hereafter as Py.

probability of liquefaction (Pr) is a function that represents the fragility curve. Thus the hazard
curve with respect to magnitude and acceleration is used with the fragility function for the
probability of liquefaction to determine the hazard curve of the mean annual rate of exceedance
for liquefaction initiation. In this way the probability that any given value of SPT blow count
being greater than the required blow count (i.e. Nreg™>Neq®) for the hazard can be found with a

sum of probabilities.

developed (Figure 5-3).

In this way a hazard curve for any value of SPT blow count can be
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Figure 5-3: Process of developing hazard curves for liquefaction initiation.
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P can be found using a modification of the Cetin and Seed et al (2004) form of the
equation as well. This modification can be made to obt