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ABSTRACT

Developing Guidelines for Including Mobility-Based Performance
Specifications in Highway Construction Contracts

Shawn Jonas Larson
Department of Civil and Environmental Engineering, BYU
Master of Science

Construction zones can greatly affect the traffic flow on roadways, especially when lane
closures are required. Traditionally, the Utah Department of Transportation (UDOT) has used
traffic management specifications that only allow lane closures and road work to be done during
predetermined hours or specifications that require a certain number of lanes to be open at all
times. Recently, mobility-based work-zone traffic flow maintenance has been considered. This
method requires continuous monitoring of mobility-based performance data and a mechanism to
send alerts to the contractors when the mobility data does not meet the standards set by the
specifications. UDOT recently tested mobility-based performance specifications at an urban
arterial work zone and studied issues related to implementation of mobility-based performance
specifications. Parallel to this experiment, UDOT funded a study to develop guidelines for
implementing mobility-based performance specifications to manage traffic flow in work zones.
Dynamically collecting mobility-based data such as travel time and speed is now feasible using
technologies such as Bluetooth and microwave sensors. The core benefit of using mobility-
based performance specifications is that they can give the contractor more flexibility in
construction work scheduling while maintaining an acceptable level of traffic flow. If the level
of traffic flow is not maintained, then the contractor is assessed a financial penalty. The penalty
is determined by the amount of time where the flow is not maintained at a predetermined
condition. To discuss issues and develop guidelines, a task force consisting of UDOT
representatives, several representatives from the construction industry, and researchers from
Brigham Young University was formed. Through three task force meetings, a set of 12
guidelines were developed, including guidelines about when mobility-based performance
specifications should be used and which mobility data should be used. Some of the issues were
difficult for the task force members to agree on, and a decision-making theory called the
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) was used to find best
approaches to deal with some of the difficult issues associated with the implementation of
mobility-based performance specifications in highway construction contracts. These guidelines
should be reviewed as appropriate in the future as UDOT accumulates experience in using these
types of specifications.

Keywords: Shawn Larson, construction, mobility-based performance, specification, incentive,
disincentive, work zone, TOPSIS, task force
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1 INTRODUCTION

Roadway construction is necessary for maintaining the roadway system. Without
construction the roads would eventually become impassable. However, the roadway system is
relied upon every day and closing or limiting the amount of access due to construction will cause
congestion and increased delay. Lane closures severely limit the capacity of a roadway but are
often necessary for construction.

Traditionally, to limit the amount of delay caused by construction projects, a specification
for the construction will include a schedule for when lanes can be closed, or the specification
will require the contractor to keep a predetermined number of lanes open at all times.  Often, to
avoid any possible chance that daytime closures could cause unacceptable traffic conditions,
daytime hours that could be available for construction are limited, even though there might be
periods where construction work would not cause substantial amount of delay. These
requirements can limit the amount of construction work that can be completed in a day by
allowing work to be done only during certain hours. However, if the traffic conditions were to
be monitored continuously, more work could be done during the daylight hours while still
requiring that an acceptable level of traffic flow be maintained.

Mobility-based performance specifications can be used to help decrease delay caused by
congestion and increase the number of hours that contractors are allowed to work. However,
there are a number of concerns with how mobility-based performance specifications would

distribute the risk from a construction project. With these types of specifications, the contractors

1



would be asked to take more of the risk from the project. There are also concerns with how
mobility-based performance specifications would add financial penalties to the project without
giving an incentive for the contractor to use this type of specification. To deal with these issues,
a task force was created as a part of this project to discuss and develop guidelines on how
mobility-based performance specifications should be written and used for future construction
projects. The objective and scope of the research project as well as the organization of this thesis

are discussed below.

1.1 Research Objective and Scope

The purpose of this report is to record the results of the second phase of a study that was
conducted to review the feasibility of mobility-based performance specifications in roadway
construction contracts where the contractor is required to maintain a predetermined level of
mobility in the work zone.

The scope of the first phase of this study was to determine if there was technology
available to continuously monitor the mobility data selected for use in the specification and to
research the background of incentive/disincentive specifications, in particular, mobility-based
specifications. The results from this phase can be found in a report written by Saito et al (2012).

The objective of the second phase of the study is to develop a task force that will help
recommend a set of guidelines for what to include in mobility-based performance specifications.
These guidelines will be used for future projects that will employ mobility-based performance
specifications. The task force was composed of members of the Utah Department of
Transportation (UDOT), the Association of General Contractors (AGC), and Brigham Young
University (BYU) researchers. The purpose of the task force was to discuss the issues with

mobility-based performance specifications and create guidelines for future projects with
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mobility-based performance specifications. This purpose was accomplished through a series of
group meetings along with other analysis, including a Technique for Order Preference by

Similarity to Ideal Solution (TOPSIS) analysis of several different topics.

1.2 Thesis Organization

This report is organized into the following chapters: 1) Introduction, 2) Literature
Review, 3) Task Force, 4) TOPSIS Analysis Results, 5) Recommended Guidelines, and 6)
Conclusion and Recommendations. Following these chapters is a list of references and
appendices.

Chapter 1 presents the background, the objectives and the scope of the research. Chapter
2, Literature Review, presents a brief summary of findings of a search into decision-making
methods and techniques. Included in the methods researched are a number of multi-criteria
decision-making methods. Chapter 3 describes the formation of a task force that was created to
develop guidelines for mobility-based performance specifications and the results of three task
force meetings. Chapter 4 presents a TOPSIS analysis conducted as part of the research. Three
topics required a TOPSIS analysis: risk management, penalty-tier calculations, and incentives.
Chapter 5 presents the recommended 12 guidelines developed from the task force meetings and
the TOPSIS analysis. Finally, Chapter 6 presents the conclusion and recommendations from this
research. Appendix A contains an example of the TOPSIS spreadsheet distributed to each of the
task force members as part of this study. Appendix B presents TOPSIS worksheets completed

by task force members.



2 LITERATURE REVIEW

To help facilitate the discussion for the task force and reach a consensus on the guidelines
for mobility-based performance specifications, a literature review was conducted with a focus on
reviewing group decision-making methods and tools. Many decisions made by companies have
very important ramifications and can include a number of different variables or criteria. To help
with these decisions, a number of multi-criteria decision-making methods and other group
decision methods have been developed by researchers and private organizations.

Multi-criteria decision-making methods help to rank different alternatives when there is a
large amount of information that needs to be included in the decision. These methods rely on
mathematical formulations and numerical values assigned to different criteria to determine the
best alternative. They also require discussion and input from all of the stakeholders in the
decision-making process to assign numerical values and weights to the criteria and alternatives.

Many other decision-making methods are based on group meetings and discussions. One
of the other methods for group decision-making that was reviewed was Value Engineering.
Value Engineering is a process that helps to increase the value of projects and it has been used in
a number of different applications. There are a number of steps in Value Engineering that
include group meetings and discussions. Group decision-making tools that were reviewed
included the Functional Performance Specifications, which are used in conjunction with Value

Engineering, and Gradients of Agreement. These tools and previous experiences with



incentive/disincentive clauses in highway construction contracts are also summarized in this

chapter.

2.1 Multi-criteria Decision-making Methods

Multi-criteria decision-making methods have been developed to help make a decision
while taking into account a number of different criteria. Four different inputs are required for
multi-criteria decision-making methods. The first two inputs are a set of criteria and a set of
alternatives. The criteria are a set of variables upon which the alternatives will be ranked, which
may include cost, manpower, and other important characteristics of the alternatives. The set of
alternatives consists of all the possible outcomes that are being reviewed. The other two inputs
in a multi-criteria decision-making method are two sets of numerical values. Multi-criteria
decision-making methods employ numerical values that are given to a set of criteria; these values
are then used to rank the alternatives. Different multi-criteria decision-making methods use
different mathematical processes to take the numerical values and develop ranks for the
alternatives.

There are several multi-criteria decision-making methods that have been developed and
are used in a variety of industries including the Analytic Hierarchy Process (AHP), the
Elimination Et Choix Tranduisant La REalité or Elimination and Choice Expressing the Reality
(ELECTRE), and the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)
(Figueira et al. 2004, Opricovic and Tzeng 2004, Saaty 1994). These methods were selected
because they have been widely used, and they were evaluated for their possible use in this
research and summarized in this subsection. A number of other multi-criteria decision-making
methods were also initially considered, including the Preference Ranking Organization Method

for Enrichment and Evaluation (PROMETHEE), the Operational Competitiveness Rating
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Analysis (OCRA), and Visekriterijumsko Kompromisno Rangiranje, or, in English, multicriteria
Optimization and Compromise Solution (VIKOR) (Brans and Vincke 1985, Opricovic and
Tzeng 2004, Wang 2006). The AHP, ELECTRE, and TOPSIS methods are discussed in the

following subsections.

2.1.1 AHP

One of the more commonly used multi-criteria decision-making methods is the AHP.
AHP was created by T. L. Saaty and introduced in 1977 (Triantaphyllou and Mann 1995). This
method has been used in many different fields including medicine, planning and development,
forecasting, and resource allocation (Vaidya and Kumar 2006). AHP is based on using a pair-
wise comparison to determine a preferred alternative or solution. AHP is started by creating a
hierarchy for the decision. The hierarchy starts with the goal of the decision at the top, with the
objectives starting from a broad perspective down through different levels until the lowest level
objectives are reached, which have the most detail. Numerical values are then given to the
objectives to give them weights for comparison. These values are assigned through judgments or
comparisons of items that share a common parent or that are on the same level. All of these
comparisons can be represented in a matrix in which each alternative is compared to each of the
other alternatives (Saaty 1990). To compare each of the criteria and alternatives, a scale from 1
to 9 is used as illustrated in Table 2-1; these values are then put into a matrix (Saaty 1990). The
eigenvalue of the matrix is then used to provide a ranking to each of the alternatives. One
journal article discusses how an eigenvalue can be the only plausible method for determining

which alternative is preferred when a positive reciprocal matrix is used (Saaty 2003).



Table 2-1: Explanation of Ranking Values 1 to 9 (Saaty 1990)

Intensity of Importance Definition Explanation
1 Equal importance Two activities contribute equally to the
objective
2 Weak or slight
3 Moderate importance Experience and judgment slightly favor
one activity over another
4 Moderate plus
5 Strong importance Experience and judgment strongly favor
one activity over another
6 Strong plus
7 Very strong or demonstrated | An activity is favored very strongly over
importance another; its dominance is demonstrated in
practice
8 Very, very strong
9 Extreme importance The evidence favoring one activity over

another is of the highest possible order of
affirmation

Reciprocals of above

If activity i has one of the
above non-zero numbers
assigned to it when compared
with activity j, then j has the
reciprocal value when
compared with i

A reasonable assumption

1.1-1.9

If the activities are very close

May be difficult to assign the best value,
but, when compared with other
contrasting activities the size of the small
numbers would not be too noticeable;
however, they can still indicate the
relative importance of the activities

An example of the AHP process is shown in Figure 2-1. This example illustrates a

decision to purchase a house and was obtained from a paper by Saaty (1990).

In the case

outlined in Figure 2-1, there are eight criteria that need to be taken into account for three

different alternatives, or different houses A, B, and C. In this example the criteria are the size of

the house, transportation, neighborhood, age of the house, yard space, modern facilities, general

condition, and financing. For the next step in the analysis, a matrix is created for the criteria, and

comparisons are made using the 1 to 9 scale. In this scale the values represent the relationships

between the different alternatives. For example, if the cell that represents two of the alternatives

is given a value of 1, the alternatives would be considered equally important.
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Satisfaction with house

Size of
house

Transpor-
tation_

Neigh-
borhood

Modern
facilities

General
condition

Finan-cing

Figure 2-1: Decision Hierarchy (Saaty 1990)

The eigenvalue from the alternatives-criteria matrix is then used as the weights for the
criteria when the preferred alternative is determined. The matrix can be seen in Table 2-2. The
priority vector is the result of the eigenvector calculations and is used to determine the preferred
alternative. The alternative with a higher eigenvalue is preferred. In the table Ap.x is the
principal eigenvalue, CI is the consistency index, and CR is the consistency ratio. The CI is
calculated using Equation 2-1, where n is the order of the square alternatives-criteria matrix.
This is an index to assess how much the consistency of pairwise comparisons is away from the
perfect consistency. The consistency ratio is calculated by taking the consistency index of the
alternatives criteria matrix over the consistency index of matrices filled with random values. A
consistency ratio of 0.10 or less can be considered acceptable.

Cl = (Amax —m)/(n = 1) (2-1)
where:

Amax = the principle eigenvalue

n = the order of the square alternatives-criteria matrix



Table 2-2: Criteria Matrix (Saaty 1990)

1 2 3 4 5 6 7 g | FPriority

vector
1 1 5 3 7 6 6 173 U4 | 0.173
2 /5 1 1/3 5 3 3 1/5 /7| 0.054
3 1/3 3 1 6 3 4 6 15 | 0.188
4 1/7 1/5 1/6 1 1/3 1/4 1/7 8 | 0018
5 1/6 1/3 1/3 3 1 12 1/5 1/6 | 0.031
6 1/6 1/3 1/4 4 2 1 1/5 /6| 0.036
7 3 5 1/6 7 5 5 1 12 | 0.167
8 4 7 5 8 6 6 2 1 0.333

Amax = 9.669, CI = 0.238, CR = 0.169

Eight different matrices are then created, one for each of the criteria for the sample
problem. Again, the values 1 to 9 are used to represent the relationship between the each of the
alternatives. One matrix is created for each criterion to allow for comparison between each of
the alternatives based on the criteria. Table 2-3 shows each of the matrices created for this

analysis. In the table Anax is the principal eigenvalue, CI is the consistency index, and CR is the

consistency ratio, as explained previously.

The eigenvalues from each of the matrices are then weighted using the values from the
first matrix comparing the criteria. Next, these values are used to create a matrix of the
alternatives and the criteria as can be seen in Table 2-4. The eigenvalue of this matrix is then
used to determine the priority of each alternative. The formula for an eigenvalue is provided in
Equation 2-2. Also shown in Table 2-4 is the priority vector for the three houses; these values
were calculated by taking the sum of the priority vectors from each of the criteria multiplied by
the weights. From this analysis it is determined that House A is preferred, as it has the largest

value in the priority vector as shown in Table 2-4.




Table 2-3: Alternative Matrix for Each Criterion (Saaty 1990)

Size of house A B C Priority Yard A B C Priority
vector space vector
A 1 6 8 0.754 A 1 5 4 0.674
B 1/6 1 4 0.181 B 1/5 1 1/3 0.101
C 1/8 1/4 1 0.065 C 1/4 3 1 0.226
Amax = 3.136, C1 =0.068, CR =0.117 Amax = 3.086, CI1=0.043, CR =0.074
. Priority | Modern Priority
Transportation A B C ores A B C
vector facilities vector
A 1 7 1/5 0.233 A 1 8 6 0.747
B 1/7 1 1/8 0.005 B 1/8 1 1/5 0.060
C 5 8 1 0.713 C 1/6 5 1 0.193
Amax = 3.247, C1=0.124, CR =0.213 Amax = 3.197, CI1 =0.099, CR =0.170
Neighborhood | A B c | Priority | General |, B c | Priority
vector | Condition vector
A 1 8 6 0.745 A 1 1/2 Vs 0.200
B 1/8 1 1/4 0.064 B 2 1 1 0.400
C 1/6 4 1 0.181 C 2 1 1 0.400
Amax = 3.130, CI=0.068, CR =0.117 Amax = 3.000, CI =0.000, CR = 0.000
Age of house A B C Priority Financing A B C Priority
vector vector
A 1 1 1 0.333 A 1 1/7 1/5 0.072
B 1 1 1 0.333 B 7 1 3 0.650
C 1 1 1 0.333 C 5 1/3 1 0.278

Amax = 3.000, CI =0.000, CR = 0.000

Table 2-4: Alternative and Criteria Matrix (Saaty 1990)

Amax = 3.065, CI =0.032, CR = 0.056

1 2 3 4 5 6 7 8 Priority
(0.173) | (0.054) | (0.188) | (0.018) | (0.031) | (0.036) | (0.167) | (0.333) | vector
A 0.754 0.233 0.754 0.333 0.674 0.747 0.200 0.072 0.396
B 0.181 0.055 0.065 0.333 0.101 0.060 0.400 0.650 0.341
C 0.065 0.713 0.181 0.333 0.226 0.193 0.400 0.278 0.263
Av = Av (2-2)
where:

A = the alternatives-criteria matrix

A = the eigenvalue of the alternative-criteria matrix

v = a non-zero vector of the criteria weights

Past research has shown that the AHP has a problem with rank reversal (Millet and Saaty

2000). Rank reversal occurs when new information is added to an alternative and the order of
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the rankings changes for the alternatives that are not influenced by this new information. It can
also occur when a new alternative is added to the matrix and the previous order of the
alternatives is not the same with and without this new alternative. There has been some debate
about whether this invalidates the whole process or if it is just part of natural decision-making. It
has been shown that for AHP the number of criteria used has little effect on the number of rank
reversals but that rank reversals are affected by the weight distribution of the criteria (Zanakis et
al. 1998). Some modifications have been made to AHP to remove the rank reversal problem.
The modifications have led to the creation of the Ideal AHP, where each alternative is compared
to the ideal instead of to each other (Millet and Saaty 2000). Comparing alternatives to the Ideal

AHP removes rank reversal from this multi-criteria decision-making method.

A study that compared AHP, SMART (another multi-criteria decision-making method)
and TOPSIS concluded that the revised AHP was the best decision-making method for the two
evaluative criteria used. The first evaluation criterion was that a decision-making method that
works in multiple dimensions must also work in a single dimension decision. The second
evaluation criterion was that the decision-making method must yield the same outcome when a

non-optimal alternative was replaced with a worse alternative (Lootsma and Schuijt 1997).

2.1.2 ELECTRE

The ELECTRE multi-criteria decision-making method has been commonly used
throughout Europe. This method was first introduced in 1965 by a European company called
Specialty Equipment Market Association (Figueira et al. 2004). ELECTRE is based on
outranking alternatives. Each of these alternatives has criteria that are given numerical values in

a predetermined range. In this method the same range is used for each of the criteria in the
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different alternatives. These numbers represent how the decision makers feel, using any available
data and their judgment, about how the criteria relate to the alternatives. To find the best
alternative, this method uses these values as well as two conditions. The first condition is that
the strength of the concordant coalition must be powerful enough to support the conclusion of
one alternative outranking another. The concordant coalition is that a majority of the criteria
should be in favor of the assertion that this alternative is the preferred alternative. The other
condition that must be met to determine that an alternative is preferred to the others is that the
discordant coalition must not pass a certain level, or none of the criteria should too strongly
oppose this alternative being the preferred alternative. If both of these conditions are met then
one alterative outranks the other alternative and is preferred. The first ELECTRE method did not
have a set way to determine which alternatives met these two conditions; hence, it did not have
significant practical application, which required more development (Figueira et al. 2004). The
limited practical application of the first ELECTRE method has led to the creation of different
versions of ELECTRE. Each version has its own method for determining if an alternative meets

both the concordant and the discordant coalitions.

In the late 1960s the ELECTRE II method was developed. This method is focused on
ranking the options from the best to the worst option. To accomplish this, the ELECTRE II
method uses a technique based on the construction of an embedded outranking relations
sequence. There are two embedded relations in this method; the first one is a strong outranking
relation, and the second is a weak outranking relation; that is, an alternative can either strongly or
weakly outrank another alternative depending on the set boundaries determined by the decision
maker. For a simpler method, these can be simply combined into an outranking relationship,

which is the basis of the ELECTRE I method (Figueira et al. 2004). Once the concordance and
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discordance coalitions are calculated, they can be displayed in a matrix that shows the
relationship between all alternatives. For simple analysis this can be the final step, as the
preferred alternative can be seen in the matrix by which alternative has a value of 0.5 or above
towards the other alternatives. However, for more complex problems, the matrix can be
confusing, and creating a graph, called a preference graph, which shows the relationship between
the alternatives, is helpful. These graphs visually illustrate if an alternative is preferred to
another by either placing alternatives in bubbles and connecting them with arrows or using other

visual techniques (Raj and Kumar 2013).

To present a basic concept, an example of the ELECTRE method is shown using three
criteria and three alternatives. The criteria are accuracy, margin of error, and ease of calculation.
The three alternatives in this example are travel time, queue, and speed. Weights are also
assigned to each of the criteria. These weights are given so that if one criterion is more
important to the decision it can be taken into account in the analysis. The weights in this example

can be seen in Table 2-5.

Using the alternatives and criteria, a matrix is created as shown in Table 2-6. The values
in this matrix are from a predetermined set of the numbers, which in this case range from 1 to 10.
These numbers are assigned subjectively by the decision makers. In the example, a cell that
contains the number 10 means that the decision maker feels, based on any data or information
available, that the alternative is the best it can be according to the criteria. A value of 1 in the
cell represents that the alternative is the worst according to the criteria. These numbers represent

how each of the alternatives relates to each of the criteria.
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Table 2-5: Criteria Weights

Accuracy

Margin of Error

Ease of Calculation

0.25

0.45

0.30

Table 2-6: Alternative and Criteria Matrix

Alternatives Criteria
Accuracy Margin of Error Ease of Calculation
Travel Time 7 ] 5
Queue 5 3 5
Speed 4 3 )

Using the original matrix a concordance matrix can be created that shows the

concordance coalition that was calculated to show the relationship between each of the

alternatives. Table 2-7 presents the concordance matrix and Table 2-8 presents the discordance

matrix. The formula for the concordance coalition can be seen in Equation 2-3, where w is the

aggregate of the weights. In this example the concordance index is 0.70 when travel time is

compared to queue; this is the sum of the weights for accuracy and margin of error. This value is

used because the values in the alternative criteria matrix are larger for the alternative travel time

for the accuracy and margin of error. The discordance coalition formula is shown in Equation 2-

4. This calculation is used to determine if any of the values given to the criteria by the decision

makers object too strongly against one of the alternatives being preferred.

Table 2-7: Concordance Matrix

Concordance Index Travel Time Queue Speed
Travel Time -- 0.70 0.70
Queue 0.30 -- 0.25
Speed 0.30 0.75 --
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Table 2-8: Discordance Matrix

Discordance Index Travel Time Queue Speed
Travel Time -- 0.60 0.67
Queue 0.63 -- 0.33
Speed 0.38 0.20 --
C(h k w? 2
(h k) = S v=rw 2-3)
where:
w' = the sum of the weights for the criteria of the alternatives being compared if the

difference in criteria is positive

w = the sum of the weights for the criteria of the alternatives being compared if the
difference in criteria is negative

w = the sum of the weights for the criteria of the alternatives being compared if the
difference in criteria is zero

h = the alternative for which the concordance matrix is being calculated

LN
Il

the alternative being compared against

9gj(Ap)-9g;(Ag)

DR = 2™y G

(2-4)

where:
gi(Ay) = the alternatives-criteria relationship value for the alternative for which the

discordance coalition is being calculated

gi(Ay) = the alternatives-criteria relationship value for the alternative that is being

compared against in the calculation

the alternative for which the concordance matrix is being calculated

k = the alternative being compared against

From the concordance and discordance coalitions, the preferred alternative can be
identified. In the example described above, the preferred alternative is travel time. It is
preferred because its concordance coalition is larger than the discordance coalition for each

comparison that was made. In other words, the travel time alternative outranked the other
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alternatives in each comparison. For the preferred alternative, which in this case is travel time,
the comparison value in the concordance matrix is 0.7, which means that the majority of the
criteria are in support of this alternative, as 0.7 is greater than 0.5 or 50 percent, and no

discordance index is larger than the concordance index.

The ELECTRE III method was developed to improve how ELECTRE II deals with
inaccurate, imprecise and uncertain data. This method introduces pseudo-criteria instead of true-
criteria. In this method the outranking relationships can be interpreted as a fuzzy relationship.
To construct this relationship the definition of a credibility index is required; this index uses both
the concordance and discordance coalitions. The credibility index then characterizes the
credibility of the assertion that one alternative outranks another. This credibility index is based
on three ideas. The first idea is that if there is no discordance criterion, then the credibility index
is equal to the concordance index. If the discordance criterion objects too much to one
alternative outranking another, or if it is above the threshold level determined by the decision
maker, then the credibility index is null. Otherwise, the credibility index is calculated and can be

used to determine if one alternative outranking another is credible (Figueira et al. 2004).

The ELECTRE IV method is also based on the construction of a set of embedded
outranking relations. The main difference in this method is that this method is used when
weights are not assigned to the criteria. However, this does not necessarily mean that the criteria

are assumed to be weighted equally (Hokkanen and Salminen 1997).

In addition to these ELECTRE methods, there is the ELECTRE TRI method, which was
made to assign a set of actions, objects, or items to categories. Each of these categories is

ordered and characterized by a lower and upper profile. This process is meant to show the
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preference as the upper profile is preferred to the lower profile. There are also a number of other

ELECTRE methods that that are not widely used (Figueira et al. 2004).

The ELECTRE multi-criteria decision-making method has some problems with rank
reversal like AHP. This is where ranking already set will change when new alternatives or
information are added. The ELECTRE method is more susceptible to rank reversal in problems
with a high number of criteria and a lower number of alternatives (Wang and Triantaphyllou
2008). This susceptibility is confirmed in another study that showed the ELECTRE is more
robust or resistant to rank reversal in studies with fewer criteria (Zanakis et al. 1998). This study
also shows that in ELECTRE equal weights tend to produce more rank reversals and that the
distribution of criteria weights also has an effect on the number of rank reversals (Zanakis et al.

1998).

2.1.3 TOPSIS

TOPSIS was developed in 1981 by Hwang and Yoon (1981). Hwang and Yoon proposed
TOPSIS as a means to select the best alternative with a finite set of criteria. This multi-criteria
decision-making method is based on identifying how close the alternative is to the ideal solution
and how far the alternative is from the negative-ideal solution. There are five steps that need to
be taken in this process to determine the preferred alternative. The five steps in this report are
taken from paper written by Lofti et al. (2011), as well as some input from a paper written by
Behzadian et al. (2012). While the basis of TOPSIS analysis is the same, some users change the
order of the first two steps. The end rankings derived from the analysis will be the same, but the
numerical values will differ. An example structure for the matrix can be seen in Table 2-9,

where x;; is the rating of alternative i with respect to criterion j, and w; is the weight of criterion j.
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Table 2-9: Structure of Alternative Performance Matrix

Criterion 1 Criterion 2 Criterion n
Alternative 1 X7 X712 Xin
Alternative 2 X7 X2 Xon
Alternative m Xl X2 Xmn
wjp W) Wy

The first step of TOPSIS’s five-step process is to construct a normalized decision matrix.
This matrix represents the relationship between each alternative and criterion based on decision
makers’ subjective judgment. The rating values are assigned using a predetermined set of
values, often a set of integer values. The normalized matrix is created using Equation 2-5.

xij

= i=1,.,mj=1.n (2-5)
(22, 22y)

where:
n; = normalized matrix values
x; = rating of alternative i with respect to criterion j
i = alternative number
j = criterion number
m = number of alternatives

n = number of criteria

The second step is to multiply all values in the normalized matrix (n;) by the weight (w;)
for each of the criteria to create the weighted normalized decision matrix; this is done using
Equation 2-6. The key to accuracy in the TOPSIS method is to obtain as accurate weights for the
criteria as possible (Olson 2004). The weights are used to represent how important each of the
criteria is in determining the preferred alternative.

vii=nw,i=1,...mj=1,.,n (2-6)
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where:
v;; = weighted normalized matrix values
i = alternative number
j = criterion number
m= number of alternatives

n = number of criteria

The third step in the TOPSIS method is to determine the positive (v;") and negative (v;")
ideal solutions. The positive ideal solution is determined by taking the highest number assigned
to a criterion from all of the alternatives. This is done for each of the criteria. Then the negative
ideal solution is determined by taking the lowest number assigned to each of the criteria from the

alternatives.

The fourth step in the TOPSIS method is to compare the weighted alternatives to the
ideal solutions. This is done by calculating the separation between the alternative and the ideal.
This separation is calculated using Equations 2-7 and 2-8. In these equations, s represents the

separation and v;and v;; are the values in the i1deal solution and in the alternative, respectively.

si =X (v — v;')z]%,i =1,..,m (2-7)
where:
si" = separation of the alternative from the positive ideal solution
v; = weighted normalized matrix values
v;" = positive ideal solution values
m = number of alternatives

n = number of criteria
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si =Xy — vj‘)z]%,i =1,..,m (2-8)
where:
si’ = separation of the alternative from the negative ideal solution
v;; = weighted normalized matrix values
v; = negative ideal solution values
m = number of alternatives

n = number of criteria

The fifth step in the TOPSIS method is to determine the relative closeness of the
alternatives being evaluated and to rank the alternatives. The relative closeness of each
alternative is calculated using Equation 2-9. The closer the value of ¢; is to 1, the higher the
priority of the ith alternative. The alternative with the highest relative closeness value is the best

alternative (Behzadian et al. 2012).

57
=" st 45 22

where:
C; =relative closeness of alternative being evaluated
s; = negative separation of alternative being evaluated

s; = positive separation of alternative being evaluated

A sample TOPSIS analysis is shown in the following paragraphs using three alternatives
and three criteria. The three alternatives in this sample problem are travel time, queue, and

speed. The criteria are accuracy, margin of error, and ease of calculation. In TOPSIS the weight
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for each criterion is determined by the analyst. In this example the weights are represented by
percentage values in decimal form; however, the weights could be represented by other methods.
The weights used in the example are shown in Table 2-10. The sum of the weights must equal

one.

Table 2-10: Criteria Weights

Criteria
Accuracy Margin of Error | Ease of Calculation
Weights 0.70 0.25 0.05

Using these criteria and alternatives, a matrix is created. This matrix can be seen in Table
2-11, where the values given to each cell of the matrix used a range from 1 to 10 in this example.
The range used should be customized to the situation in question. The number assigned to each
of the matrix cells are subjectively based on available data and the rating range selected for

evaluation.

Table 2-11: Alternative and Criteria Matrix

Criteria
Alternatives Accuracy Margin of Error Ease of Calculation
Travel Time 7 4 6
Queue 2 4 8
Speed 6 5 7

The values from the original alternative and criteria matrix seen in Table 2-11 are then
normalized, using Equation 2-5, and multiplied by the criteria weights. The values in the new
weighted normalized matrix can be seen in Table 2-12.

In this computation, weights are

expressed in percentages such as 70 for 70 percent, not in decimal value such as 0.70.
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The next step is the creation of the positive and the negative ideal solutions. This is
accomplished by taking the largest values assigned to the three alternatives for each criterion for
the positive ideal solution and the lowest for the negative ideal solution. For this example these

values can be seen in Table 2-13.

Table 2-12: Weighted Normalized Matrix

Criteria
Alternatives Accuracy Margin of Error | Ease of Calculation
Travel Time 51.9 13.3 2.5
Queue 14.8 13.3 3.3
Speed 44.5 16.6 2.9

Table 2-13: Positive and Negative Ideal Solutions

Criteria
Accuracy Margin of Error Ease of Calculation
Positive Ideal 51.9 16.6 3.3
Negative Ideal 14.8 13.3 2.5

After determining the positive and negative ideal solutions, the separation of each
alternative to these solutions is determined, and the closeness is calculated using Equation 2-7, 2-
8, and 2-9. From the closeness values, the priority of the alternatives is determined. The highest
relative closeness value is preferred because the highest value represents the alternative closest to
the positive ideal solution and furthest from the negative ideal solution as expressed in Equation

2-9. These values can be seen in Table 2-14.

Table 2-14: Separation, Closeness, and Ranking of Alternatives

Alternatives Selg):sl;ilit‘i,zl}fer;m S;z;;?it‘if;nl;l;:ln Closeness Ranking
Travel Time 3.4 37.1 0.92
Queue 37.3 0.8 0.02 3
Speed 7.4 29.9 0.80
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A state-of-the-art survey conducted by Behzadian et al. (2012) on applications of
TOPSIS found that there were at least 266 research papers that used the TOPSIS method. These
papers were separated into nine categories: supply chain management and logistics; design,
engineering, and manufacturing systems; business and marketing management; health, safety and
environment management; human resources management; energy management; chemical
engineering; water resources management; and others including medicine, agriculture, and
education. Twenty percent of the papers came from Taiwan, the largest source of these papers.
The next three largest sources of TOPSIS-related papers were China, Iran, and Turkey
(Behzadian et al. 2012).

There are a number of advantages to TOPSIS. Some advantages of the TOPSIS system
according to a study by Behzadian et al. (2012) are that the method represents sound logic,
contains a scalar value that accounts for both the best and worst alternative, has a simple
computational process, and can be visualized on a polyhedron. However, like many other multi-
criteria decision-making methods, the TOPSIS method has an issue with rank reversal (Garcia-
Cascales and Lamata 2012). It was found in a study by Zanakis et al. (1998), however, that of
eight common multi-criteria decision-making methods, including four versions of AHP,
ELECTRE, TOPSIS, Multiplicative Exponential Weighting (MEW), and Simple Additive
Weighting (SAW), TOPSIS experienced the fewest rank reversals. It is still uncertain if rank
reversal makes the method unreliable or if it should even be an issue, but this phenomenon has
been noticed in TOPSIS. This issue was addressed in TOPSIS by changing the normalization
formula and introducing the absolute mode, or a change in how the ideal solutions are calculated,

which removes the presence of rank reversal (Garcia-Cascales and Lamata 2012). This study
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suggested that the given normalization formula, shown as Equation 2-4, be switched for a new
formula that is shown in Equation 2-8.

n; = zi/Maxi(z;;) (2-8)
where:

n; = cell value from the normalized matrix

z;; = cell value from the matrix being normalized

The absolute method, which is suggested to remove rank reversal, also changes how the
ideal solutions, both positive and negative, are calculated. In the absolute method, two fictitious
alternatives are created. Values of 1 to 10 are used in determining the value of each criterion for
each alternative. Then the values for the positive ideal suggested by Garcia-Cascales and Lamata
(2012) would be 10 for each criteria and 1 for the negative ideal for each of the criteria. The
absolute method with the new normalization formula has been shown to remove rank reversals
from TOPSIS. However, what the presence of rank reversal actually means for the validity of
the process is still highly debated (Garcia-Cascales and Lamata. 2012).

In a simulation comparison of the presence of rank reversals in different multi-criteria
decision-making methods, it was shown that TOPSIS was the most robust, followed by AHP and
then by ELECTRE (Zanakis et al. 1998). It was also shown that the number of criteria had little
effect on rank reversals for TOPSIS but that the distribution of criteria weights did have an effect

on rank reversal.

2.2 Value Engineering
Value Engineering, also known as Value Analysis, is a process that aims at increasing the

value of projects through a series of group meetings and group discussion. Value Engineering
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was developed by General Electric during World War II. The original idea for Value
Engineering was conceived in the early 1940s by Lawrence D. Miles, who worked for General
Electric (SAVE International 2007). The idea originated because of the scarcity of strategic
materials needed for producing products. Through the use of Value Engineering, General
Electric gained a competitive advantage by having more direction in what products to produce
and how to use the limited resources available. Soon this process was adopted by other
companies and the U.S. Army and Navy. In 1959 the Society of American Value Engineers was
established and since then Value Engineering has spread and become part of many industries,
including transportation. Since 1995 the Federal Highway Administration (FHWA) has required
Value Engineering studies on all projects that have an estimated cost of 25 million dollars or
more (NCHRP 2005). During these studies, the project is reviewed using the Value Engineering
process. Many projects in different states across the U.S. have had success using value
engineering to improve the value of projects. The main idea behind Value Engineering is to
focus on the function of the project or what the project must do, while reviewing other ways that
the product or process can accomplish this function. The function is measured by the
performance requirements of the customer and the resources that are available. The process of
using Value Engineering to analyze a function, or how a project is to fulfill its purpose, is
completed through six phases shown in Figure 2-2 and described in the following paragraph.

The first phase of the six phases of Value Engineering is the information phase where all
the information about the project is gathered and distributed among the group members. This
phase helps to increase the knowledge of the project background and create a common
understanding of the purpose of the project. Some of the desired outcomes of this phase are a

clear understanding of what needs to be addressed and what functions need to be considered. The
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second phase is the function analysis phase. During this phase, the functions, such as how a
traffic signal retiming will improve traffic, are discussed. This helps all team members to
establish the purpose of the project. The focus of this phase should be on making sure that the
project being reviewed satisfies the needs and objectives of the customer or beneficiary of the
project. After the team is updated on the project, the third phase is the creative phase, where new
solutions are brainstormed. The team generates a number of new ideas that will fulfill the
functions required by the project. To help with the brainstorming, it is recommended that rules
that protect the creative environment are established.

The fourth step of Value Engineering is to reduce the number of ideas in the evaluation
phase. This is called the evaluation phase because in this phase the ideas that were generated in
the creative phase are evaluated. Some of these ideas are then selected for development.
Following the evaluation phase is the fifth phase, which is the development phase where the
alternatives selected are developed into a short list of alternatives. The last and sixth phase is the
presentation phase. During the presentation phase, the different alternatives are presented to the
stakeholders so that a decision on the different alternatives can be made. Some of the details for
how the decision is to be made on which alternative to develop and present are left up to the
decision makers (SAVE International 2007).

The Virginia Department of Transportation (VDOT) has been using Value Engineering
since 1990 and has performed 1,101 studies on different projects. These Value Engineering
studies have included highway projects as well as special projects such as optimizing snow
removal operations, improving the building permit process and reviewing the utility relocation
process. VDOT reports that through Value Engineering the value of these projects and processes

has increased (VDOT 2012).
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The California Department of Transportation (Caltrans) has also been involved in using
Value Engineering. Many of the projects on which Caltrans has used Value Engineering were
highway construction projects; however, Caltrans also has studies called “process studies” that
are Value Engineering projects that deal with increasing the value of the engineering and

administrative processes.
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Figure 2-2: Value Engineering Flow Chart (SAVE International 2007)

construction and maintenance agreements (Caltrans 2011).

The process of Value Engineering is also used in many transportation authorities in

Canada, including the Ministry of Transportation for Ontario (Ontario Ministry of Transportation
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2006). However, in conjunction with Value Engineering, the Ontario Ministry of Transportation
uses a Function Performance Specification (FPS). The FPS is a document that identifies the
purpose of the project and describes the flexibility of each function. This document is then used
as a tool to help in the decision-making process. Each FPS contains four components: function,
criteria, level and flexibility. The function tells the need that is to be fulfilled by the project. The
criteria section expresses what will be used to determine if the function is being met. The
function, or what the project must do, must meet a predetermined level that is expressed in the
level section. An example application involves selecting a vehicle. For the vehicle “a number of
passengers” criterion is used and the level is set at five passengers. If a vehicle does not meet the
level, meaning it cannot carry five passengers, it would not be considered. There are four
different levels in the flexibility section of the FPS that show how negotiable the function,
criteria, and level are for this project. The range of values used by the Ontario Ministry of
Transportation to measure flexibility goes from FO (not negotiable) to F3 (very flexible), and an
example is shown in Table 2-15 (Ontario Ministry of Transportation 2006). This example is for
someone looking for an sport utility vehicle using four criteria. In this example, the four criteria
used are the number of passengers, style type, fuel efficiency, and price. For each of these
criteria, a level is given. This level is the minimum standard required by the decision maker. A
flexibility level is also given, which is used to show how flexible the decision maker is with the
levels assigned. The functional specification is then used in the Value Engineering process to

help guide the discussion.
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Table 2-15: Sample Functional Specification for SUV Selection

Criteria Level Flexibility
Number of Passengers 5 Passengers FO
Style Type SUV F3
Fuel Efficiency 12 liters/100 km F1
Price $15,000 F2

2.3 Gradients of Agreement

One important aspect of group decision-making is addressing how the decision will be
made. There are many different ways for a group to determine what decision to make. Some of
these different ways include voting, group consensus, or the group leader making the decision
after discussion. In the book “A Facilitator Guide to Participatory Decision-Making” by Kaner
et al. (2007), the Gradients of Agreement are given as a tool to determine where the group is at in
the process of coming to an agreement or consensus. The Gradients of Agreement consist of a
scale that ranges from 1 to 7, with each value having a different meaning in regards to how the
individual feels about the proposed solution to the discussed problem.

The Gradients of Agreement scale was developed in 1987 by Sam Kaner, Duane Berger,
and Community at Work, a consulting firm. Table 2-16 shows the Gradients of Agreement
(Kaner et al. 2007). The different numbers in the gradient are used to express where each
member of the group is at with respect to the proposed decision. There are also a number of

recommended ways to poll the group to see where they are at, these are “show of hands,” “pick

99 ¢e 2 ¢c

one and say why,” “simultaneous declaration,” “secret ballot,” and “two rounds of voting”

(Kaner et al. 2007).
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Table 2-16: Gradients of Agreement (Kaner et al. 2007)

Gradients of Agreement

1 2 3 4 5 6 7 8
Whole-heart | Agreement | Support with | Abstain More Don’t Serious Veto
endorsement with a reservations discussion | like but | disagreement

minor point needed will
of support
contention

2.4 Incentive/Disincentive Clauses in Construction Specifications

In the past UDOT has used incentive and disincentive clauses for construction projects

and material specifications. One particular specification that has included incentive/disincentive

causes is for Hot Mix Asphalt (HMA). The incentives/disincentives for HMA are based on

gradation, asphalt binder content, and density. A minimum of four samples is required for the

test to determine if incentives or disincentives are required. Table 2-17 shows the

incentives/disincentives for gradation, asphalt binder content, and density used by UDOT

(UDOT 2012b).

Table 2-17: Incentive/Disincentive for Gradation, Asphalt Binder Content, and Density

(UDOT 2012)

Percent of Asphalt within Limits Incentive/Disincentive

Based on Minimum Four Samples (Dollars/Ton)
>99 1.50
96-99 1.00
92-95 0.60
88-91 0.00
84-87 -0.26
80-83 -0.60
76-79 -0.93
72-75 -1.27
68-71 -1.60
64-67 -1.93
60-63 -2.27

<60 Reject
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The incentives for HMA construction specifications are based on percent of asphalt
binder content and density within limits. This is one example of how incentives/disincentives
clauses have been used by UDOT (UDOT 2012b).

Schedule-based incentives and disincentives are also used in UDOT construction
projects. Schedule-based incentives give the contractor pre-determined monetary incentives for
finishing a project early. The earlier the project is finished, the larger the incentive. However,
there is a maximum incentive that a contractor can receive from finishing the project early.
Disincentives are also assessed based on if the actual completion date is after the projected
completion date. To help with the schedule-based incentive and disincentives, an estimated
contractor schedule are created. From this a minimum time and a maximum time is determined,

along with the maximum incentive.

2.5 Chapter Summary

Decision-making methods were reviewed to help create guidelines for how mobility-
based performance specifications should be written in the future. One of the first items reviewed
were multi-criteria decision-making methods. The first of these methods is AHP. This method
creates a decision hierarchy and uses a matrix to compare each of the objectives on the same
level to help determine which alternative is preferable. In the matrix, values are given from a
predetermined set of values from 1 to 7. These numbers correlate to how the alternatives relate

to each other.

The next method reviewed is ELECTRE. This method uses an alternative/criteria matrix
where numbers are assigned to represent the relationship between the alternative and each of the

criteria. Weights are also determined by the decision maker. Using the matrix and the weights,
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two values are calculated, the concordance and discordance coalitions. The concordance
coalition 