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SUMMARY

Offshore wind power production is an attractive clean energy option, but the difficulty of

access can lead to expensive and rare opportunities for maintenance. Smart loads management

(controls) are investigated for their potential to increase the fatigue life of damaged offshore wind

turbine rotor blades. This study will consider two commonly encountered damage types for wind

turbine blades, the trailing edge disbond (bond line failure) and shear web disbond, and show how

3D finite element modeling can be used to quantify the effect of operations and control strategies

designed to extend the fatigue life of damaged blades.

Modern wind turbine blades are advanced composite structures, and blade optimization problems

can be complex with many structural design variables and a wide variety of aeroelastic design

requirements. The multi-level design method is an aeroelastic structural design technique for beam-

like structures in which the general design problem is divided into a 1D beam optimization and a

2D section optimization. As a demonstration of aeroelastic design, the multi-level design method

is demonstrated for the internal structural design of a modern composite rotor blade. Aeroelastic

design involves optimization of system geometry features as well as internal features, and this is

demonstrated in the design of a flying wing aircraft. Control methods such as feedback control also

have the capability alleviate aeroelastic design requirements and this is also demonstrated in the

flying wing aircraft example.

In the case of damaged wind turbine blades, load mitigation control strategies have the poten-

tial to mitigate the effects of damage, and allow partial operation to avoid shutdown. The load

mitigation strategies will be demonstrated for a representative state-of-the-art wind turbine (126m

rotor diameter). An economic incentive will be provided for the proposed operations strategies, in

terms of weighing the cost and risk of implementation against the benefits of increased revenue due

to operation of damaged turbines. The industry trend in wind turbine design is moving towards

very large blades, causing the basic design criterion to change as aeroelastic effects become more

important. An ongoing 100 m blade (205 m rotor diameter) design effort intends to investigate

these design challenges. As a part of that effort, this thesis will investigate damage tolerant design

strategies to ensure next-generation blades are more reliable.

xx



CHAPTER I

INTRODUCTION

Offshore wind is an attractive clean energy option, but the difficulty of access can lead to expen-

sive and rare opportunities for maintenance. The Structural Health and Prognostics Management

(SHPM) project at Sandia National Laboratories (SNL) (see [46], [48]) has developed a roadmap

to address these issues, in particular technology development to reduce operations and maintenance

(O&M) costs and increase energy capture for offshore wind turbines (WT). In one element of this

roadmap, smart loads management (controls) are investigated as fatigue considerations and the po-

tential has been identified to derate a damaged turbine via smart loads management to significantly

increase its fatigue life [46, 48]. Derating refers to altering the rotor angular speed and blade pitch

to limit loads on the blade at the cost of reduced power production.

High fidelity analysis techniques such as finite element modeling (FEM) should be used alongside

beam models to quantitatively and accurately characterize any load mitigation strategy in terms of

its effect to mitigate fatigue damage and extend life of turbine blades. High fidelity analysis is critical

in the case of damaged blades due to local effects in the damaged area of the blade. This study will

consider a commonly encountered damage type for WT blades, the bond line failure (or “disbond”),

and show how FEM can be used to quantify the effect of operations and control strategies designed

to extend the fatigue life of damaged blades. The FEM strategy will use a multiscale procedure,

with a “global” beam model analysis for behavior of most of the blade, and a “local” 3D FEA

model to analyze the behavior in the vicinity of the damage. The Virtual Crack Closure Technique

(VCCT) [72] will then be used to post-process the displacement and stress results from the 3D FEA

to provide estimates of damage severity and damage growth rates. The VCCT provides the means to

efficiently calculate an energy-based damage tolerance measure known as the strain energy release

rate (SERR). The results of this process will indicate the criticality of common damage features

with respect to damage location and type of loading, as well as provide a means to estimate the

fatigue life or growth of damage under a given operations and control strategy. A buckling analysis

will be used to determine the upper allowable limits for bond line failure along the shear web or

trailing-edge bond lines.

The purpose of a smart loads management system for WTs is to (a) avoid a catastrophic failure
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through advance warning, (b) plan cheaper maintenance and (c) increase energy capture by avoid-

ing shutdown. The resulting strategies will consist of decisions to shutdown, operate the turbine

normally, or operate potentially damaged turbines in a safe way. The recommendation to operate

damaged turbines must justify the risk of further damage to the turbine based on the local sensitivity

analysis results and the potential to increase the annual energy production (AEP) where inspection

and maintenance can be difficult. An effective prognostic control strategy will therefore reduce the

total cost of energy by reducing O&M costs as well as increasing power production for offshore wind

farms. The implementation of smart loads management strategies for modern WT blades will be

demonstrated with a variable-speed, variable-pitch system. Recommendations for the proper input

settings for sample loads management controllers will be based on the performance of the damaged

turbine as well as high fidelity analysis of the potential reduction in SERRs for the trailing-edge

disbond. The resulting loads management controllers are shown to successfully reduce SERRs as

well as dynamic blade deflections. These loads management controllers will then allow WT farm

operators to utilize damaged turbines during periods of down-time or delay maintenance in order to

maximize the profit of the wind farm as a whole.

Wind turbines are non-uniform beam-like structures utilizing advanced composite materials.

In many ways the challenges faced by WT designers are very similar to those faced by designers

of modern rotor blades or high aspect ratio aircraft wings. All three applications (WT blades,

rotor blades, and high aspect ratio wings) must deal with a large number of structural design

variables corresponding to the detailed composite structure as well as satisfy a wide variety of

manufacturing and aeroelastic constraints. One particular challenge is that the design variables

are often at the “local” level, and aeroelastic constraints must be satisfied on the “global” level;

this requires that some effort be made to connect the local design variables to global aeroelastic

performance. A procedure which treats these two problems nearly independently is the multi-level

procedure [138, 7, 74, 80], however this procedure has only been developed for uniform blades. This

procedure will be extended to non-uniform blades and demonstrated in an example of modern rotor

blade design. The multi-level procedure is especially useful when there is a wide variation in possible

structural configurations, but often the general structural configuration will be predetermined by

manufacturing constraints or practices. In this case, exploration or optimization of the beam analysis

portion still gives much insight into the general design guidelines for the local structural design. This

concept will be demonstrated with a design example for a flying wing aircraft, where the behavior

of the aeroelastic beam analysis code is explored first and then the structural design is carried out

within the limits allowed by the manufacturing procedure. In general, aeroelastic design margins
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can be relaxed if aeroelastic control design is used to improve aeroelastic performance. Aeroelastic

control design will be demonstrated for a high altitude long endurance (HALE) aircraft.

Average WT blade length has increased significantly, especially for offshore WT blades due to

the increased balance of station costs associated with offshore installation. The next generation of

offshore WTs will very likely be even larger. The large blade length has led to increased fatigue,

buckling, and other aeroelastic structural issues compared with onshore blades. For example, the

increased length and weight has led to increased cyclic edgewise loading and an associated increase

in trailing-edge fatigue issues. Therefore, aeroelastic design methods should implemented for the

structural and control design processes. The challenges associated with very large blades are then

investigated through the 100 m blade project at Sandia National Laboratories (SNL). As part of that

effort as well as other SNL blade design projects, a combined aerodynamic and structural design

optimization toolkit has been developed. This aero/structural WT blade optimization package then

was used to explore potential 100 m blade designs. The effect of trailing edge thickness on WT

blade design and damage tolerance is explored through a comparison study where designs with

conventional airfoils are compared to designs with airfoils with comparitively thick trailing edges

(flat-back airfoils) for aerodynamic performance, structural performance, blade cost, and damage

tolerance.

1.1 Concepts

The scope of this project is ambitious and targets nearly every aspect of WT blade design, includ-

ing aerodynamic optimization, structural design, controller design and evaluation, and operations

strategies for large offshore WTs. However, the main concepts for this work include aeroelastic

design, smart loads management, damage tolerance analysis, and design strategies for more reliable

blades.

1.1.1 Aeroelastic Design

High fidelity aeroelastic analyses have traditionally been invoked after many design details are al-

ready decided. A recent trend is to include these analyses early in the design stages. An anecdotal

example of this tradition is the tendency for airplane wing or rotor blade designers to check aeroe-

lastic design requirements after much of the design has been decided; flutter problems are still

commonly addressed in modern rotor blades with non-ideal solutions such as tuning weights added

to the leading edge. These non-ideal solutions suggest that aeroelastic analysis should be included

early in the design stages of rotor blades, aircraft wings, and large wind turbine blades.
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Aeroelastic design analysis methods for non-uniform structures are sometimes difficult and costly

to perform. Therefore, it can be helpful to separate the analysis or design optimization problem into

sub-problems where possible and use surrogate modeling techniques or approximations to replace

costly analyses if possible without a significant loss of accuracy. One helpful way to break down an

aeroelastic optimization problem is the multi-level method, where a beam-like structure is optimized

first at the 1D beam (“global”) level and then at the 2D section (“local”) level, where each level is

treated in an appropriate way. This multi-level method was developed for uniform blades but in this

thesis it is extended to non-uniform blades. At the global level, care must be exercised to constrain

spanwise variables based on possible distributions of beam section properties. At the local level,

the optimization method should consider the manufacturing process when choosing design variables.

The multi-level method is demonstrated for modern composite helicopter rotor blades, using realis-

tic structural design variables as inputs and aeroelastic stability and performance requirements as

constraints.

A successful aeroelastic design strategy should consider the potential for controls to alter or

improve the structure’s aeroelastic performance. As a secondary example to introduce the concept

of aeroelastic design, a design study is presented for high altitude long endurance (HALE) aircraft.

This study introduces the concept using both structural design and controls to tailor the aeroelastic

performance of a structure to mitigate design limitations imposed by aeroelasticity. In this example,

body-freedom flutter issues may limit the allowable flexibility of flying wing aircraft. Aeroelastic

design is performed first to increase the body-freedom flutter speed as much as possible without

incurring a significant weight penalty. Then, aeroelastic control design is evaluated for its potential

to improve the body-freedom flutter performance of the flying wing design.

1.1.2 WT Blade Damage Modeling and Analysis

The field of damage tolerance concerns a structure’s ability to “tolerate” or withstand damage,

which is assumed to exist in every structure at the size just below the threshold of damage detection

capability. For example, if the blade measurement technology is only capable of detecting damage

1 mm length and above, then it should be assumed that damage features of sizes less than 1 mm

exist within the structure. Then, damage growth rates are predicted and used to plan inspection

intervals for the structure to ensure any potential damage does not grow to an unacceptable size.

In the context of this study, it is also desirable to have a damage tolerance analysis procedure

that is efficient enough to be used in a control or structural design process. Therefore, the damage
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tolerance analysis procedure that requires the least computational effort would be desireable. For ap-

plications in which the structural behavior at multiple length scales is of interest, multiscale analysis

techniques can often significantly reduce the computational cost required to accurately capture the

behavior at each length scale. In this study, the blade behavior as a whole, or its “global” behavior,

may be thought of as consisting of blade deflections, blade vibration modes/frequencies/damping,

large scale buckling behavior, and power performance, and can be thought to exist on a length scale

of meters. The “local” effects of damage may be thought of consisting of local panel deflections in

the vicinity of the damage, stress field perturbations due to the presence of the damage, reduced

buckling capacities of panels or structural components in the vicinity of the damage, and can be

thought to exist on a length scale of mm. Therefore a multiscale analysis procedure would certainly

be appropriate for this study to efficiently capture both “global” and “local” effects of damage.

1.1.3 Smart Loads Management for Damaged Blades

If blade damage is detected in a WT blade, the typical response is to avoid further damage completely

with a shutdown of the damaged turbine. However, there may be a long span of time between the

occurrence of damage and a later opportunity to perform maintenance on the WT blade. Therefore,

it would be ideal if damaged WTs can continue to operate, thus increasing the AEP of the wind

farm as a whole. It would not be desirable to induce further damage by continued operation of the

turbine under normal levels. Smart loads management is proposed as a way to mitigate the effects

of the damage during continued operation. Of course, sufficiently accurate models of blade damage

should be used to quantify the effects of any continued operation of damaged turbines in terms of

risk of inducing further damage.

The purpose of the smart loads management system is to (a) avoid a catastrophic failure through

advance warning, (b) plan cheaper maintenance and (c) increase energy capture by avoiding shut-

down. The resulting strategies will consist of decisions to shutdown, operate the turbine normally,

or operate potentially damaged turbines in a safe way. The recommendation to operate damaged

turbines must justify the risk of further damage to the turbine based on the local sensitivity analysis

results and the potential to increase the AEP. An effective prognostic control strategy will therefore

reduce the total cost of energy by reducing O&M costs as well as increasing power production for

offshore wind farms.
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1.1.4 Damage Tolerant Design

The aeroelastic design studies featured in this work will demonstrate how aeroelastic design require-

ments may be included in the early stages of design for modern composite rotor blades and HALE

aircraft. Similarly, this work intends to advocate for moving aeroelasticity and damage tolerance

considerations into the preliminary and conceptual aerodynamic and structural design processes for

WT blades. To this end, combined aerodynamic and structural optimization procedures that ac-

count for damage tolerance will be investigated. The primary design drivers for large WTs are listed

below:

1. Maximum dynamic deflections, as these can lead to tower strike if they are outside of design

limitations

2. Blade fatigue, as WT blades are required to be certified for 20 years of continuous service

3. Skin panel or spar buckling, which is exacerbated for large blades due to increasing panel size

and large blade deflections

4. Aeroelastic instability (flutter), which can occur for large wind turbines at angular speeds

comparable with operating speeds

This study will add damage tolerance as an additonal design consideration for large WT blades, and

make recommendations for design of the next generation of more reliable WT blades.
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CHAPTER II

BACKGROUND

A general cost-benefit analysis of offshore wind energy is presented by Snyder and Kaiser [128].

This analysis identifies the relative cost and risk of offshore turbines (compared with onshore) as

a main barrier for acceptance of offshore wind, and highlights the larger percentage of operational

and maintenance (O&M) costs of the total offshore cost of energy (compared with onshore). A

review of offshore wind development in the UK is given in [56], and the “future” of US offshore wind

development was given (in 2004) in [96]. A major goal of the SHPM project is to present operational

and control strategies for offshore wind that will minimize the total cost of energy, by avoiding blade

damage or mitigating blade damage growth with smart loads management. The strategies developed

will consider both the potential to increase revenue and reduce O&M costs for one turbine as well as

the potential to optimize power production and O&M costs for an installation of multiple turbines

(wind farm).

There has been significant interest in the area of O&M strategies for WTs, as well as control

strategies for blade load mitigation. This work ties those two ideas together to attempt to under-

stand the role of load-mitigating control strategies within a WT or farm O&M strategy. Damage

tolerance methods utilized in other aerospace industries can then be applied within this framework

to determine the necessary level of derating and ensure that damage growth is mitigated.

WTs are typically certified with standards provided by the International Electrotechnical Com-

mission (IEC) [27]. Specifically, there are a number of load cases that designers are required to

analyze. These load cases include wind speed sweeps, turbulent fatigue analyses at each wind

speeds, dynamic wind events during operation, and extremely high wind speed events for which the

turbine will be in a parked (braked) condition. The design blade life specified by the IEC is 20 years.

A notable design load case (DLC) is the Extreme Coherent Gust with Direction Change (ECD) load

case, which involves a sudden increase of wind speed at the same time as a sudden change of wind

direction. Figure 1 shows the wind profile for this DLC, as it will be used to characterize the per-

formance of control strategies or designs throughout this work. This load case is notable for its

typically large out-of-plane dynamic blade deflections, which are a primary design driver for large

WT blades.
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Figure 1: Wind profile for “extreme coherent gust with direction change” analysis. Vx is aligned
with the shaft axis and Vy is perpendicular to the shaft direction (but not vertical).

The following reviews the available literature on the subjects of WTs, blade damage, damage

detection strategies, the finite element method, the finite element method for multiscale problems,

damage modeling strategies, control strategies, and design strategies.

2.1 Analysis of Damage Effects

The effects of blade damage are subdivided into “global” and “local” effects. The global effects

are large-scale blade behaviors that can generally be fully captured with beam models, while local

effects are smaller scale behaviors induced or affected by the damage, and these generally require

3D shell or brick FEA models to capture. This subdivision of damage effects also aligns with the

multiscale analysis concept, where global effects are associated with coarse models that capture the

whole blade behavior and local effects are associated with refined models that only model the vicinity

of the damage.

2.1.1 Global Effects of Damage

It is assumed that effects of damage such as stress field perturbations are fully 3D in nature; that is

they may affect the material in the same cross-section as the damage as well as material inboard or

outboard of the damage location. Therefore, the presence of damage may violate some of the basic

assumptions that are used to reduce the 3D blade structural problem to a 2D section analysis and

a 1D beam analysis. Furthermore, many beam models are based on displacement assumptions that

will certainly fail to apply in the vicinity of the damage due to these local effects. However, these

local stress fields should remain within a characteristic length of the damage and the remainder

of the blade should behave as if it were undamaged. However, the presence of the damage will

reduce the blade stiffness, and this is the main way blade damage impacts the global performance

in terms of beam model results. In this way a beam model can be used to determine the change

in displacements and beam section loading due to damage, and the section constitutive data for

sections far from the damage location need not change. Although the stress recovery process of the
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beam analysis procedure may be invalidated by the presence of damage due to these local effects,

other than changes to the model section properties it is assumed that these local effects do not affect

the 1D beam displacements and rotations.

To assess the stiffness of healthy blades, there are essentially three options: use displacement

assumptions such as the Euler-Bernoulli (EB) assumptions along with Classical Lamination Theory

(CLT), use a more accurate section modeling tool that does not make a priori assumptions (VABS),

or use a 3D shell or brick model to calculate displacements and rotations with respect to a given

set of loads (BPE). PreComp is an NREL open source code that uses EB and CLT assumptions to

calculate the beam section properties [8]. VABS is a section analysis tool that uses the Variational

Asymptotic Method, and is efficient and accurate with respect to fully 3D methods [151, 149].

Although VABS is generally more accurate than PreComp [22], it relies on a finite element mesh

of the section whereas PreComp needs only the section structural description. The preprocessor

PreVABS is available to generate the mesh for VABS from the section description but has difficulty

meshing some geometries [23]. The VABS/ANSYS macro [57] is another preprocessor able to take

an ANSYS model of the section description and produce the VABS input file. The NuMAD toolbox

includes an approach known as BPE (Beam Property Extraction) that uses the ANSYS shell model

to calculate displacements and rotations with respect to a given set of input loads [85].

The efficiency of a section analysis tool would be ideal for design strategies that account for the

possible reduction of stiffness due to damage. To assess the reduction of stiffness for sections in

the vicinity of the damage, the simplest approach would be to use either PreComp or VABS with

either reduced section properties or modified section geometry. Of the two, VABS far more likely to

accurately capture the damage effects due to its lack of displacement assumptions. The accuracy of

using VABS with a modified section will be compared to fully 3D models of the damage to assess

if it appropriate to use VABS for damaged beam models. Although there has been work to include

matrix cracking effects into VABS [112], to the author’s knowledge a comprehensive comparison of

VABS results of a blade with discrete damage feature with results from a 3D analysis not been made.

A preferred aeroelastic beam analysis tool for WTs is Fast/AeroDyn. This code was develeped

by the National Renewable Energy Laboratory (NREL) and is widely used within the industry and

academic WT communities. The theory manual is not yet available, but a general description of the

theory is given within the user’s manual [64]. The analysis of global effects of damage for WTs has

been undertaken by Myrent et al. [97, 98] as another part of the SHPM project. Therefore, for this

thesis a detailed investigation into “global” damage effects is not intended. However, it is necessary

to obtain global models for use in control system design.

9



2.1.2 Local Effects of Damage

Local damage effects have been studied by many, and concepts of damage tolerance are well estab-

lished for metallic materials such as aluminum or steel. There has also been significant progress in the

area of damage tolerance of composite structures, although failure prediction and damage progres-

sion analysis of composites is much more difficult due to anisotropy and more complex mechanisms

of damage progression.

The mechanism by which damage progresses from one severity level to another is the growth

of cracks due to stress concentrations. For WT blades, these stress concentrations will depend on

the damage geometry, the atmospheric conditions including the possibility of extreme events, and

the behavior of the pitch, yaw, and angular speed (RPM) control systems. One particular type of

damage that is typical to WTs is adhesive bond failure, which is described more academically in [2].

The mechanisms of fatigue crack growth in a bonding interface are also studied in [126].

2.1.3 Stress-based Fatigue Predictions

The onset of damage is often predicted using an S-N curve and Miner’s rule. The S-N curve describes

the relationship between stress level σ and the number of cycles N to failure and can be expressed

mathematically as:

σαN = C (1)

Here α and C are material constants, and this rule assumes tension-compression cycling. In the case

of a mean stress σm and oscillatory stress σa, Goodmans relationship is typically used to find an

equivalent stress σ0 for use in the S-N relationship:

σa
σ0

+
σm
σu

= 1 (2)

Here σu is the ultimate failure stress of the material. A more detailed representation of this effect is

realized in a Goodman diagram. The Goodman diagram is a plot of cycles to failure as a function

of mean stress and stress amplitude, containing information for several loading ratio (Rσ) values (σ

min/σ max). Several recent Sandia reports cover the effect of mean stress quite thoroughly, and a

Sandia effort has recently produced a very detailed Goodman diagram [133, 134, 86]. A WT blade

in service at a constant wind speed will certainly be subjected to both mean stresses due to the

equilibrium deflected position and alternating stresses due to aeroelastic deflections of the blade due

to wind shear, gravitational loading and other periodic effects. When the stress profile changes from

cycle to cycle, the Miner’s rule is typically invoked with ni referring to the number of cycles at a

given stress level σi:
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∑ ni
Ni

= 1 (3)

The stresses a WT blade encounters are dependent upon the wind speed and control strategy.

The number of cycles at a given wind speed or in the presence of an extreme event are then a

function of the time interval and the probability of that wind speed or extreme event. There is a

corresponding version of the Miner’s rule that accounts for the probabilistic nature of the loading.

The S-N curve / Miner’s rule approach can be used to predict damage onset when the stress

histories are known. If the damage is assumed to produce a finite stress concentration, then this

approach can also be used to estimate damage growth. In this case, the damage is assumed to grow

simply when local failure is induced via the Miner’s rule and the increased stress due to the presence

of the crack. Typically, this approach is usually accompanied by a damage model in which material

properties such as stiffness and strength are reduced as a result of exposure to high stress levels

[92, 112].

For sharp-edged damage features, the stress levels theoretically approach a singularity in the

vicinity of the damage. For ductile materials, the stress levels reach the yield stress of the material,

creating a plastic zone near the damage front. In composite materials, the behavior of the stress

field in the vicinity of damage is more complex and requires advanced micro-mechanics analysis to

determine directly. ANSYS models used for global analysis results or basic stress analyses often

have a resolution too coarse to analyze the near vicinity of the crack.

If there is experimental data available, empirical models may be extracted from the data for use

in crack growth predictions. The experimental data is typically material dependent but can then be

applied to a wide range of geometries. One commonly used model for crack growth in the presence

of cyclic loading is the Paris Law:

log (da/dn) = log (C) +m log (∆K) (4)

Here a is the crack length, n is a number of loading cycles, C and m are material constants deter-

mined from experimental testing, and ∆K is the change in stress concentration factor due to the

cyclic loading. The material constants are typically dependent upon the loading ratio Rσ. A more

general way of expressing this relationship is that the growth rate da/dn is expressed as a function

f(a,∆K,Rσ), and the number of cycles to failure N is then given by the following:

N =

af∫
a0

da

f(a,∆K,Rσ)
(5)
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In the above equation the failure criterion is that the crack length has reached af , which for sudden

failure is the crack length at which the crack grows unstably. In this case, one might consider af to

be the damage size that defines the transition from an acceptable level of damage to an unacceptable

level of damage. In this model, one must obtain the growth model (the form of the growth rate

function f(...)) as well as the values of ∆K and Rσ which will depend on the loading. Furthermore,

the constantly varying or probabilistic nature of the damage will need to be accounted for in this

approach.

Reference [148] gives some insight on how to predict failure in adhesively bonded composites using

stress-based failure criteria. Bondline failure is categorized into two failure mechanisms: decohesion

and debonding, and the failure is usually a mix of the two mechanisms. Debonding in particular is

more sensitive to tensile or peeling stresses than to shear stress. This reference gives some moderately

successful damage models for predicting the onset of bondline failures but also recognizes the lack

of literature covering bondline failure analysis.

2.1.4 Energy-based Fatigue Predictions

Failure models for disbonding are often expressed in terms of strain energy release rates. The strain

energy release rate (SERR) G is defined as the amount of strain energy released as a new free surface

is formed by propagating damage. The SERR information can be used under the assumption that

when G approaches a material-specific critical value Gc, the crack will propagate. Essentially, the

energy required to fracture the material comes from a release of strain energy stored within the

structure. Mathematically it is expressed in terms of the total potential energy Π and the damage

length a and width b:

Π = U + V G = − dΠ

d(ba)
(6)

Here U is the strain energy and V is the potential energy of the applied loads. The growth rate

results are then calculated from the SERRs, for example in the form of a Paris-type growth law (Eq.

4) with ∆G used in place of ∆K.

A popular method to predict the onset of bondline failure is the VCCT which has been applied

to trailing edge debonding in Ref. [32]. The VCCT is a method based on finite element analysis of

an existing crack to find the forces F and displacements F , and thus the work required, required

to close the crack, and then assuming this corresponds to the SERR of the crack as it opens. The

results of Ref. [32] for a realistic WT blade suggest that torsional loading will induce mainly mode

III fracture in the bond line. Again, these methods were suggested for use to predict the onset of the

disbond, and recognize a lack of progress in the area of the disbond growth. However, the VCCT

12



method is be applicable to geometries with existing cracks as well [29, 147]. An experimental study

that compares mode I and mode II fracture in adhesive bonds [19] shows crack growth rates were

much higher under mode II loading as they were in mode I. This study also presents a model to

estimate an equivalent SERR based on the degree of mixing of modes I and II and the respective

SERR. This was the only reference found that specifically covers growth rate predictions of a disbond

(as opposed to initiation or onset predictions). When attempting to close a crack from length a+da

to length a, the energy required will be the opened displacements multiplied by the internal forces

that resist the closure. To demonstrate the method, one version of the VCCT allows the forces at

the crack tip to be used in this calculation. Therefore, the resulting formulas for the SERR in modes

I, II, and III are, respectively,

GI = 1
2∆aFy(uy − ūy) GII = 1

2∆aFz(uz − ūz) GIII = 1
2∆aFx(ux − ūx) (7)

where ui are the displacements of the upper surface and ūi are the displacements of the lower surface.

Here, y refers to the direction perpendicular to the line of the crack in the “opening” direction, z

refers to the direction along the line of the crack, and x refers to the direction perpendicular to the

opening direction and the line of the crack. Of course, the assumption that the forces at the crack

tip are equal to those that would resist closure of the crack can be relaxed if a two-step analysis

is performed: a closed analysis (crack length a) to obtain the forces and an opened analysis (crack

length a+ da) to obtain the displacements.

A high-fidelity ANSYS model could also be used to calculate the SERR by numerical differenti-

ation: simulate the crack growth with length a and calculate the total potential energy measure Π,

and then simulate the crack growth with length a+∆a and calculate the new total potential energy

Π+∆Π. Then the SERR would be found by numerical differentiation:

G = − lim
∆a→0

{
∆Π

∆a

}
(8)

The drawback to this method (a two-step analysis approach) is that several ANSYS runs would

have to be made if the disbond is to be tracked over a long distance. However, this method would

prove to validate or tune an analytical model that could then efficiently be applied to a variety of

different disbond sizes and locations. The VCCT method is valid for linear problems, when the strain

energy release is completely absorbed by the material fracture, and may not account for some typical

damage phenomena such as fiber bridging in delaminated composite structures. For this study, it

is assumed that the damage lies within the adhesive, where the VCCT is applicable. Because the

crack is assumed to lie within the adhesive, any issue with the VCCT due to a bimaterial interface

was avoided.
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One common location for disbond to occur is the bond between the shear web and the upper

or lower skin. After the disbond occurs the structure will be susceptible to local buckling near the

vicinity of the disbond. Reference [68] studies a similar situation with a fuselage skin constructed

from two components bonded together at connecting flanges, where the bond has partially broken

down and the flanges are allowed to buckle. In this case, the driving force for disbond growth fol-

lowing buckling initiation is the postbuckled deformations. The postbuckled deformation is obtained

for a simple disbond geometry as an analytical expression terms of the disbond length a and the

potential energy Π can be formed and differentiated, giving an analytical expression for the strain

energy release rate G. The approach of using postbuckled deformations as the basis for predicting

the SERR for disbond growth predictions may also be applied to the trailing edge or shear web dis-

bond. If an analytical model can be found to define the postbuckled deformations, then the strain

energy can be formed and its partial derivatives calculated.

Another study by Wetzel [142] examines disbonding between the shear web and upper skin and

finds that for the case where the spar cap is bonded to the skin directly, panel buckling of the skin will

lead to growth of a shear web disbond, however stress-based failure criterion are utilized. Therefore,

the buckling behavior of the skin in the presence of the disbond is an essential feature of the damage

growth in the case of the shear web bondline failure. One of the principal recommendations of

[142] is that brick element finite element models be used in preference to the shell models that are

currently used in NuMADs ANSYS modeling feature, especially to accurately capture local stress

concentrations for using stress-based failure criterion.

Another promising finite element method for predicting the onset and growth of damage is the

concept of cohesive zone elements. Refs. [31, 143, 39] give recommendations on how to apply these

cohesive zone elements and information about their behavior. These elements simulate the damage

by having a bilinear constitutive law that is best exemplified by the depiction in Figure 2. The

bilinear constitutive law is related to the strain energy release rate in that the area under the curve

in Figure 2 is equal to the maximum SERR material property (Gc) of the material. Figure 2 also

demonstrates how the cohesive zone elements can be made to model damaged material that has

reduced material properties. In this Figure, K is the undamaged stiffness of the material and τc is

the undamaged strength. The damaged material has a stiffness (1−d)K and degraded strength (the

peak of the inscribed triangle). Reference [31] also describes how to include mixed-mode loading

conditions in the constitutive law for cohesive elements, and also how they are formulated for use

in brick or shell element models. Refs. [143] and [39] illustrate how these models should be used

along stress-based failure criterion, which predict the onset or appearance of the damage, and then
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the cohesive zone elements predict the fracture propagation. In the case where the damage location

prescribed, like in the disbond of the crack or spar cap, the cohesive elements can be readily applied.

Reference [121] gives a model for fatigue crack growth using cohesive zone elements, but instead

of using the Paris equation the actual process of material separation is modeled by an irreversible

constitutive law. Reference [146] gives more insight about how cohesive zone elements can be used to

represent fatigue damage for quasi-brittle materials, and unifies the process of estimating the damage

onset and growth. Guiamatsia et. al [53] show how automatic placement of cohesive zone elements

can improve the method when the crack path is not known. Moroni and Pirondi [94] demonstrate

how various mixed-mode propagation criteria can be applied to a cohesive zone model of fatigue

crack growth in adhesively bonded joints. Of course, the bilinear constitutive model in Figure 2

can be modified, and the fracture responses of different cohesive zone models are compared in [127].

Chaves et al. [21] demonstrates how experimental procedures can be used to validate cohesive zone

elements accounting for mode mixity.

Figure 2: Bilinear constitutive model for cohesive zone elements (Reference [94]).

2.2 Operation and Maintenance Strategies

Decisions of how to operate a turbine should be made in conjunction with an inspection and main-

tenance scheduling strategy. An overview of maintenance management is given by [35]. Rangel-

Ramirez and Sorensen [114] applied a risk-based inspection strategy from offshore oil industry to

offshore wind farms, showing that operational decisions regarding inspections should consider turbu-

lent wake effects of the farm as a whole. Zhang et al. [153] use a wake-loss model and historical data

to define an inspection model that accounts for the wake of each turbine. This inspection model

would use weather reports when available and historical data when necessary to make up-to-date
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decisions. This way WTs heavily affected by the wake(s) of one or more other turbines or whose

wake affects other turbines would be shutdown in favor of turbines operating optimally. This model

in particular would be an ideal starting point for an operational strategy that includes damage

tolerance considerations. A damaged turbine that is forecasted to be partially within the wake of

another, for example, would likely remain shutdown, while a damaged turbine that is forecasted to

be within a clear inflow would then operate under a prognostic control system. Wenjin et al. [141]

proposed a predictive maintenance strategy based on modeling the blade deterioration with Monte

Carlo simulations. This is again similar to the proposed operations strategy, except that the damage

detection efforts of the SHPM project are intended to augment or replace blade deterioration models

[97, 98]. These efforts identified the potential to identify blade damage in constant inflow conditions

[97] and also demonstrated the damage detection capability in a wide range of inflow conditions,

such as varying turbulence levels or partially waked turbines [98].

The maintenance scheduling can be outlined a priori, but must be flexible to accommodate

new information from on-board structural health monitoring. Structural health monitoring has

been approached in several different ways; overviews can be found in [37, 54, 11, 71, 91, 34, 40].

Structural health monitoring of offshore sites is additionally complicated by the need to adjust for

environmental influences or sensor malfunction/failure in the damage detection process as described

in Refs. [93, 70, 75, 36]. One strategy for structural health monitoring is to use force identification

techniques to determine the loading, such as in [69], and use this data to estimate the remaining

blade life. A damage detection strategy based on a validated finite element model is proposed by

Reetz [115]. Some novel structural health monitoring strategies include laser displacement sensors

placed within the blade [78].

2.2.1 Control System Considerations

Under “normal” operation, a wind farm is operated to maximize power production. Modern WTs

of 5 MW or larger are typically controlled in yaw, pitch, and rotor angular speed to optimize their

power production capability. The yaw control is used to align the rotor with the wind direction, while

pitch and speed controls are primarily used to control aerodynamic loads and generator performance.

The angular speed of the turbine rotor is controlled via torque control of the generator. The pitch

and speed controls of each turbine can either be used individually to maximize the power output of

each individual turbine, or in a collective sense to maximize the power output of the wind farm as

a whole [88, 41, 76]. For this research, the NREL 5 MW baseline design [63] will be considered as a

representative offshore turbine design with yaw, pitch, and rotor angular speed controls.
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Under “damaged” operation, it is possible to use control strategies to produce power while alle-

viating loads on damaged blades. Bossanyi has studied the blade load reduction problem extensively

[13, 14, 15, 16]. One example of individual blade control design using sliding-mode control is given

by Xiao et al. [144]. Pitch control is often used to mitigate vibrations of offshore platforms, in-

cluding the use of individual blade pitch control as in [140, 77, 67, 26, 99], and structural control

methods as in [122]. These vibrations create fatigue damage of the foundation [145], so are often the

focus of offshore WT control design efforts. Accurate platform fatigue analysis requires nonlinear

modeling of the wave conditions [135]. In general, the structural health monitoring systems should

be integrated with the operation and controls of the WT as demonstrated by Frost et al. [38] and

Griffith et al. [47]. A good prognostic control strategy would address all of these issues in addition

to possible blade damage, but these considerations are beyond the scope of the current research. It

is enough to say that pitch control techniques have been shown to have a wide variety of applications

to blade-load reduction.

The simplest example of a load-reducing, pitch-control method is to utilize the available pitch-

control system to control blade RPM and pitch to limit the power production to a lower level

[97, 38]. For this research, the derating was accomplished by holding the RPM constant above the

windspeed when the power production exceeds its derated level at a 0◦ pitch setting, and then using

the pitch controller to maintain the power production as the windspeed increases. For the NREL 5

MW baseline turbine, a 50% derating strategy, and a Rayleigh wind profile with average windspeed

of 10 m/s, the AEP is reduced from ≈ 2.5e7 kWh to ≈ 1.5e7 kWh. The power production and

control scheduling required to achieve this derating is shown in Fig. 3 as well as the root bending

moment. The reduction in AEP is less than the reduction in maximum power level because at low

windspeed the power production is not changed; the power production is only limited in this case

at 9 m/s and above. The loads in terms of maximum bending moments at the root of the blade

were reduced by approximately 50%. The advantage to using a simple “derating” method is that it

would only involve a change in the software of currently operating offshore turbine control systems,

and therefore could be easily retrofitted into pre-existing designs. The justification of using root

bending moment as a measure of damage severity is given later in this work, in terms of successfully

reducing SERRs (Section 5.5) and in comparison to other section loads (Section 6.7).

To better understand the variable-speed, variable-pitch controlled turbines, see [95, 18, 55].

Figure 4 shows how the controller works: a rotor speed-power relationship is used to govern the

torque controller, and the pitch controller is used when the RPM becomes higher than the maximum

value. In this way, the power output of the turbine is maximized below the rated wind speed, but
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Figure 3: Derated (50% power level) power productioncontrol scheduling, and root bending moment
compared with normal/baseline operation.

above the rated speed the power level and RPM are held constant with the pitch controller.

Figure 4: Depiction of variable-speed, variable-pitch WT control system [18].

2.2.2 Optimal Control of Structural Systems

The optimal control of aeroelastic systems has been extensively studied in a variety of applications,

including fixed-wing aircraft, rotorcraft, propulsion systems and WTs. Therefore, a detailed review

of this area is not given within this proposal.

Many times, the effects of damage are nonlinear; in the case of disbond, a clear source of nonlin-

earity would be the opening/closing behavior of the disbond. Control system designs that neglect

system nonlinearities for a system with inherent nonlinearities are often unsuccessful, especially when

off-design situations are encountered. However, many control design techniques considering these

nonlinearities have been developed that are successful in controlling the nonlinear system. These
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techniques include gain scheduling [104], sliding mode control [136], and control systems based on

neural networks [73]. Robust control design techniques are available for linear systems that can ac-

count for system uncertanties [30]. Several authors have studied flutter suppression control design in

the presence of structural nonlinearities, which are often introduced in the form of nonlinear stress-

strain relationships [152]. One recent study has developed a control system that has the capability

to account for damaged or failed control effectors by integrating a controller with an on-line damage

detection methodology [12]. This study did not include system nonlinearities that could result from

damage to the wing, and also assumed that all of the system states were measurable, which is often

true in the case of a rigid body flight controller but is often not true in the case of an aeroelastic

controller. On-line damage detection, again, would be assumed to take place in this case within the

context of other SHPM work [97, 98].

2.3 Damage Tolerant Design Strategies

Blade reliability is of primary concern to WT blade designers, as the IEC standards dictate the design

life of 20 years. Fatigue life is a primary design driver, and is typically predicted by stress-based

means, as in [133, 134, 86]. A good example of damage tolerant design of modern wind turbines

is a study by Wetzel [142] on debonding between the shear web and upper skin and finds that for

the case where the spar cap is bonded to the skin directly, panel buckling of the skin will lead to

growth of the disbond, but if the spar cap is embedded within the skin, the buckling performance

of the skin is improved and disbonding is less likely. Schaumann et. al use a time domain approach

to consider fatigue loading from wind and waves in the design process of offshore platform support

structures [125].

Modern wind turbine blade designs are subject to a wide variety of aeroelastic performance

requirements: for example blade maximum deflections, fatigue, panel buckling, and aeroelastic sta-

bility. The concepts of damage tolerance and aeroelasticity are closely related as aeroelastic vibration

is a primary contribution to fatigue damage initiation and growth. Therefore damage tolerant design

strategies for wind turbine blades need to be presented within the overall context of design strategies

that target aeroelastic requirements effectively. WT designers should recognize that the aeroelastic

challenges faced in WT blade design are very similar to challenges faced in many other aerospace

fields. WT blades are non-uniform composite structures with aeroelastic performance requirements,

similar to rotorblades on modern rotary wing aircraft or high aspect ratio wings on modern HALE

aircraft. A commonly used design strategy for these structures is the multi-level design method
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where the design problem, including design variables, objective functions, and constraints, is sepa-

rated into two or more sub-problems or levels and optimizations are conducted separately. In these

optimization methods care must be taken to ensure that the optimization processes are connected

through clever construction of design variables, constraints, and objective functions so that the result

of each independent optimization “make sense” in terms of feasibility of the design and consistency

of similar design variables throughout each independent optimization.

One way that the independent optimization processes can be connected is by the use of surrogate

modeling; for example, Liu, Haftka, Watson [82] separate a beam optimization problem into mul-

tiple sub-problems. Then the optimum response of these sub-systems were connected to an overall

optimization procedure by the use of response surface modeling. This technique is demonstrated

again by Liu, Haftka and Akgün [81] for a composite wing, in which each sub-problem represent

panel stacking sequence optimization, and again a response surface model is fit to the optimization

results of the sub-problems for an overal optimization representing the blade as a whole. The multi-

level optimization problem can be thought of as a special case of multi-disciplinary optimization,

in which the different levels are the different disciplines to be optimized. Two recent overviews of

multi-disciplinary optimization are presented by Martins et al. [89] and Sobieszczanski- Sobieski and

Haftka [129]. These reviews highlight a wide variety strategies that may be applied to multi-level

optimization of composite structures. Chittick and Martins [24] give insight into how to perform

aero-structural optimization with a multi-level process.

In this work, the two-level process consists of a “global” level that optimizes the beam spanwise

properties coupled with a “local” level that finds the corresponding structural configuration. This

two-level process has been demonstrated by Volovoi, Li, Ku, and Hodges as well as others for uniform

composite beam-like structures [138, 7, 74, 80]. In this two-level process, the global process uses local

cross-sectional stiffness or mass matrices as the design variables and a beam optimization to find the

global structural properties. The resulting optimum stiffness matrices are then passed to the local

level optimization process as constraints, and the local problem is to find a structural configuration

that meets the stiffness matrices and minimizes local objective functions. The two levels of this

process are connected through the use of surrogate models that are createdy by sampling the local

design space.

20



CHAPTER III

BLADE OPTIMIZATION FROM ROTORCRAFT PERSPECTIVE

Wind turbines are non-uniform beam-like structures utilizing advanced composite materials. In

many ways the challenges faced by WT designers are very similar to those faced by designers of

modern rotor blades, in that designers must deal with a large number of structural design variables

corresponding to the detailed composite structure as well as satisfy a wide variety of manufacturing

and aeroelastic constraints. One particular challenge is that the design variables are often at the

“local” level, and aeroelastic constraints must be satisfied on the “global” level; this requires that

some effort be made to connect the local design variables to global aeroelastic performance. A

procedure which treats these two problems nearly independently is the multi-level procedure [138,

7, 74, 80], however this procedure has only been developed for uniform blades. This procedure will

be extended to non-uniform blades and demonstrated in an example of modern rotor blade design.

These concepts were extended to blades with non-uniform spanwise properties. To accomplish

this, genetic algorithm (GA) and gradient-based optimization methods were utilized, and surrogate

modeling was used to ensure feasibility of the resulting optimized designs. These codes were intended

for inclusion within the Integrated Design Environment for advanced composite blades [60]. However,

due to forces beyond the author’s control this software was never completed.

3.1 Introduction

Multi-level optimization refers to aeroelastic optimization divided into multiple levels reflecting

the dimensional reduction possible with high aspect-ratio or beam-like structures, and is therefore

applicable to helicopter rotor blades, WT blades, or high aspect ratio wings. The fully 3D aeroelastic

analysis is reduced to a 2D section analysis to find stiffness and inertial properties of the blade, which

are passed to a 1D beam analysis that calculates the aeroelastic performance of the blade, which is

then passed back to the section analysis to recover the 3D stress and strain results. The multi-level

optimization therefore consists of a beam optimization that optimizes the distribution of stiffness and

inertial properties to obtain the desired aeroelastic performance and a cross-sectional optimization

that optimizes the structural configuration to obtain desired stiffness and inertial properties. The

beam optimization method for non-uniform blades would generally require a very large number of

design variables, but assumptions about the possible distribution of properties along the blade can
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greatly simplify the design space. Without utilizing these assumptions or at least including them as

constraints, global level optimization processes that use the stiffnesses as design variables directly are

likely to result in stiffness distributions that are unobtainable by local level optimization methods.

3.2 Optimization Problem Definition

The general aeroelastic blade optimization problem involves choosing the outer mould line and

structural configuration subject to aerodynamic, structural, and aeroelastic performance constraints.

Aeroelastic performance considerations include steady effects such as load redistribution and control

effectiveness as well as unsteady aeroelastic performance metrics such as damping of aeroelastic

vibrations and transient response to gust loading or maneuvering. The aeroelastic analysis tool

requires knowledge of the inner structure and the outer mould line, so the structure and blade outer

geometry need to be designed together in order to obtain optimal aeroelastic performance. Although

it is possible to conduct aeroelastic optimization using both the outer geometry and inner structural

configuaration as design variables, in practice the aerodynamic and structural optimization are

conducted separately in an iterative procedure. This chapter will consider optimizations in which

the structural optimization procedure is “loosely” coupled with aerodynamic analysis. In this process

the aeroelastic optimization is conducted separately using a baseline structure and the aerodynamic

loading is passed to the structural optimizer, which then optimizes the structure and passes the

updated structural behavior to an aeroelastic analysis tool, and so on until the process converges.

Therefore the structural optimization procedure in this chapter is intended to optimize the following:

1. Local stresses and warping fields (local deformation)

2. Blade deflections (blade bending and torsion global deformations)

3. Blade natural frequency

4. Blade weight and inertia characteristics

5. Configuration of Inner Structure

The aeroelastic analysis is simplified by utilizing a dimensionally reduced analysis that relies on the

slenderness of rotor blades, WT blades, or high aspect-ratio wings. The dimensionally reduced anal-

ysis takes the form of a 2D section analysis tool coupled with an aeroelastic beam analysis tool. For

this study, VABS was used for the section analysis while GEBT and RCAS (with general composite

beam elements) were used for the structural dynamics and aeroelastic analyses, respectively. GEBT

is a general-purpose beam analysis tool while RCAS is a comprehensive code for rotorcraft. Both

GEBT and the general composite beam elements of RCAS are based on the same rigorous reduction

of the 3D structural problem into a 1D beam and 2D section analysis problem as VABS. The section
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analysis is in this work referred to as the “local” analysis, while the beam analysis is referred to as

the “global” analysis.

There are several advantages to “loosely coupled” optimization methodology such as this one.

Use of the methodology will not restricted to a specific application. Global analysis can be conducted

for rotating blades (for helicopter and WT rotors) or non-rotating wings (fixed-wing applications),

or even non-lifting structures. A more narrowly focused optimization problem is more likely to

produce an optimum result, and the structural design problem is very complex, especially for non-

uniform blades. The complexity of the structural problem arises from the large number of design

variables and constraints along with the existence of local minima and multiple feasible designs.

The optimization process will be more efficient if aerodynamics are not reevaluated at each step,

while the use of less efficient aerodynamic solvers to speed up optimization will adversely impact

solution accuracy. Because changing the blade outer geometry will have the greatest effect on the

aerodynamic loading, the optimization process will restrict itself to optimizing the inner structure,

leaving the outer geometry constant, so the assumption that aerodynamic loads are not changed

from step to step is reasonable. The outer geometry is defined by blade radius, chord distribution,

twist distribution, sweep-back angle, root boundary conditions, and control surface definitions.

3.3 Global Level Optimization of non-Uniform Blades

Previous work (Refs. [138, 7, 74, 80]) has shown that a two-level optimization can be successful in

finding a structural configuration with optimum global properties. The two-level process consists of a

“global” process that optimizes the general properties of the overall structure coupled with a “local”

process that finds the corresponding structural configuration. These optimization “levels” are based

on the same dimensional reduction that is utilized in the analysis. In the two-level process, the global

process uses local stiffness matrices as the design variables and the beam analysis code to find the

global structural properties. The resulting optimum stiffness matrices are then passed to the local

level optimization process as constraints, and the local problem is to find a structural configuration

that meets the stiffness matrices and minimizes local objective functions. After the blade is divided

into cross sections, the user would initialize each cross section and perform a VABS analysis. Then,

the global level optimization process begins using the stiffness matrix and mass per unit span of the

baseline sections as design variables. The user could choose to use either classical 4×4 or the more

accurate Timoshenko 6×6 stiffness matrices. If the classical stiffness matrix is used with isotropic

materials, then the design variables will be the mass per length µ, axial stiffness EA, torsional
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stiffness GJ , flapwise bending stiffness EI2, edgewise bending stiffness EI3, and possibly the off-

diagonal terms of the classical 4×4 stiffness matrix. Because this method is intended for composite

materials, coupling terms in the stiffness matrices may arise that couple the blade extension, shear,

torsion, flap-wise bending, and lead-lag bending, so the 6×6 matrix is usually preferred, in which

case any of the matrix entries Sij can be used. This type of coupling is usually avoided in industry,

and previous experience with local level optimization has shown that solutions without significant

coupling can be obtained. Therefore, there are at least five design variables per cross section that

would typically be used in the global level optimization process (µ, EA, GJ , EI2, and EI3).

The stiffness matrices and sectional masses that result from the global level optimization are

then passed to local level optimizations at each cross sections as constraints. The design space for

the local level optimization is derived from possible structural configurations; the objective functions

and constraints could be made from cross-sectional constitutive properties such as shear, mass, and

tension center location, percentage error of stiffness results from target stiffnesses, and recovery

properties such as local stresses. If all of the local level optimizations succeed in finding a valid

solution, that is, the required stiffness matrices were obtained, then the optimization process has

finished. Otherwise, the global level process is repeated with constraints placed on the stiffness

design variables. For each unsatisfied stiffness constraint, the closest achieved stiffness would be

placed as a constraint on further global level optimizations.

The current state of the art in this area mainly treats uniform blades or uses approximations

of the stiffness and mass properties during the global level optimization. For conventional metallic

materials, it is possible to make approximations of the stiffness and mass properties based on the

size of each component (Ref. [7]), however the analysis of sections made from mostly composite

materials is much more difficult and such approximations are often not very useful. Fiber-reinforced

composite materials are becoming commonplace in the next generation rotor blades due to their

better specific stiffness and strength, corrosion and fatigue properties of composites (Ref. [33]). The

manufacturing process for such composite materials involves constructing very thin layers of the

composite material and stacking them to form the rotor blade skin or main spar. Each layer of the

materials can be oriented at a different angle (with respect to the beam axis) allowing designers

to tailor the overall properties of the blade; however this introduces a very large number of design

variables and precludes the use of rough approximations for the stiffness properties of the blade.

The design variables for a global level optimization process are then the stiffness and inertial

properties at each spanwise station. The stiffness and inertial properties are input to a beam analysis

code in the form of a mass and stiffness matrix, which are in general symmetric and positive definite.
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The mass matrix relates the velocities and angular velocities (arranged in column vector form) to the

linear and angular momenta while the stiffness matrix relates the strains and curvatures to section

forces and moments. The form of these matrices is given below:

[M ] =



µ 0 0 0 µxm3 −µxm2

0 µ 0 −µxm3 0 0

0 0 µ µxm2 0 0

0 −µxm3 µxm2 i22 + i33 0 0

µxm3 0 0 0 i22 i23

−µxm2 0 0 0 i23 i33



[S] =



S11 S12 S13 S64 S15 S16

S21 S22 S23 S24 S25 S26

S31 S32 S33 S34 S35 S36

S41 S42 S43 S44 S45 S46

S51 S52 S53 S54 S55 S56

S61 S62 S63 S64 S65 S66



(9)

For a uniform blade with a fixed outer geometry, this results in 21 stiffness design variables and 6

inertial variables to result in 27 design variables. For a non-uniform blade, multiple cross-sectional

stiffness inputs would be required, so for just four cross sections over 100 design variables would be

required. Some of the stiffness matrix terms are small with respect to others, so it may be possible

to hold some of the small terms constant over a global level analysis process and reduce the number

of stiffness design variables. If isotropic materials, many terms of the stiffness matrix go to zero or

become smaller, therefore allowing the further reduction of stiffness design variables. However, even

if the stiffness design variables are reduced as far as possible, say to the six main diagonal terms or

even just the axial stiffness (S11), torsional stiffness (S44), and two bending stiffnesses (S55, S66 ) for

each cross section, there will still be at least 10 design variables per cross section. As the accuracy

of the beam analysis generally increases with the number of cross sections used, any who wish to

perform such an optimization will be forced to choose between optimization efficiency and accuracy.

To further complicate the problem, it may be necessary to enforce constraints on each cross

section relating to the feasibility of the geometry actually existing. Generally, it is not possible to

increase or decrease one of the stiffness terms individually. Instead, there is a relationship between

the stiffness matrix elements that is based on the cross-sectional geometry. For example, an increase

in EI2 that is realized by modifying the section geometry is almost always accompanied by an
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increase in GJ , EI3, inertia per length i, and mass per length. If the material stiffness properties

are changed in order to increase one of the section stiffnesses, it may not affect inertial properties,

but it certainly will have an effect on all of the stiffness properties.

Feasibility considerations must also be applied if the stiffnesses of cross sections at different

spanwise locations are used as design variables. The dimensions of structural components such as

the skin, spar, or other internal components often vary linearly or remain constant over the span

of the wing. In these cases it would be impossible or at least very difficult to manufacture a wing

that varies dramatically in stiffness over the span of the wing. In fact, the variation of the stiffness

design variables in the case of continuously varying wing structures can often be expressed in terms

of the root stiffness and a dimensionless function of the span variable x1. In general, the upper left

3×3 matrix of the generalized Timoshenko stiffness matrix ([R]) varies similarly, the upper right

3×3 ([S]) varies similarly, and the lower right 3×3 ([T ]) varies similarly as well, so that:

µ(x1) = µ̄fµ(x1)

[R] = ¯[R]fR(x1)

[S] = ¯[S]fS(x1)

[T ] = ¯[T ]fT (x1)

(10)

If such a relationship exists for the wing considering the outer geometry and manufacturing con-

straints, then it may be possible to find fR(x1), fS(x1), and fT (x1), and then use only one set of

stiffness and inertial design variables for the entire span. In this case, any number of cross sec-

tions could be used without increasing the number of design variables, and it would eliminate the

need for spanwise feasibility constraints. Alternatively, if there is the potential for some spanwise

variability within the structure, these relationships may be used as constraints by requiring the

stiffness variables remain within a certain percentage of the predicted values based on the stiffness

relationships.

Source of Blade non-uniformity

A preliminary step for the global level optimization of non-uniform blades involves investigation of

the spanwise variation of constitutive properties for typical rotary wings or high-aspect ratio wings.

Helicopter rotor blades, high-aspect ratio wings, and modern WT blades are often linearly tapered,

linearly twisted, and may have several different airfoils along the span. To determine how these
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non-uniformities affect the variation of stiffness properties along the span, it is first necessary to

parameterize the geometry in terms of several types of design variables:

1. Airfoil profile (dimensionless)

2. Chord length

3. Locations of each structural component (spars) (dimensionless)

4. Thicknesses of skin and spars

5. Material properties of skin and spars

6. Layup angles of skin and spar layers in the case of composite materials.

The material properties design variables can either refer to a discrete material selection variable

(“1” refers to carbon-fiber, “2” to E-glass fiber, etc.) or use of the material properties directly

as continuous variables for fiber-reinforced composites. The material properties of fiber-reinforced

properties are functions of the properties of the fiber and matrix and also of the volume fraction of

fibers. Models of the material properties as functions of fiber volume fraction would allow use of the

volume fraction as a design variable; this would also fall under the category of a material property

design variable. Variation of each of the cross-sectional design variables over the span will cause the

stiffness variables to vary as a function of the span. There are some special cases where the stiffness

varies in predictable ways over the span.

Perfectly Scaled Cross Section

The first case where the stiffness variation is predictable is the case of constant airfoil profile, location

variables, and constant material/layup properties, but linearly varying chord length and component

thicknesses, such that the components vary at the same rate as the chord length. In this case, the

constitutive properties can be expressed as a function of the local chord ratio c̄ (ratio of the local

chord length c to a reference chord length cR, vary close to

µ = µ̄c̄2

xm2 = ¯xm2c̄

[R] = ¯[R]c̄2

[S] = ¯[S]c̄3

[T ] = ¯[T ]c̄4

(11)
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The variation of each property in this case is then unaffected by the location variables (as long

as they remain constant over the span) or the material properties. The thickness of a given cross

section is determined by the dimensionless airfoil profile and by the chord length, so if the profile is

constant then the thickness will vary with the chord. Mass per unit length and the matrix [R] are

linearly dependent on the area of the cross section, which is then a function of the thickness and the

chord length. Therefore, if both the thickness and chord are varying linearly with the same ratio c̄,

then the area will vary with c̄2. The bending stiffness in the flap direction is likely a function of the

chord length, the thickness of each component and the thickness of the airfoil profile squared, leading

to the quartic variation shown in 11. The applicability of this kind of scaling is demonstrated in

Section 3.5.6 for composite materials, which often have a thickness determined by the manufacturing

process. In this case, the perfectly scaled laws can be applied if the number of layers are varied at the

same rate (replacing the linear variation of the layer thickness itself) with reasonable accuracy for

most of the components of [R], [S], and [T ]. The diagonal terms will be approximated well but due

to rounding error the off-diagonal terms may not follow these trends or may even suddenly change

sign as plies with “off-axis” layer angles are dropped.

Linearly Tapered Chord, Isotropic, Constant Component Thickness

The second case where the stiffness variation is predictable is the case of a linearly tapered chord

but constant component thickness. Manufacturing constraints may be placed on the minimum

thickness of each component, or in the case of composite materials a given number of layers of a

given component could be used for the entire span. In this case, the effect of scaling the chord with

a ratio c̄ will have the following effect on the various properties:

µ = µ̄c̄

xm2 = x̄m2c̄

[R] = ¯[R]c̄

[S] = ¯[S]c̄2

[T ] = ¯[T ]c̄3

(12)

This relationship is not proven here but it was found to accurately model the variation of most of

the components in [R],[S], and [T ], especially those along the diagonal of [R] and [T ].
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3.4 Feasibility Constraints and Scaling Laws for Simple Cross Sections

The need for feasibility constraints and scaling laws for nonuniform beams can be demonstrated

by using very simple cross sections for which there are closed form expressions for the various

constitutive properties.

3.4.1 Isotropic Circular Cross Section

One of the simplest cases to consider is that of an isotropic circular cross section. In this case, there

is one cross-sectional design variable, the radius R, and there are closed form expressions for the

mass and primary stiffnesses (which are also related to the inertias i22, i23, i33).

µ = ρπR2

EA = πER2

GJ =
π

2
GR4 =

π

4

E

1 + ν
R4

EI2 = EI3 =
π

4
ER4

(13)

Feasibility Considerations

The closed-form expressions for the four stiffnesses considered here would allow global level opti-

mization of a beam with this cross section with only the axial stiffness EA as a design variable. The

remaining stiffnesses can then be calculated as functions of this single design variable.

EA = πER2

GJ =
1

4πE(1 + ν)
(EA)2

EI2 = EI3 =
1

4πE
(EA)2

(14)

A global level optimization which uses the different stiffnesses separately and results in a set of

stiffnesses that do not satisfy the relationship found in (14) will have resulted in an infeasible set of

stiffnesses. That is, it will be impossible for a local level optimization to find the beam radius R for

a circular cross section that satisfies a set of stiffness constraints that do not satisfy (14).
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Tapered Beams

If the beam is tapered so that c̄ 6= 1 then it is still possible to conduct a global level optimization

using one variable. The global level optimization just needs to scale the stiffnesses of each section

accordingly:

EA(y) = πER2 = πER2
0c̄

2 = (EA)0c̄
2

GJ(y) =
1

4πE(1 + ν)
(EA)2

0c̄
4 = (GJ)0c̄

4

EI2 = EI3 =
1

4πE
(EA)2

0c̄
4 = (EI2)0c̄

4

(15)

It will be shown later that for any general cross-sectional shape, the quadratic and quartic rela-

tionships given by (15) hold as long as all geometric dimensions are scaled by the same taper ratio

c̄.

3.4.2 Isotropic Elliptic Cross Section

Consider the case of an elliptic cross section, the outer boundary of which is defined by the curve

(x2/c)
2 + (x3/t)

2 = 1. Here, c and t are two cross-sectional design variables that fully describe the

cross-sectional shape. There are also closed-form relationships that can be used to calculate the four

primary stiffnesses.

EA = πEct

GJ = Gπ
c3t3

c2 + t2

EI2 =
π

4
ct3

EI3 =
π

4
c3t

(16)

Feasibility Considerations

Now there is not a clear relationship between these primary stiffnesses that does not involve the

design variables a and b, that is, knowledge of the cross-sectional dimension is required to calculate

one stiffness based on the others. However, sampling of the design space may allow construction of

some basic feasibility constraints for use in a global level optimization problem. To show how such

feasibility constraints might be formed, c and t were sampled between 0.1 and 1.0 in increments of

0.1, and representative E and ν values were taken from some sample aluminum material properties
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to be approximately 1 × 107 and 0.3. Since a cross-sectional analysis tool is not required for the

calculation of these stiffnesses, all values of c and t were used in the sampling process. The results of

this sampling are shown in Figure 5. This Figure shows that a feasibility relationship might easily be

constructed to relate EA and GJ . There is a wider variation in the bending stiffnesses EI2 and EI3

from the simple regression shown in Figure 5 and would require less stringent feasibility constraint,

but this is acceptable because the increased variation also implies that the local level optimization

will be able to successfully find candidates that satisfy many different combinations of EI2 and EI3

(one candidate for each combination). This agrees with the intuitive result that one could vary the

eccentricity of the ellipse as necessary to achieve different combinations of EI2 and EI3.

Figure 5: Sampling results for an elliptic cross section primary stiffnesses using Equation (16)

Tapered Beams

If the section is perfectly tapered such that c = c̄cR and t = c̄tR, where tR is a reference beam

thickness, then it is easy to see that the axial stiffness will vary with c̄2 and the torsional and

bending stiffnesses will vary with c̄4. However, it may be that the two dimensions vary at different
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rates, with separate taper ratios c̄ and t̄ in which case:

EA = πEcRtRc̄t̄ = (EA)0c̄t̄

GJ = Gπ
c3Rt

3
Rc̄

3t̄3

c2Rc̄
2 + t2Rt̄

2

EI2 =
π

4
cRt

3
Rc̄t̄

3 = (EI2)0c̄t̄
3

EI3 =
π

4
c3RtRc̄

3t̄ = (EI3)0c̄
3t̄

(17)

In this case, the axial and bending stiffnesses are readily expressed in terms of their root value

and a dimensionless spanwise function. However, the torsional stiffness has a more complicated

variation and is not so easily expressed in terms of the root value. In fact, the spanwise distribution

function for GJ will necessarily be a function of the root dimensions cR and tR. The correlation

between GJ and EA in this case however would allow a very narrow constraint on GJ and EA and

feasibility could be expected for candidates with satisfied constraint. The case of an elliptic cross

section with different taper ratios for the width and height begins to approach the general problem

of a rotor blade that has a tapered chord and a non-uniform airfoil distribution.

3.5 Demonstration of Multi-Level Process for a Realistic Rotor Blade

This section provides general instructions about how to use the multi-level optimization method for a

realistic blade design. The example optimizes the structural geometry of a uniform blade with linear

twist for aeroelastic stability. The problem is summarized in Table 1. Throughout this process, the

terms “local,” “global,” and “combined” analyses refer to the VABS analysis, the GEBT or RCAS

beam analysis, and the combined VABS and GEBT/RCAS analysis.

3.5.1 Definition of the Local Design Space

To investigate the design space before conducting the fully realistic optimization example with

RCAS, a simple beam optimization was completed using the same cross-sectional geometry and

constraints. The purpose of this optimization is to (a) investigate the local design space associated

with an airfoil-shaped cross section using carbon-epoxy for the skin and D-spar and (b) demonstrate

several parts of the optimizer and its use for a simple frequency placement example. In preparation

for the realistic helicopter blade optimization, a typical helicopter blade cross section will be used
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Table 1: Problem summary for the realistic rotor blade optimization example.
Parameter Value

Number of Blades 4
Airfoil NACA 0012

Blade Radius 20 ft
Blade Chord 1.5708 ft

Rotational Speed 40 rad/s
Design Variables Structural Geometry

Constraints Frequency Avoidance
Aeroelastic Stability

Autorotational Inertia
Objective Reduce the Blade Weight

as the beam cross section.

Figure 6 shows the geometry of the cross section, which is comprised of a skin (in the shape of

a NACA 0012 airfoil), a D-spar, and a honeycomb filler material. The feasible range for the skin

thickness is [0.01, 0.05] inches, and the D-spar thickness feasible range is [0.1, 0.4] inches. Layers of

carbon-epoxy are often 0.005 inches. Since there are very few layers for the skin, and a conservative

balanced layup was desired for the skin, the skin layup was assumed to be [± θ]N . Carbon-epoxy is

often susceptible to erosion, so a 0.01 inch thick titanium layer was included as the first skin layer.

The materials used are then titanium (an outer erosion shield layer), carbon-epoxy (the skin and

D-spar) and a honeycomb filler material. The material properties for each material are given in

Table 2.

Table 2: Material properties for a realistic rotor blade. Gij refer to shear moduli.
Material E11 E22 = E33 G12 = G13 = G23 ν12 = ν13 ν23

Titanium 1.56 × 107 1.56 × 107 5.90 × 106 0.32 0.32
Carbon-Epoxy 2.62 × 107 1.49 × 106 1.04 × 106 0.28 0.33

Honeycomb 2.80 × 104 2.80 × 104 1.06 × 104 0.30 0.30

The carbon-epoxy layers in the D-spar are oriented at the following allowable angles (θ): 0,

±22.5, ±45, ±67.5, and 90 degrees. The D-spar was allowed to take on all of the allowable layup

directions, and the layup directions were parameterized by percentage, so the D-spar layup was not

constrained to be balanced. Therefore, since there are five allowable angles, five design variables

were used for the D-spar layup angle distribution. To reduce the meshing time for each candidate

evaluation by reducing the number of D-spar layers, the D-spar layer thickness was doubled (each

D-spar layer then represents two layers).

Because the number of layers for the spar were variable, the layup was defined by a number of

layers and a percentage of layers at either 0◦, 22.5◦, 45◦, 67.5◦, or 90◦. The percentages must all

add up to 1, so if these percentages were used as design variables directly additional constraints
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Figure 6: Blade cross section for realistic rotor blade optimization example

would be required. In order to avoid this, percentage variables S1 – S4 were used to parameterize

the percentage of layers at 0◦, 22.5◦, 45◦, and 67.5◦ (respectively). with the percentage variables Si

allowed to vary between 0 and 1. The percentage of layers at a certain angle (Pi) was then calculated

by dividing the associated percentage variable by the sum of all the percentage variables:

Pi =
Si

S1 + S2 + S3 + S4
(18)

The percentage of layers oriented at 90◦ is then 1 minus the sum of the other percentages P1 through

P4.

In total 10 design variables were used to represent the geometry: the number of skin layers

(SkinLayers), the angle of the skin (SkinAngle), the number of D-spar layers (SparLayers), the

width of the D-spar (SparWidth), the angle of the D-spar (SparAngle), and the five design variables

required to parameterize the D-spar layup by percentage (S1 − S4).

3.5.2 Sampling of the Local Design Space

Before conducting the global level optimization, it is advisable to perform sampling of the local

design space to find out the upper and lower bounds for the stiffness and mass design variables. Also,

the sampled stiffness values can be used to construct surrogate models for the purpose of feasibility.

During the sampling, the D-spar layup distribution was simplified to a balanced laminate of only one

layup angle, with the following justification: holding all other design variable constant, the stiffness

of the cross section should be at either a maximum or minimum when all of the D-spar layers are

oriented at either 0 or 90 degrees, and cross sections with more complicated layup distributions,

with layers oriented at any arbitrary angle, should have stiffnesses in between. Therefore, the five

design variables that describe the D-spar layup distribution are reduced to one (for the sampling

process), and then there are six design variables to be sampled. A Box-Behnken sampling design was

generated, and a few random samples were taken at the end to evaluate the success of the surrogate

models.

The purpose of the sampling process is to achieve feasibility in the following variables: mass

per length µ, i22, i23, i33, and Sij , which refer to the mass per unit length, the mass moments of

inertia, and the elements of the Timoshenko stiffness matrix, respectively. In preparation for a global

34



level optimization using GEBT and elements of the stiffness and mass matrix as design variables,

surrogate models were created for two purposes: (a) to change the elements of the stiffness and mass

matrix that are not used as design variables appropriately and (b) to ensure that the global level

optimization does not choose a combination of design variables that is infeasible. An example of an

infeasible global level optimization result is if the optimizer chooses the lowest possible sectional mass

but the highest possible stiffnesses. Large stiffness results from adding more structural elements (such

as an additional spar aft of the D-spar), using the maximum number of layers for each structural

element, or having the largest possible D-spar; all of these possibilities indicate a larger sectional

mass. Sectional mass (mass per unit length), torsional stiffness, and bending stiffness were chosen

as the design variables for the global level optimization. Therefore, there are several other elements

of the mass and stiffness matrix that were not chosen as design variables, namely the mass center

location, the mass moment of inertia, the axial stiffness and both shear stiffnesses, and all of the

coupling (off-diagonal) stiffnesses. Because only balanced laminates were chosen, the stiffness matrix

elements that represent coupling between the axial, shear, bending, and twist motions should be

very small compared to the axial, torsional, and two bending stiffnesses. Therefore, surrogate models

were created of the axial stiffness (EA or S11) and the two shear stiffnesses to use as inputs, as well

as the mass moments of inertia. A surrogate model of mass per unit length was created for use

in feasibility constraints. The surrogate models were created using the 49 sampling points, and

then the success of each model was tested by making predictions for the extra random samples and

comparing the predictions with the actual data.

For each model, the two surrogate models, Kriging and Response Surface Modeling (RSM), were

compared based on their capability to model each variable based on the extra random samples. RSM

is a well known quadratic data fitting technique, but Ref. [10] gives a good overview of the theory

behind Kriging. The optimization codes developed for this chapter were written in C++, so the

Geostatistical Template Library for C++ [116] was readily integrated with the existing optimization

framework. The description of all the surrogate models used for the global level optimization can

be found in Table 3.

The surrogate models created thus far can apply to any global level optimization. The beam

optimization described below will be conducted in two parts, a “global” beam optimization followed

by a “local” PreVABS/VABS optimization. First, a global level optimization that utilizes the

surrogate models that have just been established will be conducted, using the constitutive properties

as design variables and the mass per length to satisfy natural frequency constraints, and then a local

level optimization posed as an inverse design problem to find the structural configuration that
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Table 3: Description of surrogate models created from local sampling of design space.
Model Type Dependents Purpose Additional Information
µ Kriging S44, S55, S66 Feasibility Constraint Gaussian Semivariogram Model
S11 Kriging S44, S55, S66 Input to GEBT Spherical Semivariogram Model
S22 Kriging S44, S55, S66 Input to GEBT Spherical Semivariogram Model
S44 Kriging S44, S55, S66 Feasibility Constraint Spherical Semivariogram Model
i22 RSM µ Input to GEBT 2nd order
i33 RSM µ Input to GEBT 2nd order
S33 RSM µ Input to GEBT 2nd order

satisfies the global level optimization stiffness and mass results. The local level optimization will

utilize the GA, and a significant amount of sampling data may be obtained during this process.

This sampling data can be added to the previous sampling results to improve the accuracy of the

surrogate models. Then, the improved surrogate models can be used in realistic rotor blade combined

optimization, using RCAS for the global analysis part.

3.5.3 Global Level Optimization

The purpose of the global or beam optimization is to find the stiffness and mass distribution that

satisfies the design problem’s “global” constraints. For this simple example, the purpose of the global

level optimization was to minimize a uniform linearly twisted rotating beam’s mass while satisfying

frequency avoidance constraints. Table 4 shows the general geometry of the beam in consideration.

Table 4: Description of the beam geometry for the global level optimization example.
Dimension Value

Beam Length 20 ft
Beam Chord 18.85 in

Number of Elements 10
Beam Root B.C. Cantilever
Beam Tip B.C. Free

Rotational Frequency 40 rad/s
Linear Twist 20.6 degrees

Constraints

The frequency avoidance constraints are based on the fact that the first few natural frequencies of

the beam should not coincide with integer multiples of the beam rotation frequency. The lowest

three natural frequencies ω of the blade were constrained to be not within 10% of the 1st, 2nd, 3rd,

and 4thharmonics of the rotor angular speed Ω. Use of the sign( ) function helps to formulate these

frequency constraints generally according to the convention that constraints are considered violated

when positive, and satisfied when less than zero. An example of such a frequency constraint (FC)
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is given below:

dij = sign(Ωj − ωi)

FCij = (ωi − 0.9Ωj)(1 + dij) + (1.1Ωj − ωi)(1− dij)
(19)

Stated in words, the first FC (FC11) would be: if the first natural frequency (ω1) is lower than

the rotational frequency (Ω1), then constrain it to be lower than 0.9 Ω1 (avoidance by 10%), but

if the first natural frequency is larger than Ω1, then constrain it to be larger than 1.1 Ω1. The

first natural frequency was constrained to avoid the first 4 harmonics, and the 2nd and 3rd natural

frequencies were constrained to avoid the first 6 harmonics. In addition to the frequency avoidance

constraints, feasibility constraints were imposed as well:

dij = sign(µ− µmodel)

FCmass = (10µ/µmodel − 12)(1 + dij) + (8− 10µ/µmodel)(1− dij)
(20)

These constraints enforce the mass design variable (µ) to be within 20% of that for the mass

surrogate model µmodel. Finally, the mass per unit length design variable was chosen also as the

objective function. Similar constraints were created to enforce feasibility between the design variable

for torsional stiffness variable and the corresponding feasibility model.

Optimization Methodology

Initial trials of conducting gradient-based optimization found a complex design space, with multiple

valid combinations of stiffness and mass per unit length separated by invalid combinations. Finite

differences were used in the gradient-based optimization, and issues such as frequency constraint

crossover and numerical/automated identification of structural modes led to difficulty in applying

the gradient-based optimizer. Therefore, the GA was used to find a few valid candidates. The GA

was conducted for six generations, which was long enough to obtain a few valid candidates. The

total analysis time for six generations of the GEBT optimization was 7 minutes, 28 seconds. The

GA does not evaluate candidates that have been previously evaluated, so this amounts to around

300-400 function calls. The reasonable optimization time for such a large number of function calls

highlights the value of separating the local level and global level optimizations: if geometry creation

and meshing were included along with 3D structural analysis based on finite elements, the analysis

time would be prohibitively long for effective use of the GA. The best candidates from the GA

were then subjected to gradient-based optimization, to continue to reduce the blade mass without

violating the constraints.
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Table 5: Baseline layup and analysis results, where ωi refers to the ith natural frequency, xs is the
shear center relative location (positive is aft of 1/4 chord), and xm is mass center relative location.

Design Variable Value Layup Description # Results Value
SkinLayers 6 Total Layers 25 ω1 42.17 rad/s
SkinAngle 45 Layers at 0◦ 6 ω2 61.82 rad/s
SparLayers 25 Layers at ±22.5◦ 6 ω3 126.4 rad/s
SparAngle 90 Layers at ±45◦ 6 ω4 257.4 rad/s
SparWidth 0.3 Layers at ±67.5◦ 6 xs 0.8 in (aft)

Layers at 90◦ 1 xm 0.9 in (aft)
µ 8.2 × 10−4 lb-s2/ft4

Baseline Local and Global Level Analysis Results

Before conducting the beam optimization, a baseline design can be considered to see which con-

straints are violated. To conduct this analysis, real VABS constitutive results for the GEBT anal-

ysis were used by translating local design variables to a parameterized geometry, performing the

PreVABS/VABS analysis, and then passing the constitutive results directly to GEBT. Then, the

constitutive results as well as the GEBT analysis results are available for the formation of result-

based parameters. The results from this parametrized analysis are shown in Table 5.

From Table 7, it can be seen that the 1st and 3rd natural frequencies are within 10% of the 1st

and 3rd harmonics of the rotor angular speed, respectively. To characterize the first four natural

frequencies and associate them with blade motion, the eigenvector shape in terms of blade deflections

was examined. This analysis revealed the 1st mode shape to have positive x3 and negative x2

deflection. Because the blade is twisted (nose-down), this represents flapping motion of the blade.

The 2nd mode shape was found to have positive x3 and x2 deflections: again, the nose-down twist

of the tip must be accounted for, implying that this is a lead-lag motion. The 3rd mode shape is the

first to have a significant twist deflection, but also has significant x3 deflection as well, and small

x2 deflection being of the opposite sign: a coupled flap-torsion motion. The 4th mode shape also

has significant twist deflection, along with a 2nd order flap motion, so is also probably a flap-torsion

motion. The constitutive properties of the baseline design are given below in terms of a Generalized

Timoshenko stiffness matrix in Table 6. The mass matrix can be derived from Table 5 and the

VABS manual.

Global Level Optimization Results

The global level optimization procedure used key constitutive and inertial properties as design vari-

ables to minimize structural mass subject to frequency avoidance constraints and is summarized in

Table 7. The global level optimization using the GA resulted in a valid candidate. This candidate
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Table 6: Baseline stiffness matrix for the realistic design example. Units are psi.
Si1 Si2 Si3 Si4 Si5 Si6

5.18×107 -9.66×103 -1.67×105 1.87×106 3.39×104 -2.30×108

-9.66×103 1.19×107 9.44×102 3.36×103 -5.86×105 5.33×104

-1.67×105 9.44×102 1.55×106 6.06×106 1.13×105 -2.13×105

1.87×106 3.36×103 6.06×106 6.42×107 6.62×105 -7.66×106

3.39×104 -5.86×105 1.13×105 6.62×105 3.06×107 -2.03×105

-2.30×108 5.33×104 -2.13×105 -7.66×106 -2.03×105 1.80×109

was then subjected to gradient-based optimization. Table 8 shows the valid GA candidate, and then

the same candidate after gradient-based optimization. This Table shows that the gradient-based

optimization did not succeed in further minimizing the objective function without violating the con-

straints. The mass predicted by the surrogate model is within 20% of the final value of the design

variable. This implies that the result will be achievable by local level optimization methods. In this

case, the mass design variable was larger than the prediction, which would mean that non-structural

mass could be utilized to make up the gap. The GA was executed a second time (the total analy-

sis time was only 11 minutes, 7 seconds), and another valid candidate was found and is shown in

Table 9. This candidate was also subjected to gradient-based optimization, which again failed to

minimize the objective function further. The inability of gradient-based optimization to minimize

the objective function further is caused by conflicting constraints: the first natural frequency is just

above the constraint and the second just below. Reducing one natural frequency often has the effect

of reducing the others as well, and vice-versa, so that the two constraints prevent gradient-based

optimization from changing the configuration significantly. Note that although the mass listed in

Table 9 is almost 50% larger than the mass in Table 8, the flap and lead-lag stiffnesses in Table 9

are larger than those in Table 8 as well. This indicates that the feasibility constraint is correctly im-

posing the trend that higher sectional mass indicates higher stiffness. The natural frequency results

for the heavier valid candidates show significantly lower 2nd and 3rd frequencies, due to the increased

mass, but the 1st frequency is still just above 44 rad/s due to the increased flap stiffness (S55). The

increased mass and significantly lower torsional stiffness in Table 9 compared to the result in Table

8 would make it a less favorable candidate. Although autorotational inertia (Ia) was not considered

as a constraint during the optimization, it can be applied at this time to make a decision between

the two candidates. Leishman in Ref. [79] assesses the autorotational inertia characteristics by an

autorotational index, which is defined as

IA =
IRΩ2

2W
=

Ω2

2W

∫ R

0

r2µdr =
µR3Ω2

2W
(21)
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Leishman recommends the value of IA be greater than 12. The Bell 222 has a rotor diameter

of 20 feet, and a maximum takeoff weight slightly less than 8,000 lb. Using this weight and the

other characteristics the autorotational index is around 9.8 for candidate 1 (Table 8) and 16.7 for

candidate 2 (Table 9). In the same reference (page 251, Figure 5.29) the Bell 222 is listed as having

an autorotational inertia of slightly more than 20. Therefore, it was decided that the 2nd candidate

(Table 9) be used as the target for the local level optimizer.

Table 7: General description of global level optimization problem.
Design Variables µ, S44, S55, S66

Constraints Frequency Avoidance, Design Variable Feasibility
Objective Function µ

Table 8: A valid result from the global level optimization.
Variable GA Result Gradient-based Result

µ (lb-s2/in2) 0.001042 0.001041
µmodel (lb-s2/in2) 0.00879 0.0008

S44 (lb-in2) 6.92×107 6.93×107

S55 (lb-in2) 6.76×107 6.76×107

S66 (lb-in2) 4.25×109 4.25×109

ω1 (rad/s) 44.26 44.26
ω2 (rad/s) 106.35 106.39
ω3 (rad/s) 142.34 142.38

Table 9: A valid result from the global level optimization that was used as a target for the local
level optimization inverse design problem.

Variable GA Result Gradient-based Result
µ (lb-s2/in2) 0.0013598 0.0013598

µmodel (lb-s2/in2) 0.00129 0.00129
S44 (lb-s2) 3.96×107 3.96×107

S55 (lb-s2) 9.84×107 9.84×107

S66 (lb-s2) 5.36× 109 5.36×109

ω1 (rad/s) 44.85 44.85
ω2 (rad/s) 59.36 59.36
ω3 (rad/s) 106.54 106.54

3.5.4 Local Level Optimization

The local level optimization is a more complex problem than the global level optimization, as there

are more design variables, more sectional properties to optimize, and the stiffness of the optimized

result should be very close to those obtained during the global level optimization process. The GA

was utilized to search the complex design space as an inverse design problem, with constraints that

the VABS stiffness and mass results be within 5% of the final design variables from the global level

optimization. Note that since non-structural mass can be added but not removed, the mass of each
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candidate of the lower optimization can be lower than the global level optimization result. However,

the stiffness constraints require the absolute value to ensure that they remain within 5% of the global

level optimization results. The design variables for this optimization have already been mentioned

in Section 3.5.1. Since the mass center was assumed to be at the quarter-chord during the global

level optimization, the local level optimization will attempt to minimize the distance from the mass

center to the quarter-chord. As the distance between the shear center xs and quarter-chord xm is

also of aeroelastic importance, the optimization will also try to minimize this quantity as well. The

objective function will then simply be the sum of the two distances:

Objective = |xs − 0.25c|+ |xm − 0.25c| (22)

Reducing the Design Space Size

Before starting the GA for the local level optimization, it is highly advantageous to decrease the

size of the design space as much as possible. For the two valid candidates resulting from global level

optimization, it is a good idea to examine the sampling results to see if any of the candidates already

evaluated during the sampling process have stiffnesses that nearly satisfy the geometric constraints.

For a given number of D-spar layers, D-spar width, and skin layers, a range of stiffnesses can be

achieved by varying the layup directions of each layer. Also, if one of the candidates has skin and

D-spar geometry that satisfies the mass constraints, has a mass center very close to 0.25c, and has

stiffnesses above and below the targets, then the local level optimization could simply vary the

ply orientations and run VABS only, thus avoiding the use of a meshing preprocessor. This would

have two advantages: one, the meshing codes are more computationally expensive and lead to a

long optimization time, and two, VABS-AD is an automatically differentiated version of VABS that

can be used in a ply orientation optimization for increased gradient-based optimization efficiency

[150]. This comparison indicated that the structural geometries that will result in sectional masses

near global level optimization candidate 1 (Table 8) have between 2-6 skin layers, a skin angle

of approximately 45 degrees, 25-40 spar layers, and a spar width of 0.3-0.5c. The candidate that

closely matched the global level optimization candidate 2 (Table 9) had 6 skin layers oriented at ±45

degrees, a D-spar with a width of 0.3c and 40 layers. The upper and lower bounds and discretization

tolerance for the local level optimization variables are given in Table 10 and Table 11 gives a general

description of the local level optimization process.
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Table 10: Description of local level optimization design variable bounds and tolerances.
Variable Lower Bound Upper Bound Tolerance Bits

SkinLayers 2 6 1 3
SkinAngle 25 65 10 3
SparLayers 25 39 2 3
SparAngle 60 120 15 3
SparWidth 0.3 0.5 0.07 2

S1 0 1 0.33 2
S2 0 1 0.33 2
S3 0 1 0.33 2
S4 0 1 0.33 2

Table 11: General description of local level optimization problem.
Design Variables See Table 10

Constraints µ, S44, S55, and S66 within 5% of targets
Objective Function sum of mass and shear center offset (|xs − 0.25c|+|xm − 0.25c|).

Local Level Optimization Results

After six generations (with 200 candidates per generation), the GA optimization resulted in several

promising candidates, where a promising candidate is one that violates less than two of the target

stiffness/mass constraints, and any violated constraint represents less than 10% difference from the

target. These candidates were subjected to a GEBT beam analysis and an RCAS analysis using

the generalized composite beam (GCB) elements to see if any satisfy the global constraints. Table

12 describes these candidates and the GEBT/RCAS results for each. This table shows that the

multi-level optimization process (global, local) succeeded in finding a structural configuration that

satisfies the stiffness targets, and these structural configurations also satisfied the original global

level optimization constraints. Although some of the potential candidates satisfy all of the frequency

constraints according to the GEBT analysis, the RCAS frequency results are slightly different, and

for some candidates which satisfy all frequency constraints according to RCAS, the RCAS results

for damping for the 2nd mode are positive, indicating an aeroelastic instability. The discrepancies

between RCAS and GEBT frequency results can likely be attributed the presence of aerodynamics

in the RCAS analysis.

Candidate 12 may be a valid candidate already, because even though the 2nd natural frequency is

within 10% of the 2nd harmonic (the difference is 7.5%), the damping of this mode is small. However,

RCAS forced-response analysis can give more insight into the behavior of this mode in forward flight.

Further gradient-based optimization of Candidate 12 was conducted to determine if the constraints

could be satisfied by slightly changing the geometry. Unfortunately, the 2nd frequency constraint

again contradicts with the 1st constraint: lowering the 2nd constraint has the effect of lowering the
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1st constraint also, causing that to be violated instead. Therefore, the GA was again utilized to

find a viable candidate according to the RCAS analysis results. The information from these feasible

candidates was used to further reduce the design space: the SkinLayers design variable was only

allowed to vary between 4 and 5, and the skin layers angle range was reduced to vary between 15

and 35 degrees. This resulted in a shorter binary string length required to represent each candidate,

which led to faster convergence and smaller population size requirements for the GA during the final

optimization step.

Table 12: Natural frequency results from local level optimization candidates with stiffness results
satisfying or nearly satisfying target stiffness constraints. Gωi, Rωi, and RDi refer respectively to
the natural frequency predicted by GEBT and RCAS and the damping predicted by RCAS for the
ith mode. All frequency and damping values are in units of rad/s.

# Gω1 Gω2 Gω2 Rω1 Rω2 Rω3 RD1 RD2 RD3

1 43.33 62.51 137 43.09 62.54 137.2 -0.139 0.0028 -1.386
2 43.22 61.92 136.08 42.97 61.95 136.3 -0.144 0.0027 -1.434
3 44.08 67.36 142.93 43.85 67.34 143.2 -0.142 0.0020 -1.512
4 43.66 61.68 139.92 43.41 61.72 140.09 -0.135 0.0015 -1.453
5 43.82 63.61 142.81 43.57 63.63 143.01 -0.133 0.0014 -1.494
6 43.82 73.21 140.24 43.58 73.06 140.39 -0.128 -0.0012 -0.783
7 43.82 73.21 140.24 46.58 73.06 140.39 -0.128 -0.0012 -0.354
8 43.82 73.21 140.24 43.54 73.06 140.39 -0.128 -0.0013 -1.354
9 44.12 73.51 142.91 43.9 73.37 143.16 -0.137 -0.0014 -1.508
10 44.2 73.6 142.49 43.99 73.46 142.72 -0.140 -0.0016 -0.154
11 44.2 73.6 142.49 43.98 73.46 142.72 -0.140 -0.0016 -1.540
12 44.29 73.98 143.36 44.08 73.83 143.59 -0.136 -0.0017 -1.535
13 44.21 74.02 143.73 44 73.88 143.97 -0.140 -0.0020 -1.501
14 43.86 73.42 139.74 43.62 73.24 139.83 -0.130 -0.0031 -1.351
15 44.21 75.93 143.73 43.99 75.76 143.98 -0.138 -0.0033 -1.473
16 44.48 76.19 146.65 44.26 76.01 146.89 -0.139 -0.0042 -1.539
17 44.22 74.59 143.39 44.01 74.43 143.63 -0.149 -0.0042 -1.555
18 44.27 76.05 143.29 43.82 74.93 141.5 -0.150 -0.0050 -1.502
19 44.04 75.12 141.27 43.82 74.96 141.5 -0.150 -0.0050 -1.502
20 43.95 73.88 142.51 43.71 73.71 142.68 -0.143 -0.0057 -1.465
21 44.72 72.16 147.88 44.5 72.06 148.09 -0.139 -0.0066 -1.593
22 43.97 75.75 142.49 43.73 75.55 142.66 -0.141 -0.0083 -1.421
23 44.15 75.68 142.39 43.93 75.48 142.57 -0.143 -0.0083 -1.454

3.5.5 Combined Optimization

Although it is a simpler procedure to consider beam and local level optimizations separately, the

eigenvalue analysis feature of RCAS yields non-physical results when provided with “fake” stiffness

properties used by the global level optimizer, in contrast to GEBT which gave physical results when

the stiffness inputs were modified. Therefore it was determined that a combined optimization process

was necessary. In this case, the design variables were the local design variables, and the constraints

43



Table 13: Optimized layup and analysis results.
Design Variable Value Layup Description # Results Value

SkinLayers 4 Total Layers 30 ω1 42.17 rad/s
SkinAngle 30 Layers at 0◦ 16 ω2 71.86 rad/s
SparLayers 30 Layers at ±22.5◦ 4 ω3 143.2 rad/s
SparAngle 120 Layers at ±45◦ 6 ω4 310.2 rad/s
SparWidth 0.5 Layers at ±67.5◦ 4 xs 0.74 in (aft)

Layers at 90◦ 0 xm 1.3 in (aft)
D1 -0.124
D2 -0.00044
D3 -1.398
µ 1.81×10−3 lb-s2/in2

were the global constraints for natural frequency avoidance. However the bounds for the local design

variables are very small due to the extensive sampling of the design space at this point. Because

the RCAS analysis included the damping effect of aerodynamics, additional constraints were placed

on the damping of the first three aeroelastic modes. The damping of the 2nd mode was then chosen

as the objective function, as this mode is the most lightly damped. The GA succeeded in finding a

valid candidate for the design problem as posed so far, which is fully described in Table 13. Further

analysis must be conducted to ensure that the light damping of the 2nd mode does not induce large

limit cycle oscillations, which may induce failure of the rotor blade. However, the 2nd mode was

identified as a lead-lag motion, which is often lightly damped for rotor blades due to the small

aerodynamic forces in the lead-lag direction (drag). The increased sectional mass compared with

the global level optimization result of µ = 1.31×10−3 lb-s2/ft4 is acceptable because it increases the

autorotational index from 16.7 to 22.2, satisfying any issue that may have arisen due to the lower

sectional mass of the global level optimization result.

3.5.6 Non-Uniform Blade Optimization

The same general multi-level optimization methodology can be used to analyze a tapered blade.

Utilizing the same cross-sectional shape and inner structural configuration, adding a spanwise non-

uniformity will cause the stiffness and inertial properties to vary over the span. However, these

spanwise variations are not arbitrary and often follow some surprisingly basic trends. Sampling of

the local design space for different combinations of local design variables and at various points along

the blade span was used to determine the spanwise stiffness distribution functions for each of the

stiffness or inertial properties. For the global level optimization process, the number of stiffness and

inertial design variables was considerable reduced by taking advantage of these trends. This process

is demonstrated for a common type of spanwise non-uniformity: linear taper. The blade with linear
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taper is expected to follow the distribution functions given in Equation (11).

Spanwise Stiffness and Inertia Distribution Due to Linear Taper

Using the optimized result from Table 13 as the root structural geometry, the spanwise trends caused

by linear taper were investigated. There are two possible ways to taper the inner structure: linearly

tapering the thickness of each layer or reducing the number of plies in the skin and spar linearly. The

first way causes the geometry to scale exactly by taper ratio. The spanwise trends for this case are

demonstrated in Figures 7 and 8. These figures show that the hypothesis holds for a perfectly scaled

geometry for the majority of the stiffness matrix elements. Small discrepancies appear in several of

the off-diagonal terms. However, these terms are all one to two orders of magnitude smaller than

the diagonal terms, and have a significantly lower effect on the first few natural frequencies, so the

slight variation may have little effect on the global beam analysis.

The second way to vary the cross-sectional geometry is probably more realistic for composite

blades, for which the layer thickness is often a material property and cannot be varied. In this case,

vary the number of layers of each element, and hold the layer thicknesses constant. Of course, some

rounding will occur as the number of layers is varied this way. The results are then shown in Figures

7-8. These figures show that the variation is not as exact as found for the perfectly scaled case, but

is still very close for the largest stiffness values. There are two reasons for the variation: the first is

the rounding of the numbers, and the second is that although the design percentage of each layup

direction was held constant when the number of layers was varied, the discrete nature of the number

of layers causes the actual percentage of each layer through the thickness to vary from the design

percentage. This variation affected the coupling stiffness terms the most, but again they are a few

orders of magnitude lower than the associated diagonal stiffness terms, so this variation should not

affect the results as significantly.

GEBT Natural Frequency Analysis of Tapered Blade

The GEBT frequency analysis results of the optimized uniform blade are compared with the results

of the perfectly and realistically scaled models. This comparison is shown in Table 14, and it reveals

that although there is a significant difference between the baseline (untapered) case and either

tapered case, the difference between the perfect case and the realistic case is small. A beam analysis

case in which the stiffness results for all of the cross sections except for the outboard section were

replaced by functions of the root stiffness, the span location, and the appropriate spanwise trend

function; these results are also shown in Table 14 under the heading “Scaled.” The results from this
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Figure 7: Variation of the inertial properties µ, i22, i23, and i33 as a function of span for a linearly
tapered blade which is perfectly scaled.

Figure 8: Variation of the components of the smaller components of the upper right 3×3 subset of
the Generalized Timoshenko stiffness matrix as a function of span for a linearly tapered blade which
is perfectly scaled.

analysis are nearly identical to the “Perfectly” scaled results, showing that the assumption that the

stiffnesses which did not obey the scaling laws (such as S26 in Figure 8) can be scaled anyway with

little difference in the frequency analysis results.

Table 14: GEBT frequency analysis of a linearly tapered blade using two scaling techniques.
Frequency Uniform Perfect Scaled Realistic

ω1 44.23 50 50 51.76
ω2 71.97 101.48 101.48 109.94
ω3 142.96 130.33 130.32 134.27
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Figure 9: Variation of the inertial properties µ, i22, i23, and i33 as a function of span for a linearly
tapered blade which is realistically scaled (by number of plies).

Figure 10: Variation of the components of the smaller components of the upper right 3×3 subset
of the Generalized Timoshenko stiffness matrix as a function of span for a linearly tapered blade
which is realistically scaled (by number of plies).

Global Level Optimization Using Spanwise Trends

The good agreement of the first three natural frequency results shown in Table 14 suggest that these

spanwise trends can be taken advantage of during global level optimization to use only one set of

stiffness and inertial design variables for the root section, and then use parameters to vary the other

cross-sectional stiffness and inertial properties according to the observed trends. Tapered blades

often raise the consideration that reducing the mass near the tip will drastically reduce the blade

autorotational inertia, which is an extremely important blade performance measure in case of engine

failure. For a linearly tapered blade, assuming the square power law holds for the sectional mass
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distribution, the autorotational inertia index suggested by Ref. [79] can be obtained as a function

of the root mass alone (below). Again, taking the Bell 222 representative takeoff weight (W ) of

approximately 8,000 lb, and using the recommendation from Ref. [79] that IA be greater than 12, a

lower constraint on the root sectional mass can be obtained as 0.00117 lb-s2/in2:

c̃ = ct/cr

c̄ = c/cR = 1− (1− c̃)(r/R)

µ = c̄2µR

I =

∫ R

0

µr2dr = mR

∫ R

0

(1− (1− c̃)(r/R))
2
dr =

1

30
(1 + 3c̃+ 6(c̃)2)µR3

IA =
IΩ2

2W
=

1

60W
(1 + 3c̃ + 6(c̃)2)Ω2R3µ ≈ 10221µ

(23)

The results of the global level optimization using spanwise trends are shown in Table 15. This

Table shows that the methodology was able to find a global level optimization result that satisfied

all constraints.

Table 15: Valid result from the global level optimization of a non-uniform beam using perfect scaling
laws.

Variable GA Result
µ 0.0013 lb-s2/in2

S44 3.96×107 lb-in2

S55 9.84×107 lb-in2

S66 5.36×109 lb-in2

ω1 53.44 rad/s
ω2 98.02 rad/s
ω3 107.11 rad/s

µmodel 0.00129 lb-s2/in2

GJmodel 4.31×107

RCAS Analysis of Baseline Tapered Blade

To examine the effects of aerodynamics, an RCAS eigenvalue analysis was performed for both the

perfectly scaled case and the realistically scaled case. Table 16 gives the RCAS results for the

baseline design for both scaling cases. Table 16 shows that the baseline configuration satisfies all

natural frequency and damping constraints according to the RCAS eigenvalue analysis. The dis-

crepancy between RCAS and GEBT deserves further investigation, as the differences are significant

enough to cause violation of constraints for the 3rd mode. The aeroelastic damping of all modes
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Table 16: RCAS frequency analysis results of a linearly tapered blade, using two scaling techniques.
ωi refers to the ith natural frequency, and Di refers to the damping of the ith mode. Both frequency
and damping are given in units of rad/s.

Uniform Perfect Realistic
ω1 44.01 51.21 53.30
ω2 71.86 106.7 112.35
ω3 143.2 133.2 141.4
D1 -0.124 -0.175 -0.184
D2 -0.00044 -0.314 -0.569
D3 -1.398 -0.712 -0.425

was improved by introducing the taper and completing the multi-level optimization process. This

optimization example highlights the value of performing uniform blade optimization, even if the

chosen configuration will feature linear taper. The uniform blade optimization provides the user

with a logical starting point for the non-uniform blade optimization, and in some cases (such as for

this example), satisfying all constraints for the uniform blade analysis will lead to the satisfaction

of several constraints on the non-uniform blade analysis. Also, the sampling data obtained from the

initial local design space exploration as well as the local level optimization attempts with the GA

provide a large database for use during the non-uniform blade optimization.

3.6 Conclusions

The two-level optimization methodology is a powerful tool for conceptual design of uniform and

non-uniform rotor blades. In the case of non-uniform blades, it can be advantageous to begin with a

complete (global and local level simultaneously) uniform blade optimization to find a starting point

for the global level optimizer and to build up a database for construction of accurate surrogate models

to maintain feasibility. For non-uniform blades with linear taper, there are natural scaling laws for

the sectional mass and inertial properties as well as for the stiffnesses. This allows a designer to work

with a limited set of structural design variables (representing the root element or other spanwise

locations of interest) for the global level optimization and utilize the scaling laws to obtain a realistic

distribution of constitutive properties.

There are some issues with the multi-level optimization that warrant further investigation that

deal specifically with non-uniform blades, such as a large number of optimization steps necessary to

complete the design process. In this work, the multi-level method was extended to nonuniform blades

to demonstrate the ability to find a blade satisfying all constraints without a strong desire to prove

optimality of the resulting designs. A better effort to maintain and prove optimality between the

different levels should be undertaken for future work. These should receive some special attention in

further studies dealing with non-uniform blade optimization. More basic investigation may also take
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place in how stiffness and inertial properties vary with respect to the other cross-sectional design

variables (as they are listed in Section 3.3), especially an investigation into how the stiffness and

inertial properties are functions of linearly varying airfoil profile, as this is a very common feature

of modern rotor blades.

For wind turbine blades, there are often nonlinear variation of chord lengths or twisting profiles,

however using sampling to establish spanwise trends among global level design variables and develop

feasibility constraints would allow global level optimization such as was performed in this chapter. It

is more typical to use efficient low-fidelity beam models based on EB assumptions and CLT to connect

local design variables to global constraints and objective functions such as AEP or blade deflections.

In this case, it can still be considered to be global level optimization with the low-fidelity beam

representation replacing the role of surrogate modeling. If chord and twist distributions are also to

be optimized in the global level process it would be recommended to reevaluate the aerodynamic

loads at each step. Any possible error resulting from the representation of the blade using EB and

CLT used in global level optimization will be eliminated during the local level optimization, thanks

to the use of higher fidelity section analysis tools such as VABS in the local level optimization.
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CHAPTER IV

AEROELASTIC STRUCTURAL AND CONTROL DESIGN FOR

HALE AIRCRAFT

The previous chapter focused on structural design for a rotor blade with fixed outer geometry but

a highly variable interior structural configuration. In many cases, however, the outer geometry can

also be changed during the design process, leading to both local and global level design variables.

There is also the possibility that the interior structural configuration is generally predetermined by

manufacturing practices, processes, or constraints. In this case, it is possible to perform the majority

of the structural design in the global design space, as local design considerations will be constrained

(and simplified) by the predetermined configuration, and changes in local design variables lead to

predictable changes in the inertial or constitutive inputs to the global analysis process. It is then

valuable to first explore the behavior of the system globally, and then apply the understanding

from this exploration to the simple local design problem. These considerations are showcased in the

following example of the design of a flying wing aircraft. The flying wing aircraft design example

begins by global design space exploration which resulted in conference paper at the AIAA Structural

Dynamics and Materials conference of 2013 [119].

Aeroelastic design margins can be relaxed by using active controls. Through collaboration with

Bihrle Applied Aerospace, design work was completed for a very high aspect ratio fixed-wing aircraft

considering aeroelastic design requirements (flutter speed). As an extension of this work, an active

gust suppression system was designed, using the wing bending curvatures and accelerations as inputs.

The gust suppression system was effective in damping wing vibration and body motion due to discrete

or continuous gusts, as well as increasing the controlled flutter speed by around 30%. This work is

currently in preparation for journal submission, under the future title “Aeroelastic Control Design

for HALE Aircraft using a Geometrically Exact, Intrinsic Beam Theory.” The details of this design

can not be released within this thesis, however the design is very similar to the flying wing design

presented in the first part of this chapter. The second part of this chapter will then show the

aeroelastic control design efforts that were undertaken for the Bihrle aircraft.
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4.1 Introduction

There is a current interest in high altitude long endurance (HALE) aircraft, especially for applications

involving surveillance, communication, or atmospheric measurement. This class of aircraft nearly

always utilizes very high aspect-ratio wings, as induced drag issues become critical at very high

altitudes. The wing structure for HALE aircraft is minimal to reduce the wing weight as much

as possible, and as a result, these aircraft can experience very large wing deformations in trimmed

flight. The large wing deformations exhibited by these aircraft lead to geometric nonlinearities that

largely affect the aeroelastic analysis process [106, 107, 59]. Conventional aeroelastic analyses often

decouple the wing vibrations from the vehicle flight dynamics, but aircraft with these high aspect-

ratio wings and minimal structure have been known to experience instabilities characterized by

interaction between the vehicle flight dynamics and the structural vibrations. One explanation for

this interaction is that the extreme length and low stiffness of the wings result in natural vibration

frequencies on the order of the flight dynamics. In any case, aeroelastic analysis of these flight vehicles

results in aeroelastic mode shapes that have strong components of wing vibration and vehicle body

motion. When these aeroelastic mode shapes become unstable (flutter), the flutter instability is

often referred to as body-freedom flutter (BFF).

It has been shown that the study of mode shapes is fundamental to the study of flutter in fixed

wing aircraft, and that the coalescence of two or more mode shapes frequently accompanies the flutter

instability [102, 83]. Some have suggested that the important flutter modes can be determined by

looking for coalescence or near-coalescence of two neighboring modes [101]. Several past studies

have examined the effect of various structural and physical parameters on the flutter characteristics

of wings, including mass, mass moment of inertia, elastic and torsional moduli [3]. However, the

general structural properties are not the only important factor in examining the flutter instability –

in addition, the flutter behavior of the wing is also affected by the interior structure and modeling

of the wing, including how it is attached to the fuselage [132, 62].

Although the dependence of this body-freedom flutter on some of the wing constitutive properties

is recognized by the literature (especially bending and torsional stiffness), it is not clear if other

constitutive properties have the potential to affect BFF. Additionally, no BFF study has been found

to translate the increases in stiffness or other properties to changes in the actual wing structure.

The present chapter examines the effects of actual changes of wing structure in terms of the BFF

behavior, and also examines the effect of varying fuselage or payload properties as well.
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4.2 NATASHA Theory

A intrinsic theory for analyzing high-aspect ratio aircraft is presented in Ref. [105]. This theory re-

tains all geometric nonlinearities and its use of intrinsic variables completely eliminates the potential

for singularities. These fully intrinsic equations contain variables expressed in bases attached to the

deformed frame B(x1, t), and consist of internal force measures FB , internal moment measures MB ,

velocity measures VB , angular velocities ΩB , and gravity vector measures gB , each arranged into a

3 × 1 column matrix representing components along x1, x2, and x3. The equations can be written

in compact matrix form as in Ref. [58]:

F ′B + K̃BFB + fB = ṖB + Ω̃BPB

M ′B + K̃BMB + (ẽ1 + γ̃)FB +mB = ḢB + Ω̃BHB + ṼBPB

(24)

These formulas utilize the (̃ ) operator which arranges a 3×1 column matrix into a 3×3 matrix so

that for two vectors v1 and v2, ṽ1v2 = v1×v2, where × here repressents the vector cross product. The

generalized strains and curvatures (γ,κ) can then be related to stress resultants with constitutive

equations and momenta (P ,H) related to velocities and angular velocities with inertial equations:γκ
 =

 R S

ST T

FB

MB


PBHB

 =

µ∆ −µξ̃

µξ̃ I

VBΩB

 (25)

The kinematics can also be described by compact partial differential equations:

V ′B + K̃BVB + (ẽ1 + γ̃)ΩB = γ̇

Ω′B + K̃BΩB = κ̇

K̃ = (κ̃+ k̃)

(26)

Equations 24 – 26 therefore present a complete set of first-order, partial differential equations suitable

for the analysis of aircraft with high-aspect wings. These equations have been implemented by the

computer code NATASHA [105, 20], and this code has been validated by several further studies

[87, 130]. The force term in Eq. (24) includes gravity loading; the measure of the gravity vector can

be found at all nodes using the following:

g′ + κ̃g = 0

ġ + Ω̃Bg = 0
(27)

Finally, two equations are required for trim to maintain the flight path angle φ and the total speed

U∞ at a reference node:

ĝ2V̂2 + ĝ3V̂3 − tanφ(ĝ3V̂2 − ĝ2V̂3) = 0

V̂ 2
2 + V̂ 2

3 − U2
∞ = 0

(28)
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4.2.1 Finite Element Discretization

The implementation in NATASHA is based on a finite element discretization. The discretized form

of Eq. (24) is given as [58]:

F̂n+1
l − F̂nr

dl
+ (˜̄κn + ˜̄kn)F̄n + f̄n − ˙̄Pn − ˜̄ΩnP̄n = 0

M̂n+1
l − M̂n

r

dl
+ (ẽ1 + ˜̄γn)F̄n + m̄n − ˙̄Hn − ˜̄ΩnH̄n − ˜̄V nP̄n− = 0

(29)

The forces and moments on the left and right hand sides of each node are required (Fl,Fr,Ml,Mr)

to account for discontinuities in internal forces due to concentrated applied loading.The discretized

form of the kinematical equations, Eqs. (26), is then:

V̂ n+1
l − V̂ nr

dl
+ (˜̄κn + ˜̄kn)V̄ n + (ẽ1 + ˜̄γn)Ω̄n − ˙̄γn = 0

Ω̂n+1
l − Ω̂nr
dl

+ (˜̄κn + ˜̄kn)Ω̄n − ˙̄κn = 0

(30)

Finally, the gravity loading equations given by Eqs. (27) are discretized as well:

ĝn+1
l − ĝnr
dl

+ (˜̄κn + ˜̄kn)ḡn = 0

˙̂g +
˜̂
Ωg = 0

(31)

This time-differentiated equation only needs to be satisfied at one node, which can be at a boundary.

The (̄ ) variables represent averaging of nodal variables: d̄n = 0.5(dn + dn+1).

NATASHA uses a strip theory aerodynamic model which assumes that each element’s aerody-

namics are independent and do not interfere with each other, based on the unsteady theory developed

by Peters et al. [111]. A typical 6 inflow states (λ) were used for each lifting element.

4.2.2 NATASHA Trim Solution Process

The system of discretized equations given above are solved using a Newton-Raphson procedure. The

unknown variables are the F̂l, F̂r, M̂l, M̂r, V̂r, Ω̂r, and ĝr, and six aerodynamic state variables for

each lifting element λ. The typical model consists of a beam with Nw nodes (odd) representing

the main wing. If there is a tail, Nt tail nodes (odd). Then a beam representation of the fuselage

can be used to join the center elements of the wing and tail for a total of Nw + Nt + Nf nodes.

There are Nw − 1 lifting elements for the wing, and Nt − 1 lifting elements on the tail, resulting

in Nw + Nw − 2 lifting elements for typical configurations. Lifting body configurations may also

add Nf − 1 fuselage lifting elements. There are also 6NBC unknowns: FBC and MBC that are the
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forces and moment measures acting between each beam. The trim calculation assumes steady state,

so the time derivatives and the inflow states λ are set to zero, so they can be ignored during the

trim solution process. However, the unknown thrust setting and flap deflection add 2 additional

unknowns to the problem.

If these unknowns are collectively referred to as {x} (assembled into a column matrix), then the

discretized equations given in Section 4.2.1 can be expressed in the following general form:

f1({x})− f2( ˙{x}) = 0 (32)

The equations are nonlinear but have the property that f1(0) = 0 and f2(0) = 0. They are similar

to the form of a descriptor system as described by Luenberger [84]. Note that f2( ˙{x}) represents the

nonlinear operations that are performed on the time derivatives of the NATASHA unknowns, ˙{x}.

The functions f1 and f2 input the values of the unknowns and return a column matrix of residuals

of the discretized equations. The problem for the equilibrium solution is to find {x} such that

f1({x}) = 0, where f1({x}) represents the operations on the LHS of the discretized equations given

in Section 4.2.1, neglecting any time-derivatives. The Newton-Raphson iteration is then performed

as follows: an initial guess {x}0 is chosen for the unknowns. A first-order Taylor approximation is

then used to attempt to drive the variables to zero:

f1({x}0 + ∆ {x}) ≈ f1({x}0) + [J ]∆ {x} = 0 =⇒ ∆ {x} = −[J ]−1f1({x}0) (33)

The function values f1(x) for the trim solution process are calculated at each step of the Newton-

Raphson iteration using the discretized governing equations neglecting all time derivatives. The

simple form of the discretized equations leads to closed-form expressions for the Jacobian [J ]. The

Jacobian [J ] and the function values f1(x) must be calculated at each step until the maximum value

of f1(x) or its vector norm is sufficiently small.

For a free-free case, the beams are unloaded at each end, so for each beam the first six components

of f1(x) are simply F̂l and M̂l for the left-most node on the beam. For the first beam, the next three

components of f1(x) are: 
Ω̂3ĝ2 − Ω̂2ĝ3

Ω̂1ĝ3 − Ω̂3ĝ1

ĝ2
1 + ĝ2

2 + ĝ2
3 − 1

 (34)

These satisfy the time-differentiated gravity loading equation, Eq. (31), with one of the components

of that equation replaced with a constraint on the length of the g vector. If it is not the first beam

(wing), then three equations are required to maintain the orientation of the beam with respect to

the last one, connecting either the fuselage to the wing or the tail to the fuselage.
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There are then 21 equations to be satisfied at each node that is associated with an element: the

first six are nodal force/moment equilibrium considerations at the right of each node, with [Clr]

being the nodal kink, µ̂ being the mass of any pods/engines/stores attached to the node, ξ̂ being

the offset of the nodal mass, and g being the gravitational constant:

F̂r − [Clr]
T F̂l + f̂thrust + f̂aero + µ̂gĝr − Ω̃P̂r = 0

M̂r − [Clr]
T M̂r + m̂thrust + m̂aero + µ̂g

˜̂
ξĝr − ˜̂ΩrĤr − ˜̂VrP̂r = 0

(35)

After the nodal equilibrium equations, there are 12 discretized elemental equations, Eqs. (29 – 30),

and there are three spatially differentiated gravity equations, Eqs. (31). The right-most node of each

beam is not associated with an element, so only the six nodal equilibrium equations, Eqs. (35), are

required for this node.

The values of F̂r and M̂r for the right-most node of the beam are the next six components of

f1({x}), driving the forces and moments at right-most end of the beam to zero (satisfying the free-

free boundary condition). The total number of equations for a beam is then 21N , for a beam with

N nodes and 21N unknowns.

After the components of f1({x}) for each beam, the beam connections must be treated: for each

beam connection, six components of f1({x}) are used to ensure that V̂r and Ω̂r are the same for the

connection node on each beam, and then for both connection nodes the nodal force and moment

summations, Eqs. (35), are augmented with the nodal force and moment between the two beams.

Finally, the trim conditions, Eqs. (28), are the last two components of f1({x}).

The Jacobian of f1({x}) with respect to the unknowns {x} is required for the Newton-Raphson

procedure. The element of the Jacobian [J ]ij should be then be the partial derivative ∂fi
∂xj

(here fi

refers to the ith component of f1({x})). As the above equations are linear, it is straightforward to

find the partial derivatives analytically and populate the Jacobian matrix. For the trim analysis

process, the airfoil states λ are not added to the design variables x nor considered in [J ] or f1({x})

as they are zero for the steady case.

Eigenvalue Analysis

If the Newton-Raphson iteration is successfully converged the current values of {x} are the values

of F̂l, F̂r, etc. that satisfy the discretized equations. Up to this point, the time derivatives and

aerodynamic states have been neglected, so an additional Jacobian associated with the time deriva-

tives of {x} will be required, and six aerodynamic states λ for each lifting element are added to

the unknowns {x}. The Peters’ unsteady aerodynamic equations are then added to the system to
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account for the additional unknowns [111]. Again, the first-order Taylor approximation is used so

that:

f1({x}+ {∆x})− f2( ˙{∆x}) ≈ f1({x}) + [Jx] {∆x} − [Jẋ] ˙{∆x} = [Jx] {∆x} − [Jẋ] ˙{∆x} = 0 (36)

The eigenvalues can then be found by assuming a solution of the form {∆x} = {∆x} ept. From this

point onwards, the variable {x} is redefined as the perturbation values {∆x}. Then, the eigenvalues

p of the system can be found by solving a generalized eigenvalue problem:

[Jx] {x} = p[Jẋ] {x} (37)

Implementation and Validation of NATASHA System

These equations have been implemented by the computer code NATASHA [20] and this code has

been validated by several further studies [87, 131].

4.3 Flying Wing Model

These analyses used NATASHA, which is a geometrically exact beam analysis code to calculate

the behavior as if it were a 1D beam. This type of analysis is suitable for studying wings of high

aspect ratio with reasonably continuous structures, and has the capability to calculate the non-linear

equilibrium trim state, and then linearize about that state and perform an eigenvalue analysis to

determine the stability of the equilibrium state.

4.3.1 Geometric Description of the Model

The configuration chosen for this study was inspired by the HORTEN flying wing model [87], but

was altered significantly to change the character and flight speed of the flutter instability to a body-

freedom flutter motion involving body pitching and fuselage reference point (“short-period” motion)

and wing out-of-plane bending. The geometry of the model is realized by using 1 beam to represent

the main wing. A total of 40 elements was used to represent the wing, 38 flexible elements to

represent the left and right wing, and two rigid elements to represent the offset of the wing from

the fuselage centerline. To eliminate whatever effect engine placement might have had on the body-

freedom flutter characteristics of the model, the engines were placed at the root of the wing and

aligned with the forward flight direction. The resulting finite-element model is depicted in Fig. 11

and some relevant dimensions are given in Table 17.
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Figure 11: Finite element model of the typical geometry for input into NATASHA. The axes are in
units of meters, and the “X” marks indicate the location of the fuselage center of gravity CG and
two engines at their root location. See Table 17 for numerical details about the baseline geometry.

Table 17: Geometric NATASHA inputs for the typical flying wing model.
Parameter Value

Sweep (deg) 20
Dihedral (deg) 0

Initial Twist (deg/m) -0.2
Wing Offset (m) 1.65

Span (m) 20
RootChordcr (m) 1.0
TipChordct (m) 0.25

4.3.2 Geometric Description of a Typical Section

The cross-section is defined by a NACA 0012 airfoil profile. A very simple structure with an “I”-

beam and skin was used to find the smallest possible stiffness results using VABS. A picture of the

VABS model for the root section is shown in Fig. 12. Aluminum material properties were used in

the VABS analysis, and a minimum skin and spar thickness of 0.127 cm was used to recover the

body-freedom flutter motion at a reasonably low flight speed. The low flutter speed was desired so

that changes to the model that increase the flutter speed would not drive it so high to violate the

incompressible assumptions made in the aerodynamic model of NATASHA. The resulting mass per

length, torsional and bending stiffness from the baseline VABS analysis can be found in Table 18.

For each analysis, VABS was run for each element along the wing, so an accurate distribution of

stiffness and inertial properties was obtained. The thickness of the skin and “flange,” the horizontal

sections of the spar, were varied in this study.

58



Table 18: Structural NATASHA inputs for the typical flying wing model.
Parameter Value
µ (kg/m) 9.761
GJ (N-m2) 4.24× 105

EI2 (N-m2) 3.84× 105

EI3 (N-m2) 2.46× 107

cref m 1

Table 19: Inertial NATASHA inputs for the typical flying wing model. H refers to the angular
momentum of the engine. Note that the fuselage inertias were set as functions of the fuselage mass
µ̂f .

CG Value Engine Fuselage
mg,(N) 51.445 150

Ixx (kg-m2) 0.29547 0.5 µ̂f
Iyy (kg-m2) 0.29322 1.0 µ̂f
Izz (kg-m2) 0.29547 1.0 µ̂f
H (N-m-s) 5.24 N/A

−25 −13 0 13 25 38 51 64 76

−6
−4
−2

0
2
4
6

Figure 12: Very simple cross-sectional geometry used for VABS analysis to obtain baseline stiff-
nesses. The axes have units of centimeters.

4.3.3 Engine/Fuselage Description

The engines and fuselage are represented by their mass and inertial properties. The fuselage mass

and inertia is added at the reference node of the wing and the engines are added at nodes an equal

distance left and right from the reference node. Table 19 shows the values for the weights and inertia

of the engines and fuselage: this inertial information was transformed appropriately to account for

the fuselage offset and orientation of the wing with respect to the engine. All cross-terms in the

inertial matrix for both the engine and fuselage (such as Ixy) are assumed to be zero.

4.3.4 Aerodynamic Model

The aerodynamic coefficients (cl0 , clα , etc.) were set to be constant over the span, and since the

airfoil is symmetric cl0 = cm0
= 0 was assumed. The thin airfoil theory value of clα = 2π was used

and cmα = −0.08 was determined by using the online resource JavaFoil for a NACA0012 profile.

The root and tip values of each coefficient are then presented in Table 20.
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Table 20: The aerodynamic coefficients used in the NATASHA model. The airfoil profile and
coefficients were held constant along the span.

clo clα clδ cdo cdα2 cdδ2 cmo cmα cmδ
0 2π 1 0.01 0 0 0.0 -0.08 0

4.3.5 Baseline Flutter Results and Eigenvalue Analysis

The flutter analysis of the baseline model resulted in a flutter speed of approximately 32 m/s. The

flutter speed was identified as the flight speed where the real part of the eigenvalue (<(p)) became

positive. The flutter mode shape was found to be a true body-freedom flutter motion, with body

pitching and vertical velocity (“short-period” motion) and symmetric out-of-plane bending of the

wings. The evolution of the lowest few eigenvalues are shown in Fig. 13, with damping being defined

as the real part of the eigenvalue with a change in sign (-<(p)) and frequency as the imaginary

part of the eigenvalue (=(p)). Upon visualization of each of the mode shapes, the eigenvalues were

qualitatively characterized by the type of motion observed, and this characterization can be found

in Table 21. Note that the titles associated with each mode in Table 21 describe the “dominant”

motion of the mode; for instance, the mode called “short-period” is dominated by rigid body pitching

and vertical velocity, but contains significant components of bending as well. It is also worthwhile

to note a physical difference between “structural-dynamics” and “flight-dynamics” modes: as the

flight speed is reduced to zero, the frequency of all “flight-dynamics” modes should go to zero, while

the frequency of all “structural-dynamics” modes go to the in vacuo frequencies. Figure 13 seems to

show a coalescence between the short-period modes (SP) and the symmetric out-of-plane bending

mode (SOP). The stability of the SOP mode begins to decrease at around 27 m/s, before the two

modes have coalesced significantly, but the frequencies of the two modes are very close to one another

at the flutter speed.

The SP and SOP modes can be examined more closely by characterizing the eigenvectors in

terms of the phase and magnitude of the various components. The SP and SOP modes were found

to have significant components of rigid body vertical velocity and pitching, and wing symmetric

bending. Therefore, the eigenvector components in root vertical velocity (V3)r, root pitch rate

Ω1, root bending moment M2, and the tip vertical velocity (V3)t were examined in terms of their

magnitude and phase. The eigenvectors were scaled so that (V3)r had a magnitude of 1 m/s, and the

phases were taken with respect to this component as well (so this component always has magnitude

1 and phase 0). The magnitude and phase characterizations are shown in Fig. 14. Figure 14 shows

one reason the “short-period” and “bending” titles were assigned to each mode: the magnitude of
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Table 21: Characterization of baseline eigenvalue results in terms of structural vibration and flight
dynamical modes.

Frequency Range (Hz) Characterization
0.0 – 0.1 Phugoid and Yaw Stability (two modes)
0.5 – 0.6 Lateral Stability “Dutch Roll”
1.3 – 1.7 Symmetric Out-of-Plane (SOP) Bending / Short-period
1.9 – 2.1 SOP Bending / Short-period
3.0 – 3.5 Anti-symmetric OP Bending
5.6 – 6.0 2nd SOP Bending

M2 is more significant in the “bending” mode. However, both modes have significant components

of M2. This figure also shows that for both the SP and first SOP mode, the magnitudes of M2

and Ω1 are relatively constant over the flight speed, while the (V3)t magnitude increases for the SP

mode but decreases for the SOP mode. This decrease of tip velocity magnitude is related to the

phases of (V3)t, (V3)r and M2. Figure 14 shows that the SP mode has (V3)t lagging (V3)r but the

SOP mode has (V3)t leading (V3)r. Also, there is a significant change in the phase of (M2)r with

increasing flight speed for both modes, with the phase increasing with the SP and decreasing for the

SOP mode. The root bending moment is nearly in phase with the root vertical velocity at the onset

of instability.
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Figure 13: Eigenvalue analysis results for the baseline model. Instability is found at the flight speed
of 32 m/s.

4.3.6 “Typical” Flying Wing Model

One method that was selected to explore the inputs that affect the body freedom flutter was to

create a “typical” flying wing model using as few inputs as possible and attempt to obtain the same

behavior. Therefore the information from Tables 17 – 20 were used, and the structural model was
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Figure 14: SP and symmetric out-of-plane bending (SOP) eigenvector characterization in terms of
magnitude and phase of root bending moment M2, tip vertical velocity V3, and root angular velocity
O1. Eigenvectors were normalized so that root vertical velocity (V3)r magnitude was 1 m/s and then
phase-shifted so that (V3)r phase is zero.

simplified further by assuming the following variation of structural inputs over the span.

c̄ = c/cref µ = µ0c̄
2

[T ]0 =


0 0 0

0 1/EI2 0

0 0 0

 [T ] = [T ]0/c̄
3

(38)

The resulting model approximates the low frequency behavior of the realistic flying wing model very

well. The effect of the various aerodynamic coefficients was explored by changing each coefficient to

an alternate realistic value one by one. This process affected the trim values significantly but only

clα and cmα had a significant effect on the flutter behavior. In general, trim conditions are difficult to

obtain with a non-zero cl0 , but Fig. 15 shows the eigenvalues for the baseline model and for different

values of cl0 , cd2α , cm0
, cmδ ; this Fig. shows there is no distinction between these different cases

in terms of these lowest eigenvalues, or the flutter speed. Therefore, even though unrealistic trim

values may be obtained without an appropriate cl0 , the BFF behavior is unaffected. Figure 16 shows

that clα does affect these dynamics, especially in the frequency of the SP and SOP modes and the

damping of most modes. It may be significant that lowering clα pushes the frequency of the relevant

BFF modes apart and increases the flutter speed, again suggesting that the similarity of the SP

and bending frequencies leads to the instability. In any case, the “typical” model demonstrates very

clearly that wing bending flexibility, mass per length, fuselage inertial properties, and clα are the

dominant factors at play with this type of BFF. The “typical” model also shows that aerodynamic

design can be conducted largely without consideration to the body-freedom flutter (BFF) issue,
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because even when clα was adjusted significantly the BFF speed changed only slightly.
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Figure 15: Low frequency eigenvalues for the “typical” flying wing model for the baseline and after
modifying cl0 ,clδ , and all coefficients related to cd and cm. Curves are not labeled because they
coincide exactly.
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Figure 16: Control settings for the “typical” flying wing model for the baseline and after modifying
clα .

4.4 Trade Studies on Body Freedom Flutter

Several trade studies were conducted to examine the effect on the flutter characteristics of changing

various physical inputs of the HALE aircraft. These included the fuselage mass, the fuselage CG

location and its pitching inertia, and the constitutive and inertial information of the wing. The

constitutive and inertial information of the wing was first varied by varying the structural geometry

and finding the change of constitutive and inertial properties with VABS, and then specific elements

of the mass and stiffness matrix were varied independently to show their effect alone.

4.4.1 Effect of Fuselage Properties on Flutter Speed

The fuselage properties that were found to impact the body freedom flutter behavior were the total

mass, the fuselage inertia, and the fuselage CG location.
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Figure 17 shows the results of the fuselage mass factor sweep. The fuselage mass contributed

the most effective changes to flutter speed out of the factors listed above. The increased fuselage

mass also increased the fuselage inertia, so some of the effects in this figure are due to the increased

inertia of the fuselage. To separate the effect of the fuselage mass from the fuselage inertia, the

fuselage inertia was itself varied as the total mass was held constant. Figure 18 shows the results of

the fuselage inertia factor sweep. The pitch inertia of the fuselage (Iy) should have a large impact

on the frequency of the SP mode: the approximation for the SP frequency [100] is proportional to

I0.5
y and a similar dependency of I0.5

y was observed here for the flutter frequency. Here there is a

discrepancy between Figs. 17 and 18: for each the fuselage inertia was increased, but only when

the fuselage inertia was increased alone the flutter speed increased. Comparison between these two

figures reveal that the decreased flutter speed in Fig. 17 is due to the effect of the increased mass.

Figure 19 shows the results of varying the longitudinal CG location. This shows that the flutter

speed is highly dependent upon the longitudinal CG location. Figure 20 shows the results of the

CG factor sweep along the vertical axis. Like the fuselage inertia, the flutter speed was lowest for

the moderate range, reflecting the fact that lowering the fuselage had the affect of increasing the

fuselage inertia when calculated at the wing. A different flutter mode occurred whenever the fuselage

was placed more than 1.6 m below the wing reference line that was associated with in-plane wing

bending and torsion. Allowing the CG position to vary in the longitudinal or vertical direction have

the same effect in terms of increasing the apparent inertia of the fuselage, but comparison between

Figs. 19 and 20 reveals that longitudinal CG location travel has an additional and significant effect

on the BFF behavior.
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Figure 17: Flutter speed and frequency as a function of a multiplicative fuselage mass factor.
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Figure 18: Flutter speed and frequency as a function of a multiplicative fuselage pitch inertia factor.
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Figure 19: Flutter speed and frequency as a function of longitudinal CG location, measured forward
of the wing.
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Figure 20: Flutter speed and frequency as a function of fuselage z-location with respect to the wing.

4.4.2 Effect of Changing Structural Geometry

In order to demonstrate more directly the effect of changing structure, trade studies were conducted

which varied the skin or flange thickness and used VABS to calculate the corresponding change in

stiffness properties. Figure 21 shows the flutter speed and frequency results when varying the skin
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thickness in the VABS analysis, and Fig. 22 shows the flutter speed and frequency results when

varying the flange thickness. These figures show that increasing the structural geometry indeed had

the effect of increasing the flutter speed, as expected. The two structural geometry changes affected

the constitutive properties in different ways, as shown in Fig. 23: the skin thickness increase affected

many of the constitutive properties, while the flange thickness increase mainly affected bending

stiffness and mass per length. The effectiveness of the flutter increase in terms of increased mass

and increased bending stiffness is shown in Fig. 23. This figure shows that the flange thickness

increase was more effective in increasing the flutter speed in terms of both mass and stiffness. The

right side of Fig. 24 shows that the additional constitutive property increases caused by increased

skin thickness actually had an adverse effect on the flutter speed.
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Figure 21: Flutter speed as a function of increasing skin thickness.
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Figure 22: Flutter speed as a function of increasing flange thickness.

The increase in skin thickness significantly affected nearly all of the constitutive properties. The

increase in flutter speed observed for increasing skin thickness was not as significant as would be

expected as if the bending stiffness were increased alone. The effect of each constitutive property

was isolated by changing each individually and observing the increase in flutter speed. It was found
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Figure 23: Change in constitutive properties as skin thickness and flange thickness were increased
from their minimum (Geometry Increase = 0) to their maximum (Geometry Increase = 1). Skin
thickness was varied from 0.127 to 0.381 cm, and flange thickness varied from 0.127 to 1.016 cm.
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Figure 24: Flutter speed as a function of increasing skin and flange thickness as a function of mass
per length of the root section (left) or bending stiffness of the root section (right).

through these trade studies that many of the constitutive properties had a small or negligible effect

on the flutter speed with the exception of bending stiffness and mass per length. Figure 25 shows the

results of the skin thickness sweep in terms of flutter speed compared with the flutter speed results

when only the bending stiffness was varied and when only the mass per length (µ) was varied. This

Fig. shows that while the increased bending stiffness raised the flutter speed, while the increased
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mass per length lowered the flutter speed.
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Figure 25: Flutter speed as a function of increasing skin thickness, with each constitutive property
varied independently.

4.5 Eigenvalue and Eigenvector Analysis for Various Cases

The evolution of eigenvalues and eigenvectors as a function of flight speed for various cases was

explored to see if insight into the nature of this type of body freedom flutter could be gained. The

cases of maximum skin thickness, maximum flange thickness, low fuselage mass and high fuselage

inertia were selected as they all exhibited significant increase in flutter speed.

4.5.1 Maximum Skin Thickness

The case of maximum skin thickness has drastically increased stiffness, mass and inertial problems

in comparison to the baseline. Figure 26 shows how the eigenvalues change as a function of flight

speed for this case. Figure 27 characterizes the SP and SOP modes in terms of magnitude and phase,

with the eigenvectors normalized and phase-shifted so that root vertical velocity has a magnitude of

1 m/s and a phase of 0. The qualitative characterization of each eigenvalue has not changed from

those given in Table 21.

Figure 26 shows that the frequencies of the SP and SOP modes have indeed “coalesced” in

the sense that they come to the same frequency at around 31 m/s, and afterwards the frequencies

are very close between the two modes. Before this coalescence, the damping of the SOP mode is

increasing with flight speed, but after the coalescence the SOP mode damping decreases rapidly

with respect to flight speed.

Figure 27 again shows that tip velocity magnitude increases with flight speed for the SP mode but

decreases with flight speed for the SOP mode. Interestingly, each component has similar magnitudes

in the two modes near the speed where the frequency coalesces. The magnitudes shown in Fig. 27

have trends that closely resemble the trends found in the baseline case (Fig. 14).

68



Figure 27 again shows many similarities to Fig. 14 in the phase results, with bending moment

phase approaching zero at the onset of stability, tip velocity leading the body vertical velocity for

the SP mode and lagging the body vertical velocity for the SOP mode. Again the characteristics

of the two eigenvectors in terms of magnitude and phase are similar near the “coalescence” flight

speed of 31 m/s.
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Figure 26: Eigenvalue analysis results for the model with maximum skin thickness (0.381 cm).
Flutter speed is 38.2 m/s.
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Figure 27: Short-period (SP) and symmetric out-of-plane bending (SOP) eigenvector characteriza-
tion in terms of magnitude and phase of root bending moment M2, tip vertical velocity V3, and root
angular velocity Ω1. Eigenvectors were normalized so that root vertical velocity V3 magnitude was
1 m/s and zero phase. Results are shown for the maximum skin thickness (0.381 cm).

4.5.2 Maximum Flange Thickness

The case of maximum flange thickness has increased bending stiffness and mass per length, but

many of the other constitutive properties remain constant. Figure 28 shows how the eigenvalues

change as a function of flight speed for this case. Figure 29 characterizes the SP and SOP modes

in terms of magnitude and phase, with the eigenvectors normalized and phase-shifted so that root

vertical velocity has a magnitude of 1 m/s and a phase of 0.
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Examining these three figures in comparison with Figs. 13, 14, 26, and 27, a trend in the behavior

of the eigenvalues and eigenvectors can be seen. The “coalescence” flight speed for this case would be

approximately 33 – 35 m/s, although the shift in the stability of the SOP mode still occurs around

31 m/s. The cross-over of tip velocity magnitudes in Fig. 29 coincides with the shift of stability of

the SOP mode, while the magnitudes of M2 and Ω1 approach each other near the coalescence flight

speed. Again, the SOP mode has decreasing tip velocity magnitudes with increasing flight speed

while the SP mode has increasing tip velocities with increasing flight speed. Fig. 29 also shows

that for the SP the tip velocities lead the centerline velocities while the SOP mode has a phase lag

between the two velocities. Finally, the phase of the bending moment M2 is nearly aligned with the

vertical velocity at the onset of instability for the unstable mode.
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Figure 28: Eigenvalue analysis results for the model with maximum flange thickness (1 cm). Flutter
speed is 39.4 m/s.
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Figure 29: Short-period (SP) and symmetric out-of-plane bending (SOP) eigenvector characteriza-
tion in terms of magnitude of root bending moment M2, tip vertical velocity V3, and root angular
velocity Ω1. Eigenvectors were normalized so that root vertical velocity V3 magnitude was 1 m/s
and phase was zero. Results are shown for the maximum flange thickness (1 cm).
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4.5.3 Minimum Fuselage Mass

Figures 30 and 31 characterize the eigenvalue and eigenvector behavior over the flight speeds that

were analyzed. They show a slightly different picture of what is happening then what happened

with the nominal fuselage mass. Figure 30 shows the SP and SOP modes “coalescence” of sorts,

but the frequencies never meet each other, instead they begin to increase drastically. The lack of

“coalescence” for this case is also partially due to the increased frequency of the in vacuo bending

mode. Figure 31 again shows the trend of increasing/decreasing velocity magnitudes for the SP/SOP

modes with increasing flight speed over the flight speeds from 25-48 m/s. After this flight speed,

however, the velocity magnitude trend reverses for the SOP mode and increases from 48-75 m/s.

The speed where the velocities magnitudes cross over one another still corresponds to a change in

the stability of the SOP mode in terms of increasing flight speed. Figure 31 shows that for the SOP

mode the tip velocity phases from negative to positive around 48 m/s, at the same speed where

the velocity trend changes as mentioned above. The difference in stability and eigenvector trends

between this case and the others is likely due to the much larger frequencies associated with the low

fuselage mass.
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Figure 30: Eigenvalue analysis results for the model with small fuselage mass factor of 0.4.

4.5.4 Maximum Fuselage Inertia

The eigenvalue and eigenvector characterization was repeated for the case with maximum fuselage

inertia, and these characterizations are shown in Figs. 32 and 33. Figure 32 shows that the “co-

alescence” does not occur as strongly as the previous cases, and also shows an unstable SP mode

as opposed to the unstable SOP modes as found before. Figure 33 shows that the character of the

eigenvectors has changed significantly, with the SOP mode having much larger components of tip

velocity and bending magnitude, and zero pitching velocity magnitudes over the whole flight speed
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Figure 31: Short-period (SP) and out-of-plane bending (SOP) eigenvector characterization in terms
of magnitude of root bending moment M2, tip vertical velocity V3, and root angular velocity Ω1.
Eigenvectors were normalized so that root vertical velocity V3 magnitude was 1 m/s. Results are
shown for a small fuselage mass factor (0.4).

regime. The SOP mode frequency changed relatively little with increasing flight speed with this

case, which may suggest that the SOP mode frequency changes are due in part to the pitching ve-

locity components. Both modes have increasing tip velocity magnitudes with increasing flight speed.

Figure 33 also shows that at the onset of instability the tip velocities are in phase with the vertical

velocities.
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Figure 32: Eigenvalue analysis results for the model with a large fuselage inertia factor 1.7.

4.5.5 Comparison Between Linear and Nonlinear Flutter

The linear analysis results presented in the previous sections give a feel for the behavior of the body-

freedom flutter mode with respect to changes in inertial or constitutive properties. NATASHA can

be also used in a timestepping analysis [110] to assess the nonlinear character of the body-freedom

flutter behavior. This capability was used to verify the linear analysis results in terms of some of the

trends that were identified. The behavior of the flutter mode was investigated with the nonlinear
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Figure 33: Short-period (SP) and out-of-plane bending (SOP) eigenvector characterization in terms
of magnitude of root bending moment M2, tip vertical velocity V3, and root angular velocity Ω1.
Eigenvectors were normalized so that root vertical velocity V3 magnitude was 1 m/s. Results are
shown for a large fuselage inertia factor (1.7). Phase of O1 not shown for SOP mode because for
this case the magnitude of O1 for the SOP mode is zero.

analysis by starting the system at equilibrium and perturbing the flap angle by a very small amount.

Below the flutter speed, the flutter mode is very lightly damped, so this mode of vibration persists

long after the other modes of vibration have been significantly damped.

An example of raw nonlinear data is shown in the left portion of Fig. 34. The low damping of the

phugoid mode made it difficult to identify the SP behavior from the nonlinear results. To eliminate

the contribution of the phugoid mode, a Fourier transformation was applied to identify the phugoid

mode (green star) and flutter frequency (red star), shown in the middle column of Fig. 34. After

that, a high pass filter was applied to the results to remove the phugoid mode and calculate the

(negative) damping of the unstable SOP mode, shown in the right column of 34. The frequency of

the unstable motion can be determined either by measuring the difference between two neighbouring

peaks or looking for the strongest signal (red star) in the Fourier transform result. The damping

of the unstable motion was determined by doing a least squares fit on multiple peaks in the filtered

signal, shown as the red lines in the right column of Fig. 34.

To verify the damping and frequency results from the linear analysis, the damping and frequency

of the nonlinear mode were calculated and compared in Fig. 35. The red line represent the same

linear prediction as in Fig. 13. The green line represent the damping and frequency obtained from

the above process. To verify the phase/magnitude trends that were identified in the linear analysis

results, post-processing was done on the nonlinear results to determine the relative magnitude and

phase of tip V3 with respect to root V3. In the linear case, the relative magnitude and phase shift

were calculated through an eigenvector analysis. For the nonlinear case, the least squares fitting

method described above (red line in Fig. 34) was used on each signal to find the relative magnitudes
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Figure 34: Three-plot of transient response (left) with Fourier single-sided amplitude spectrum
results (middle) and the filtered signal (right), for below flutter speed (top) and above flutter speed
(bottom).

between the two signals. Phase shift was calculated from the average difference between tip peaks

and root peaks. Figure 36 shows a comparison between two results.
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Figure 35: Change of damping and frequency of SOP mode with respect to flight speed, comparing
linear eigenvalue analysis results with post-process of nonlinear timestep data.
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Figure 36: Magnitude ratio between tip velocity and root velocity (left). Phase shift between tip
velocity and root velocity (light).

4.6 Realistic Structural Model for HALE Aircraft

The previous section uses a “typical” flying wing model that was made to be very flexible, in order

to ignore the onset of compressibility effects in the case of increased flutter speed. The geometry

of the model is representative for current HALE aircraft designs, but the structural design is not.

HALE aircraft usually feature advanced composite materials such as fiberglass and carbon fiber.

This section will show how the tools described in the previous section can be used for preliminary

structural design of a HALE aircraft considering flutter requirements.

4.6.1 Design Requirements for HALE Aircraft

The primary design goal for HALE aircraft is to achieve the longest endurance time possible at a

given altitude. The basic effects of flying at high altitude is low air density, leading to high CL

and therefore a high amount of induced drag, and low temperature, leading to a lower speed of

sound and therefore higher flight Mach numbers. According to the U.S. Air Force fact sheet, the

Global Hawk has a maximum ceiling of 60kft and an endurance time of 28 hours. To accomplish

the endurance times, very high aspect ratio wings and high-lift airfoils are often used. Jacob and

Smith [61] give a general description of the airfoil profiles used for three HALE aircraft, including

the Global Hawk, noting they are often thick (25% or higher) to improve wing structural efficiency.

The design condition for the Global Hawk airfoil is given by Jacob and Smith as M=0.55, Cl = 1.0

and Re = 500, 000. The density at an altitude of 60 kft is around 0.115 kg/m3, and the speed of

sound is 295 m/s, so an approximate design flight speed for the Global Hawk may be around 160

m/s.
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4.6.2 Realistic Interior Structure for HALE Aircraft

The structure is divided into three structural components: the skin, the spar caps, and the shear

web. General structural requirements such as maximum stress requirements must be met for the

structure and each structural component should use advanced composite materials suited to the role

of each component. The skin and shear webs are designed to carry shear stresses from torsion and

shear forces, with the skin being the optimal component to carry shear flow due to torsion because

of the large enclosed area, and the shear web being the optimal component to carry shear flow due

to shear forces because of the alignment of the vertical axis. For the skin, a layer of aluminum is

retained for the outer layer for erosion protection, and then the rest is replaced with woven fiberglass

oriented at 45/-45◦. This is done essentially to approximately align the principal stresses the skin will

undergo with the material direction, with the argument that in a state of pure shear, the principal

stress direction is either ± 45◦. Although the skin will also be subject to direct stresses as well, it

is assumed that these are dominated by the shear stresses so that the principal stress direction is

close to ± 45◦. A similar argument may be made for the shear web, so it is made entirely of the

woven fiberglass material oriented at 45◦/-45◦. The woven fiberglass material is assumed to have

Ex and Ey as similar values, with the glass fibers woven in a pattern so that they are oriented in

either the x or y material directions. However, Ez is much smaller then the other two values, but

fortunately does not play as large of a part in the section analysis. Therefore it is ideal to carry

shear stress if the woven fiberglass is oriented at 45◦/-45◦, because the principal stresses will be

aligned with the material x and y axes. For the spar cap, it is desired to have a material with

very good performance in pure tension or pure compression. Therefore, carbon fibers embedded in

epoxy were chosen as they provide a very high stiffness/weight ratio along the fiber direction. The

section analysis was set up to assume that the layer thickness was a material property, and therefore

three design variables can be used to define the structure. The three variables are Ns, the number

of 45/-45◦ fiberglass/epoxy layer pairs in the skin, Nc, the number of 0◦ carbon/epoxy layers in

the spar, and Nw, the number of 45/-45◦ fiberglass/epoxy layers in the shear web. The material

properties of the aluminum outer skin, the woven fiberglass/epoxy, and the carbon/epoxy are given

in Table 22.

A baseline realistic structural model was then created by setting Ns = 2, Nw = 2, and Nc = 10,

with a constant layer thickness of 1 mm for all layers. The position of the spar and shear web is

identical to the “typical” model presented above as shown in Fig. 12. The eigenvalue analysis was

conducted at sea level and the results are shown in Fig. 37, and then the analysis was repeated at
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Table 22: Material properties for realistic structural design of HALE aircraft wing.
Material Aluminum Woven Fiberglass/Epoxy Carbon/Epoxy
Ex (psi) 1×107 1.9×107 16.6×107

Ey (psi) 1×107 1.9×107 12.1×107

Ez (psi) 1×107 1.9×106 6.1×104

G12 (psi) 3.8×106 1.7×106 8.68×105

G13 (psi) 3.8×106 1.7×106 8.68×105

G23 (psi) 3.8×106 8.68×105 6×104

ν 0.3 0.49 0.3
ρ (lb s2/in4) 2.52×10−4 1.14×10−4 1.67×10−4

Table 23: Trade study of structural design variables for number of skin layers Ns and number of
spar layers Nc.

Ns Nc Flutter Speed (m/s) Wing Weight (kg)
2 10 200 306
2 5 171 285
2 4 164 281
2 2 151 273
1 10 174 218
1 5 143 197

60 km altitude, with the results shown in Fig. 38. These figures reveal that the flutter speed has

been increased to 70 m/s and 200 m/s at sea level and at 60 km altitudes (respectively) with the

updated structure. Trade studies were then conducted on the variables Ns, Nc, and the chordwise

location of the spar within the section, and the results of these trade studies are given in Tables 23

and 24. The trade studies reflect the conclusions from Section 4.4.2 in that both Nc and Ns can

be increased to increase the flutter speed, but increases to Ns lead to a more severe weight penalty

than Nc. The VABS recovery process was used to obtain the stress results for two configurations:

[Ns, Nc] = [2, 5] and [1, 10]. The summary of stress results is given in Table 25, and shows generally

higher stresses for the case with Ns = 2. Further investigation revealed this was mainly due to

the increase in weight, underscoring the importance of low-weight configurations for HALE aircraft.

Both configurations are well within the static stress failure criterion; the stress analysis used the

approximate failure stress values in Table 22 to calculate an equivalent Von Mises stress measure,

and the results for the comparison study are shown in Table 25.

4.6.3 3D Effects for HALE Aircraft Wings

The 2D model that is implemented in NATASHA can not capture 3D effects that are important

for all finite wings. The aspect ratio of the wing in question is approximately 10, which may be

high enough for Prandtl-type effects to diminish significantly for a straight wing, but the sweep

of the wing leads to increased redistribution effects due to spanwise interaction of lifting elements.
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Table 24: Trade study of spar chordwise location for realistic HALE aircraft, with number of skin
layers Ns = 1 and number of spar layers Nc = 10.

Spar x/c Flutter Speed (m/s)
0.15 163
0.2 171
0.25 174
0.3 174
0.35 172
0.4 168
0.45 163

Table 25: Comparison study of maximum direct (σ11) and shear (τ1s) stresses at wing root between
two configurations at design flight condition of 160 m/s and 60 km altitude. Von-Mises equivalent
stress measures (σeq) are also given.

Ns Nc Max σ11 (psi) Max τ1s (psi) Max σeq
2 5 4011 psi 500 0.183
1 10 2975 psi 100 psi 0.135
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Figure 37: Eigenvalue analysis results for the baseline realistic model at sea level altitude.
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Figure 38: Eigenvalue analysis results for the baseline realistic model at an altitude of 60 km.

To model this, the Weissinger method as presented in Bisplinghoff, Ashley, and Halfman [9] was

implemented for this model. To add this effect into the NATASHA system, the Newton-Rhapson
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(N-R) iteration procedure was modified slightly to account for the additional induced downwash due

to 3D effects. To modify the N-R procedure, the nonlinear aerodynamic function evaluations were

modified:

fnaero = f1(V n1 , V
n
2 , V

n
3 )

mn
aero = f2(V n1 , V

n
2 , V

n
3 )

fn,∗aero = f1(V n1 , V
n
2 , V

n
3 + wn)

(39)

The nonlinear evaluation of Jacobian entries associated with the aerodynamics were also simply

modified by the downwash velocities wi, for example:

∂faero

∂V1

n

= f3(V n1 , V
n
2 , V

n
3 )

∂faero

∂V1

n,∗
= f3(V n1 , V

n
2 , V

n
3 + wn)

(40)

Then the N-R iteration procedure was modified to update the downwash velocities periodically, and

additionally a relaxation factor was added to the downwash velocity magnitudes to help the N-R

procedure adjust to large downwash magnitudes. The relaxation factor was necessary because the

downwash is essentially introducing a further nonlinearity of the system that is not accounted for

within the Jacobian matrix. The Weissinger effect may be expressed as an additional function of

the angles of attack at each station, {w} = W (α1, α2, ...), with αn = tan−1(−V n3 /V n2 ). Therefore

the Weissinger effect can be expressed generally as {w} = W (x), where for this section x are all the

NATASHA unknowns. Therefore, the Weissinger effect is here only partially included within the

N-R iteration procedure, as the Jacobian matrix is not modified with the derivatives of W . This was

done to simplify the inclusion of the Weissinger effect. The modified procedure is then as follows,

using the form of NATASHA equations in Eq. (32):

1. Assume a value of x = 0 and perform standard N-R procedure to find equilibrium solution

without Weissinger effect.

2. Begin iteration i. Calculate the downwash of the model by αn = tan−1(−V n3 /V n2 ) and cal-

culating wi = ciW (x), where W (x) is the Weissinger function and ci is a scalar relaxation

factor.

3. Perform modified N-R procedure, including the downwash velocities wi in aerodynamic func-

tion evaluation. A new set of unknowns xi are now available that correspond to the relaxed

downwash velocities wi.

4. If ci=1, the procedure is complete. If not, return to step 2 and advance iteration count i.
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For this procedure, the number of iterations i is fixed, with a N-R iteration performed at each

step to update the xi to the new relaxed Weissinger velocities wi. This has the appeal of solving the

equilibrium equations simultaneously with the Weissinger function but also letting the unknowns

x gradually adjust to the imposition of the Weissinger downwash velocities. It also has the appeal

of being not explicitly tied to the Weissinger analysis but instead can be applied if there is any

correction to the aerodynamic model. The relaxation factor can be made to be a linearly increasing

factor and dependent upon the maximum iterations I, such as ci=i/I, and a value of I = 10 was

found to give a significant amount of relaxation for all flight speeds.

To simply demonstrate the effect of adding this correction to the model, Fig. 39 shows the trim

results for the rigid model with and without the Weissinger correction and Fig. 40 shows how CL,

CD, and the overall angle of attack AoA of the model are related with and without the Weissinger

correction. At high altitude, the significance of 3D effects should be important, so Figs. 39 and 40

were conducted at the new design altitude of 60 km. These Figs. demonstrate the “drag bucket”

effect that is to be expected, where parasitic drag is a function of V 2
∞ but induced drag is highest

at the lower flight speeds. Also, the tendency of reduced lift curve slope (CLα) due to 3D lift

redistribution has been captured.

Figure 39: Trim results for rigid typical model at altitude of 60 km with and without 3D correction.

Figure 40: Lift and drag polars for rigid typical model at altitude of 60 km, with and without 3D
correction.

80



4.7 Aeroelastic Control Design

There are several forms of the aeroelastic equations of motion. Linear gust analysis procedure is

clearly outlined by Patil (Ref. [108]) for a linear aeroelastic system of the form below, with fgust,

fcont representing gust and control inputs:

[Jx] {x} − [Jẋ] {ẋ} = {fcont}+ {fgust} (41)

Another form of the aeroelastic equations of motion are used by Patil and Hodges (Ref. [104]) to

design a feedback controlled flutter suppression and gust load alleviation system:

{ ˙̄x} = [Ā] {x̄}+ [B̄] {u}+ [Ḡ] {w}

{y} = [C̄] {x̄}
(42)

This form is more typical, and uses nomenclature more typical of the control design literature with

[A] – [G] as system matrices used for control design. The common standard notation in state-space

control design will be utilized for the remainder of this chapter; for example, [A] represents the state

matrix, [B] the input matrix, [C] the output matrix, x or x̄ represents the degrees of freedom and y

represents the measurable outputs of the system. Of course, Eqs. (41) and (42) are related and the

inputs {u} are introduced:

{fcont} = [Fcont] {u} {fgust} = [Fgust] {w}

[Ā] = −[Jẋ]−1[J ] [B̄] = [Jẋ]−1[Fcont] [Ḡ] = [Jẋ]−1[Fgust]

(43)

However, the matrix [Jẋ] from Eq. (41) is not always invertible: it can contain many rows of all

zeros and many columns of all zeros. These correspond to aeroelastic equations that have no time

derivatives or NATASHA unknowns for which the time derivative is not included in the equations.

This is especially the case whenever elements are rigid so that the time derivatives of strain do

not factor in the equations, whenever there is no additional nodal mass or inertia so that the time

derivatives of velocity and angular rates do not factor into the nodal equilibrium, or whenever

elements are assigned zero mass or inertia and the velocity and angular rate time derivatives do not

factor into the elemental equilibrium equation for that element. Therefore, the two systems were

related by using MATLAB functionality to create “descriptor” state-space models of the following

form:

[Ē] {ẋ} = [Ā] {x}+ [B̄] {u}+ [D̄] {w}

{y} = [C̄] {x}
(44)

A descriptor state-space model can be translated to a more conventional one, Eq. (42), with further

MATLAB functionality. To see how this might be done by hand, consider the case when there is an
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equation that does not have time derivatives. The state matrix rows can be arranged so that:

[A] {x} − [E] {ẋ} =
{
f̂c

}
+
{
f̂g

}
=

[A1]

[A2]

 {x} −
[E1]

0

 {ẋ} =

f̂c1f̂c2
+

f̂g1f̂g2

 (45)

For the case of no control inputs and no gusting, there is the potential to reduce the degrees of

freedom by setting {x} = null(A2) = [XY ] {y}, where [XY ] is the basis of null(A2). Accounting for

control inputs and gusting:[A11] [A12]

[A21] [A22]

x1

x2

−
[E11] [E12]

0 0

ẋ1

ẋ2

 =

[Fc1]

[Fc2]

 {u}+

[Fg1]

[Fg2]

 {w} (46)

The arrangement of the above equation is performed such that [A22] is non-singular so that:

{x2} = −[A22]−1[A21] {x1}+ [A22]−1[Fc2] {u}+ [A22]−1[Fg2] {w} (47)

Substitution of Eq. (47) into (46) allows reduction of the system in terms of x1 only. These degree-

of-freedom reductions are mainly a result of rigid elements and nodes without elemental force or

mass. In the latter case, for example, the degrees of freedom are reduced in that Fl = [Clr]Fr for

the node, or in words the internal shear forces are the same to the left and to the right of the node.

Again, the NATASHA variables {x} consist of 21NT nodal unknowns, 12 boundary condition

unknowns, and 6(Nw +Nt − 2) aerodynamic unknowns. This arrangement also corresponds to the

column indices of [A(x)] and [B(x)], and the row indices correspond to the aeroelastic equations

that are linearized. Next, it is necessary to find a way to calculate [Fcont] and [Fgust]. The effect of a

control surface deflection, thrust setting, or a gust would be to add either nodal forces or elemental

distributed forces and moments to the nodal or elemental equilibrium equations, Eq. (35 or 29).

4.7.1 Control Derivatives

For the wing or stabilizer control surface derivatives, all that needs to be done is find the change

in aerodynamic forces due to a flap deflection (β) for each element, and then relate the control

parameter to the proper elements according to which flap it corresponds to (aileron, inner flap,

etc.). The aerodynamic force and moment equations (some using the semichord b) are

Laero = ρbV 2
T (cl0 + clα sinα+ clββ) + ρbVTV2clααrot cosα (48)

Daero = ρbV 2
T (cd0 + cdα2α

2 + cdβ2β
2) + ρbVTV2clααrot sinα (49)

Maero = 2ρb2V 2
T (cm0

+ cmα sinα+ cmββ)− ρb2VTV2clααrot/2 (50)
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These are translated to the body frame distributed forces and moments (f̄aero and m̄aero) by an

aerodynamic frame rotation matrix [Ca] and also according to the angle of attack:

f̄aero = [Ca]


0

−Laero sinα−Daero cosα

Laero cosα−Daero sinα

 (51)

m̄aero = [Ca]


Maero

0

0

+ ỹacfaero (52)

The value of β for a given element will be the sum of the trim value β0 and a control value

∆β. The linearized change in aerodynamic lift and moment on an element due to a control surface

deflection are given as:

∂f̄aero

∂∆β
= ρbV 2

T [Cna ]


0

−clβ sinα− 2cdβ2β0 cosα

clβ cosα− 2cdβ2β0 sinα

 (53)

∂m̄aero

∂∆β
= 2ρb2V 2

T cmβ [Ca]


1

0

0

+ ỹac
∂f̄aero

∂∆β
(54)

These distributed aerodynamic forces would be added to the LHS of Eq. (29), so a factor of -1 needs

to be applied before they can be added into the control derivatives matrix [Fcont] to reflect that the

terms {fcont} and [B̄] {u} are on the RHS of Eq. (42).

Similarly, the components of [Fcont] that correspond to the thrust controls must be determined,

but they are much simpler as the nodal force is a direct input to the nodal equilibrium equation, Eq.

(35). The offset of the engine CG and also the place where the force acts at is denoted ξ̂. The thrust

settings are scalar values that can be written as the trim thrust T0, a change in collective thrust

∆T , and a differential thrust δT . [Cbi] is a rotation matrix that accounts for the sweep and initial

twist of the wing to orient the thrust forward in the flight dynamic reference frame. The nodal force

and moment equilibrium equations can then be written:

F̂r − [Clr]
T F̂l + T0[Cbi]


0

0.5

0

+ f̂aero + µ̂gĝr − Ω̃P̂r = −∆T [Cbi]


0

0.5

0

− δT [Cbi]


0

0.5

0

 (55)
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M̂r − [Clr]
T M̂l + T0ξ̃[Cbi]


0

0.5

0

+ m̂aero + µ̂g
˜̂
ξĝr − ˜̂ΩrĤr − ˜̂VrP̂r = ... (56)

... = −∆T ξ̃[Cbi]


0

0.5

0

− δT ξ̃[Cbi]


0

0.5

0

 (57)

Using {0, 0.5, 0}T as the thrust vector means that T and ∆T represent total thrust requirements for

the vehicle, evenly divided between the two engines. The value of the thrust vector multiplying the

scalar value of δT would be positive for the right engine and negative for the left engine.

The output matrix [C̄] is then determined based on what outputs are desired to be tracked and

what outputs are desired to be used as feedback for the control system. For implementation of the

current stability augmentation system (SAS), the outputs would be the flight dynamic variables:

the velocities and rotation rates of the reference node. In this case, [C̄] would have six rows and

ones in the columns that correspond to V̂r and Ω̂r of the reference node.

4.7.2 Symmetric Model

The control design process was demonstrated for a Bihrle aircraft model for which the details may

not be released as they are proprietary. Suffice it to say that the geometry is similar enough to

the realistic models described above that the general characteristics of the nature of BFF that are

highlighted above were observed for both aircraft models. The layout of the model is similar to

the full model as depicted in Figure 12 however a small tail (stabilizer) was added to represent

the longitudinal control surface. A symmetric version of the flying wing model was analyzed by

replacing the left wing-tip free boundary condition with a symmetric boundary condition placed on

the middle node. In the symmetric analysis, only half of the wing and half the stabilizer is modeled.

Then, instead of imposing the free boundary condition on the left wing element, symmetric boundary

conditions are imposed on the centerline node of the wing. These symmetric boundary conditions,

time-differentiated gravity vector constraint and gravity vector size constraints are:

(F̂l)2 = 0 (F̂l)3 = 0 (V̂l)1 = 0

(M̂l)1 = 0 (Ω̂l)3 = 0 (Ω̂l)3 = 0

(ĝl)1 = 0

Ω̂1ĝ3 − Ω3ĝ1 = 0 ĝ2
1 + ĝ2

2 + ĝ2
3 − 1 = 0

(58)

These nine equations replace the first nine equations for the first beam that usually treat the free

end boundary condition, enforce the time-differentiated gravity vector equation and constrain the
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gravity vector size. The wing control surfaces were divided into flaps and ailerons, where flaps are

control surfaces that have prescribed deflection schedules over different areas of the flight envelope,

and ailerons, which are active control devices in the lateral/directional control system. Therefore,

neither the wing ailerons, flaps or the differential thrust setting are necessary for inclusion in the

longitudinal control system (at least at first). Therefore, the {u} control vector is simply:

{u}long = {∆T,∆βs}T (59)

The outputs for the control system are then the velocities and rotations of the reference node,

and also to recover the orientation of the aircraft the gravity vector at the reference node. Since V1,

g1, Ω2, and Ω3 are all zero for this case, it is only necessary to feed out V2, V3, Ω1, and g2. The

[C̄] matrix would have four rows, the first having a 1 in the 14th column (V2 of the reference node

is the 14th unknown), the second having a 1 in the 15th column (V3), the third having a 1 in the

16th column (Ω1), and the fourth row having a 1 in the 20th (g2) column. See section 4.7.3 for an

explanation as to why these outputs were chosen.

4.7.3 Linear Output Signal Modification

The states obtained this far as outputs may not exactly correspond to the output states that are used

in common SAS design. It is worthwhile to again note at this time that since the states correspond to

perturbation values, the outputs that are obtained in the symmetric state-space model are actually

∆V2, ∆V3, ∆Ω1, ∆g2, and ∆g3. The output signals used in the current SAS model are ∆α, ∆VT , ∆θ,

∆θ̇, as these are typical states for use in flight dynamics. In this chapter θ represents pitch attitude

and α the angle of attack of the fuselage. The relationship between the total velocity perturbation

∆VT and the two velocities ∆V2 and ∆V3 can be obtained by linearizing the relationship between

VT , V2 and V3 and neglecting higher order terms:

(VT )2 = (VT0 + ∆VT )2 = (V2)2 + (V3)2 = (V20 + ∆V2)2 + (V30 + ∆V3)2 (60)

V 2
T0

+ 2VT0
∆VT + (∆VT )2 = V 2

20
+ 2V20

∆V2 + (∆V2)2 + V 2
T3

+ 2VT3
∆V3 + (∆V3)2 (61)

V 2
T0

+ 2VT0
∆VT ≈ V 2

20
+ 2V20

∆V2 + V 2
30

+ 2V30
∆V3 (62)

=⇒ ∆VT ≈
V20

VT0

∆V2 +
V30

VT0

∆V3 (63)

Fortunately, the relationship between ∆Ω1 and ∆θ̇ is direct, so that ∆Ω1 = ∆θ̇. The calculation

of α and θ both require use of the inverse tangent function, which can be linearized in the following

way:

tan (α) = −V3

V2
(64)
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tan (α0 + ∆α) ≈ tan(α0) + sec2(α0)∆α (65)

V30
+ ∆V3

V20 + ∆V2
≈ V30

V20

+
∆V30

V20

(66)

sec2 (α0) =
1

cos2 α0
=

(
VT0

V20

)2

(67)

=⇒ ∆α ≈ −V20

V 2
T0

∆V3 (68)

Similarly, the pitch attitude is θ = − arcsin (g2/|g|) = − arcsin g2, because |g| is the magnitude

of the gravity vector and is always equal to 1. For a steady cruise analysis, the flight path angle φ

is zero and the pitch attitude can be approximated as a small angle, so the simplest approximation

would be ∆θ = ∆g2. For large values of θ, for instance in a climb or descent maneuver analysis,

the value of θ can be determined by numerical integration of θ̇ by using an integrator or nonlinear

inverse. A linearization of the θ and g relationship without assuming a small value of θ is given

below, by using a global perturbation variable ε and doing a Taylor series in terms of that variable,

and also linearizing the constraint that g2
2 + g2

3 = 1:

tan (θ) =
g2

g3
(69)

tan (θ0 + ∆θε) ≈ tan(θ0) + sec2(θ0)∆θε (70)

g20
+ ∆g2ε

g30 + ∆g3ε
≈ g20

g30

+
∆g2g30

− g20
∆g3

g2
30

ε (71)

g2
2 + g2

3 ≈ 2g20
∆g2 + 2g30

∆g3 + 1 = 1 =⇒ ∆g3 =
∆g2g20

g30

(72)

sec2 (θ0) =
1

cos2 θ0
=

(
− |g|
g30

)2

=

(
1

g30

)2

(73)

=⇒ tan (θ0) +

(
1

g30

)2

∆θε ≈ g20

g30

+ ∆g2

g2
30

+ g2
20

g3
30

(74)

=⇒ ∆θ ≈ 1

g30

∆g2 (75)

The same result can be obtained by using sine and cosine instead of tangent to determine the pitch

attitude θ:

sin (θ) = − g2

|g|
= −g2 ; cos (θ) = − g3

|g|
= −g3 (76)

sin (θ0 + ∆θ) = −(g20 + ∆g2) ≈ sin(θ0) + cos(θ0)∆θ (77)

=⇒ ∆θ ≈ 1

g30

∆g2 (78)

The linearized version is then shown in Figure 41.
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Figure 41: Linearized and symmetric state-space model. Note that inputs as well as outputs are
perturbations of the trim values. For example, the first output VT in the model corresponds to ∆VT .

4.7.4 Linear Gust Analysis

The linear gust analysis reference by Patil [108] describes a procedure for calculating the linear gust

response of a geometrically exact, intrinsic model very similar (if not identical) to the one used in

NATASHA.

Linear Unsteady Gust Loading

The gust loading used in Ref. [108] can be obtained from Ref. [9] as

Lngust = 2πρVT b
nw̄g[C(kg)(J0(kg)− iJ1(kg)) + iJ1(kg)]e

iωgt (79)

The method that is currently used in NATASHA seems to line up with one that has been recom-

mended by a student of Patil (Ricciardi, Ref. [118]). This method is to use normalized lift and

moment coefficients, L̄ and M̄1/4, which is provided by Peters (Ref. [111]) as:

L̄ =
Lgust

ρbnV 2
T clα

= w0 +
1

2
w1 +

1

2
(ẇ0 −

1

2
ẇ2)

b

VT

M̄1/4 =
M1/4

ρb2nV
2
T clα

= −1

4
(w1 + w2)− 1

4
(ẇ0 −

1

2
ẇ2)

b

VT
− 1

16
(ẇ1 − ẇ3)

b

VT

(80)

This is then supplemented by a similar form for the dynamic inflow equations:

[A]inflow

{
λ̇
}

+ {λ} = {c}inflow (ẇ0 +
1

2
ẇ1) (81)
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In equation (80), wn is the coefficient of the nth Chebychev polynomial mode shape when wB (the

gust velocity in the body frame of the airfoil section) is approximated as

wB =

N∑
i=0

wnTn Tn = cos(nφ)

cos(φ) = xB/b = x∗ wn =

π∫
0

wBTndφ

π∫
0

T 2
ndφ

(82)

If the gust velocity in the body frame for a given element with index n is assumed to be wB = w̄eiωt,

then define the airfoil coordinate for a given section xn = x0n+V∞t, where x0n is a value to represent

the streamwise offset of each section due to sweep (or if it is the tail section). Then, it can be said

that for a given point on the airfoil x∗n = xn/bn, w(x∗n) = w̄eikx
∗
e−ikx

∗
0n = wn∗eikx

∗
. The term wn∗

is then interpreted as a phase lag from the gust impinging the nth element, and can now also be

modified to include any span-wise distribution that the gust may have (for instance, the gust may

impinge on only the left wing). The terms w0 through w3 can be calculated in terms of a Bessel

function of the first kind:

Jn(k) ==
i−n

π

π∫
0

eik cos(φ) cos(nφ)dφ (83)

w0 =
1

π

π∫
0

eikx
∗
e−ikx

∗
0ndφ =

wn∗

π

π∫
0

eik cosφdφ = J0(k)wn∗

w1 =
2

π

π∫
0

eikx
∗
e−ikx

∗
0n cos(φ)dφ =

2wn∗

π

π∫
0

eik cosφ cos(φ)dφ = −2iJ1(k)wn∗

w2 = −2J2(k)wn∗

w3 = 2iJ3(k)wn∗

(84)

In this case, the normalized lift and moment coefficients L̄ and M̄ should then be

L̄ =
(
J0(k)− iJ1(k) + 1

2 ik[J0(k) + J2(k)]
)
wn∗

M̄ =
(

1
2 [iJ1(k) + J2(k)]− 1

4 ik[J0(k) + J1(k)]− 1
8k[J1(k) + J2(k)]

)
wn∗

(85)
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These coefficients are then dimensionalized by the following:

f̄ngust = [Cna ]


0

−clαρbVTV3L̄

clαρbVTV2L̄

wn∗

m̄n
gust = [Ca]


2ρb2V 2

T clαM̄

0

0

wn∗ + ỹacfgust

(86)

Implementation of Linear Gust Analysis

The gust analysis process involves finding the matrix [F ]gust such that
{
f̂gust

}
= [Fgust] {w∗}, where

x are once again referring to the NATASHA states, w∗ is a vector of the wn∗ terms that represent

the span-wise distribution of the gust and the phase lag between sections of different streamwise

positions. For the open-loop gust response, if the gust distribution is prescribed as {w∗} = {w̄} eiωgt,

then the response will be of the form {x̄} = {x̄} eiωgt Therefore if there are m lifting elements and

n = 21 ∗ N + 12 + 6 ∗ m NATASHA states (N is the total number of nodes), the size of the [G]

matrix is n×m.

Some initial studies were undertaken to study the frequency response of the model to various

gusts. Two specific types of gusts that were studied were symmetric and anti-symmetric simple

harmonic gusting. The frequency response of the model in terms of bending moment are shown

in Figures 42 and 43. The frequency response plots show spikes at the free vibration eigenvalues

as expected, with symmetric frequencies being excited in Figure 42 and anti-symmetric frequencies

being excited in Figure 43. The highest peak occurs as a result of the anti-symmetric gust occuring

at the first out-of-plane anti-symmetric wing bending. The peak value is around 1.5, which translates

to a bending moment that has increased by 150% as a result of a 1 ft/s magnitude oscillating anti-

symmetric gust. This situation is a highly specialized case unlikely to ever exist in nature, and

especially would be extremely unlikely in calm weather. If this situation could occur in nature, it

seems this type of gusting would be the most dangerous condition. For the symmetric case, oscillating

gusting occuring at the first out-of-plane symmetric bending mode would cause a response magnitude

of 70% of the steady-state value. For either situation, the increase in bending moment would nearly

linearly translate to an increase in stresses; if it did, the maximum safety factor of 15% at low speeds

could increase to 30-40%, so static failure is still not expected due to this type of gusting.
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Figure 42: Frequency response magnitude of the root wing bending moment response with respect
to a uniform oscillating gust. The magnitude is normalized by its steady-state value.

Figure 43: Frequency response magnitude of the root wing bending moment response with respect
to an anti-symmetric oscillating gust. The magnitude is normalized by its steady-state value.

Interpretation of Linear Gust Results

The expected power spectral density (PSD) of the gusting velocity is denoted by Φ(ω). If the

response of the system to a gust is denoted as [X(ω)] then the PSD of the effective response is:

[Φx(ω)] = [X(ω)][Φg(ω)][X(ω)]T (87)
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The response of a given variable is calculated by the following:

σx =

√√√√√ ∞∫
0

Φ(ω)dω

Ā =
σx
σw

N0 =

√√√√√√√
∞∫
0

ω2Φ(ω)dω

∞∫
0

Φ(ω)dω

(88)

The σx would be interpretted as the RMS value of the response value, Ā is known as the

normalized gust intensity and the characteristic frequency is N0. This interpretation was never

carried out due to confusion (at the time) about what to use for Φg, but in future work this could

be carried out to interpret the results shown in Figure 42 and 43 in a more realistic way.

4.7.5 Nonlinear Analysis Capability

The linear gust analysis results are useful for determining the turbulence intensities that can be

problematic in terms of overly-large responses. The procedure for performing the linear gust analysis

including the effect of feedback control is currently unknown (to the author).

MATLAB’s control design environment SIMULINK was used for its popularity in control design

applications. Within the SIMULINK model, the nonlinear timestepping model for the symmetric

case is a block with ∆T and ∆βs, the thrust and flap control deflections, as inputs and θ and θ̇ as

outputs for the SAS controller. Within that block, the model looks as in Figure 45. The core of the

nonlinear model is the MATLAB function block, for which the NATASHA timestepping analysis

has been modified and performs the actual NATASHA calculations. The MATLAB function block

takes as inputs the control inputs, the current gust velocity, and the present state of the NATASHA

design variables. The capability for the model to include feedback to the three inboard flaps is also

included, but since the flaps are not included in the SAS system all of the flap control laws will

be included within the NATASHA model. After the timestep is complete, nonlinear outputs for θ,

α, θ̇, and VT are output as well as the altered state of all of the degrees of freedom. The model

relies on SIMULINK to keep track of the timestep count, the states, and the history of the gusting

velocity by use of the countin/countout, statein/stateout, and gustin/gustout inputs and outputs.

The passage of the state variables from the outputs to the inputs of the MATLAB function block

also adds the added utility of them being available for feedback to the controls and they are also
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saved to the MATLAB workspace for further analysis after the simulation is complete. The history

of the gusting velocity is necessary as the gust velocity is propagated downstream of the model

with the flight speed. This enforces the fact that if a sharp-edged gust impinges on the nose, a few

timesteps later according to the flight speed the gust will later impinge on the tail. A switch was

implemented to change from continous gusting to discrete gusting as necessary, with discrete gusts

being set up in the MATLAB work space prior to simulation.

4.7.6 Nonlinear Analysis

A nonlinear SIMULINK model was created by creating a block that runs one timestep of the non-

linear NATASHA analysis. This model was hooked up with the controller provided by Bihrle. The

model consists of two subsystem blocks and two feedback loops. A picture of the general archi-

tecture is shown in Figure 44, with the outer loop representing the Bihrle controller and the inner

loop representing the aeroelastic controller. A screen-shot of the inner loop is shown in Figure 45,

with all of the steps necessary for the NATASHA nonlinear timestep condensed into the subsystem

“NATASHA.” This sub-system is shown in Figure 46 and takes as inputs a gust vertical velocity,

which comes from a gust model block shown in Figure 47 that includes a continuous gust model

(turbulence) and the capability to analyze user-defined gusting profiles. The model includes a man-

ual cut-on for the control inputs at 0.01 seconds to eliminate start-up noise so anything “interesting”

should be set up to begin after this time. The start-up “noise” isn’t really noise in the true sense of

the word but comes from the implementation of the model: the state output of the model “stateout”

(see Figure 46) at the first timestep is set to all zeros, so that the “Delta States” output is incorrect

at the first timestep. The control inputs themselves are constrained to be within a maximum and

minimum limit to simulate the inability of flaps to go beyond a certain deflection or the thrust

variations to be within a certain limit. Realistic control designs will never reach these limits, so the

min/max blocks may not be necessary.

4.7.7 State-Space Model

The process of the controller design begins by generating a state-space model of the linearized

dynamics about the trim equilibrium position. The NATASHA trim and eigenvalue analysis process

generates the Jacobian and dynamic Jacobian matrices such that:

[Jx] {x} − [Jẋ] {ẋ} = [fcont] + [fgust] (89)

Here, {x} is used to represent linear perturbations of the NATASHA unknowns and is size N , but

not all of these unknowns are independent, and there exists an independent set of these unknowns
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Figure 44: The general architecture of the aeroelastic controller within the context of the provided
Bihrle controller.

Figure 45: The inner feedback loop showing the aeroelastic controller, NATASHA analysis block,
and gust model block.

x that can fully describe the system that is size n. The NATASHA system matrices are input into
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Figure 46: The NATASHA analysis process that executes one timestep of the NATASHA nonlinear
analysis.

Figure 47: The gust model can either be specified by the user in the form of a defined gust profile
or if continuous random gusting is desired a continuous gust model is built in.

the MATLAB descriptor state-space model by setting:

[E]dss = −[Jẋ]

[A]dss = −[Jx]

[B]dss = [[Fcont][Fgust]]

[D]dss = [0]

(90)
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MATLAB can then transform the system into a proper state-space model, and it will choose

a set of dummy variables x̄. To work with a set of independent variables x that are physical and

correspond to certain components of {x}, the input [C]dss was set up so that the outputs of the

descriptor state-space model are the independent variables x. The set of independent variables that

was utilized are the following (for the symmetric case):

1. The four rigid body degrees of freedom at the reference (centerline) node: V̂2, V̂3, Ω̂1, ĝ3.

2. Three forces and three moments to the right of the reference node: F̂i, M̂i, i = (1, 2, 3). These

are required to capture the effect of the tail force and moment and the fuselage mass and

inertia, which will all act at the reference node.

3. Three forces, three moments, three velocities, and three angular velocities for each node start-

ing at 3 and going to the wingtip : F̂i, M̂i, V̂i, Ω̂i, i = (1, 2, 3). The information at node 2 is

unnecessary because element 1 is a rigid element.

[Fcont] is formed as described in Eq. (53); [Fgust] is formed using a quasi-steady approximation

that ∆α = w/VT , and the same expressions in Eq. (53) were modified by using VT instead of V 2
T ,

and replacing β0 with α0, Clβ with Clα , etc.

The descriptor state-space model is thus set up and the proper state-space model is extracted

in terms of physical variables x, producing [Ā], [B̄], [C̄] matrices corresponding to the state-space

model in the form of Eq. (91). The output matrix [C̄] = [xx̄] matrix resulting from this process is

then the matrix relating the independent dummy variables {x̄} to the the desired set of physical

independent variables x. At this point, it is possible to transform the proper state-space model to

utilize the physical independent variables directly, but it was found that the modal reduction was

more successful if the dummy variables are retained during this step and the reduction is based

on [Ā] (see section 4.7.8 for the details on the reduction process). The following summarizes the

resulting state-space model and the matrices required to translate from the dummy variables x̄ to

the set of physical independent variables x and the NATASHA unknowns {x}.

˙̄x = [Ā]x̄+ [B̄]u

x = [C̄]x̄ = [Cdss] {x}

(91)

{x} = [Cdss]
T [C̄]x̄ = [Xx̄]x̄

x̄ = ([Xx̄]T [Xx̄])−1[Xx̄]T {x} = [x̄X] {x}

(92)

After reducing the number of unknowns (including independent and dependent variables) to a
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set of independent variables, a proper state-space model is available, and for LQR design all that is

needed is to call the MATLAB functions “lqr( )”. However control designs based on this full order

model were not found to be successful.

4.7.8 Modal Reduction of State Space Model

Section 4.7.7 describes how to obtain independent dummy variables x̄ from reducing the original

NATASHA unknowns {x} of size N to a proper state-space system of size n that fully describes the

original system.

The modal reduction process that was used may not be the only possible modal reduction tech-

nique, but it has been numerically verified by the author to give decent approximations of the full

system behavior (when it is based on [Ā] of Section 4.7.7). The modal reduction was inspired by

a conference paper of Patil’s, “Decoupled second-order equations and modal analysis of a general

non-conservative system” [109].

The modal reduction was based on the eigenvectors vi of [Ā], which are size n and consist of real

eigenvectors corresponding to real eigenvalues and complex eigenvectors corresponding to complex

eigenvalues. The complex eigenvectors occur in complex conjugate pairs, so two complex eigenvectors

vi and vi+1 can be written:

j =
√
−1

vi = ai + bij vi+1 = ai − bij

vi = bai bic

1

j

 vi+1 = bai bic

 1

−j


(93)

Equation (93) shows how the imaginary eigenvectors are linear combinations of the real vectors ai

and bi, which are real vectors of size n. Therefore replace each complex vi with ai and the conjugate

vi+1 with bi for each eigenvalue that is complex and this forms a purely real basis for x̄. The response

x̄ can be then expressed in a purely real modal basis:

x̄ = bv1 v2 . . . vNc



c1

c2

. . .

cN


= ba1 b1 . . . vNc



(c1 + c2)

(c1 − c2)j

. . .

cN


= ba1 b1 . . . vNc



d1

d2

. . .

dN


(94)

If the purely real basis vectors are arranged into a matrix [Q] and then orthonormalize it, [Q]T [Q] =

∆n, then it is a basis for a change of variables x̄ = [Q]z. The arrangement of vi in [Q] is performed
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so that the eigenvalues corresponding to each vi increase in magnitude, and the left-most r columns

of [Q] correspond to the lowest r eigenvalue magnitudes. Then the new set of variables z can be

truncated to size r, which corresponds with keeping only the eigenvectors that go with the lowest r

eigenvalues. This results in an n× r matrix [Q], and the reduced system is found as follows:

˙̄x = [Ā]x̄+ [B̄]u

[Q]ż = [Ā][Q]z + [B̄]u

ż = [Q]T [Ā][Q]z + [Q]T [B̄]u

{x} = [Xx̄][Q]z = [Xy]z

y = [C][Q]z

(95)

Preliminary runs of the nonlinear model showed that the IP bending mode was commonly excited

and was very lightly damped. Therefore, the model reduction was performed such that this mode

was captured and all modes at higher frequencies were neglected, resulting in a new model order of

79. These 79 states then relate to the 5 lowest oscillatory modes along with 69 states relating to the

aerodynamics and non-oscillatory rigid body dynamics of the model. Modal reduction techniques

which only retain the oscillatory modes are possible but often change the values of the relevant

eigenvalues: the modal reduction technique given here succeeded in retaining the exact values of the

lowest r eigenvalues.

4.7.9 Discretized Version of the State-Space Equation

There are situations in which a discrete state-space model is more appropriate than a continuous

model. The nonlinear analysis is essentially a discrete model with a fixed timestep. If digital elec-

tronics are used in the controller, than the physical version of the controller will behave in a discrete

sense. One way the equations can be discretized is by using the forward difference approximation

ẋ∆t = xn+1 − xn, where n is the time step, and therefore:

xn+1 = [I +A∆x]xn + ∆x[B]u (96)

However, a more rigorous approach would be to integrate the continuous version in time so that:

xn+1 = xn +

t+∆t∫
t

([A]x+ [B]u) (97)
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The discretization of the model was performed by MATLAB using the command c2d( ) on the con-

tinuous state-space model, which uses a rigorous approach to convert the model with the assumption

that all inputs are held from one timestep to the next in a zero-order hold fashion, which is the the

option ‘zoh’ (as opposed to interpolating inputs between timesteps or something else).

The discrete model has the additional advantage over the continuous model in SIMULINK analy-

sis time. In the continuous model, SIMULINK attempts to take a very small timestep to resolve the

high-frequency dynamics of the model (which, by the way, are not all physical). The high-frequency

dynamics can be ignored by the use of the variable reduction, allowing for more efficient SIMULINK

analysis at the penalty of modeling accuracy. However, the discrete model can be analyzed in

SIMULINK efficiently without performing the variable reduction.

4.7.10 Types of Controllers Considered

Three types of controllers were considered: a classical linear quadratic regulator (LQR), an LQR

plus a Kalman filter which is known as a Linear Quadratic Gaussian (LQG) controller, and output

feedback control. LQR controllers use all of the system states as feedback, which is not feasible. The

next type of controller considered was an output feedback controller, but this was never successfully

implemented. A successful control design was found by using an LQG controller, which uses a state

estimator model to estimate the value of all of the states based on only the few that are available

from the output.

The outputs that will be available are from the use of conventional sensors (strain gages or

accelerometers) or more advanced sensing equipment (fiber optics, etc.). The use of strain gages

combined with the constitutive model allows measurement of internal forces and moments, which

are directly used as NATASHA design variables and should be ideal for use in control design.

Accelerations obtained from accelerometers could be used directly as feedback or integrated to find

linear and angular velocities, again which are directly used as NATASHA design variables. Because

NATASHA is based on the intrinsic form of the geometrically exact structural equations, deflections

or rotations are not used directly as states. The relationship between the intrinsic variables and the

actual linear deflections is nonlinear (involving a matrix inversion), and the relationship between

the gravity orientation vector measures gi and the angular deflections is also nonlinear. These

relationships can be linearized at best but in general the use of deflections or rotations as state

variables or feedback is not recommended. It would be far more ideal to use only the NATASHA

variables, which are velocities, rotations, forces, and moments, and the gravity vector measures gi.

Of these, the most easily measured are the internal forces and moments by means of the constitutive
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model and curvature measures.

Another commonly used measurement device are accelerometers. To obtain accelerations from

the model directly, it may be possible to utilize the state-space model:

{ẋ} = [Xx̄] ˙̄x = [Xx̄][Ā]x̄+ [Xx̄][B̄]u (98)

The relation in Eq. (98) would be implemented by using a feed-forward matrix [D]. The relation was

implemented without using the feed-forward part of Eq. (98) and was not found to be successful.

LQR Controller

A full-state optimal feedback controller was designed using the both the full linear discrete model

and the reduced linear discrete model. These feedback controllers were found to be successful in

controlling the response of the linear models, but they rapidly caused instability when they were

connected to the nonlinear analysis. However the LQR design was implemented with a Kalman filter

with success. The LQR design was conducted using a model order of 79, which was just enough to

include the phugoid mode, short-period mode, first out-of-plane bending mode, first twisting mode,

and first lead-lag bending mode. The other modes are related to the aerodynamic states and had

all real parts. The LQR design requires as input a state weighting matrix and a control weighting

matrix. The state weighting matrix was set to all zeros except for the phugoid, unstable SOP, SP

and in-plane IP bending modes. The weight of 100 was assigned to the unstable bending-torsion

mode and 10,000 to the other weighted modes. The value of the control weighting matrix was set

to a diagonal matrix, with each element equal to 10−3. These weighting matrices were chosen from

trial and error and based on the controller performance.

Kalman Filtering

The Kalman filter is a critical part of optimal feedback control when only a limited number of

outputs are available but the feedback of many or all of the states is desired for the controller. The

Kalman filter is used to predict the values of every state from just the controls and the available

outputs. In the state-space models presented so far, the gusting velocity w was included in u so

that the last column of [B] corresponds to the transformed version of [Fgust]. This is now separated

again to form the following model in terms of the reduced variables z:

ż = [A]z + [B]u+ [G]w

y = [C]z

(99)
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The Kalman filter is essentially a state-space model that will take u and y as inputs and output

the predicted value of the states ẑ and a filtered set of outputs ŷ. In the Kalman filter design

process, both the states and outputs are corrupted with noise: “process noise” corrupts the value of

each state and “output noise” corrupts the signal values zi. In the MATLAB Kalman filter design

function “kalman( )”, the following form is given:

ż = [A]z + [B]u+ [G∗]w∗

y = [C]z + [G∗∗]w∗ + v

(100)

A successful Kalman filter design was obtained by observing the similarity between Eqs. (99)

and (100) and just setting the process noise matrix to the gust velocity w. The effect of the gust is

then to add a noisy character to the reduced set of variables y. The Kalman filter has been set up to

accept only curvatures from a few elements, first all curvatures were input, then only IP curvatures,

and then only bending curvatures. The matrix [G∗∗] was set to zero. An exhaustive study was not

undertaken to find the minimum number of inputs required for the successful control. The remaining

inputs are the variance of the noise w∗ and v, but these two inputs were not found to influence the

behavior of the filter significantly. These inputs were set to 10−12.

The gain matrices for LQR and LQG designs were then calculated using the MATLAB function

“lqr().” The gain matrix is found by solving two coupled Lyapunov equations as described in Ref.

[104]:

u(t) = [K]y(t)

K = −R−1BTSPCT (CPCT )−1

0 = ATc S + SAc +Q− CTKTRKC

0 = AcP + PATc + V

Ac = A+BKC

V = DDT

(101)

Note the above equation is a matrix equation with the variables as defined in the original reference.

100



Nonlinear/Adaptive Kalman Filtering

An adaptive type of kalman filtering was then implemented where all of the vector or matrix in-

puts are linearly interpolated based on the total velocity V = VT . The “Interpolation” block in

SIMULINK takes care of the linear interpolation when provided with a matrix and produces a vec-

tor. If there are N values to interpolate from, with the 1st value corresponding to the input at

Vmin and the N th value corresponding to Vmax, then the “Interpolation” block requires an input P

between 1 and N for which to perform the interpolation. The matrix interpolation required for the

Kalman filter was done using the “Prelookup” and “ScheduleMatrix-1D” blocks. The following fig-

ures (48, 49, 50) show the modified blocks. The Kalman filter block, although it looks complicated,

actually performs exactly the same as the discrete state-space block when the inputs are set up to

provide constant system matrices (this was verified with the nonlinear simulation).

As one example of how the interpolation might be performed, if Vmin = 80 and Vmax = 85, and

N = 6, and a vector A1 corresponding to Vmin and a vector AN corresponding to Vmax, then an

input value of P = 1.5 will interpolate A based on the values A1 and A2, which would correspond

to V = 80 and 81. This is implemented generally by the following:

d =
Vmax − Vmin

N − 1
P =

V − Vmin

d
+ 1 (102)

This method is only one example of the implementation of the adaptive controller. Different imple-

mentations of adaptive controller would be realized by changing the definition of the interpolation

variable P . Therefore, most of what has been done in terms of trial-and-error methods to improve

the success of the adaptive controller is to alter the calculation of this interpolation variable, again

which is done at the top of Figure 48.

4.7.11 Nonlinear Simulation with Linear Kalman Filter and Controller

To demonstrate the instability of the system contrasted with the stability of the system with the

flutter controller on, the following figures are presented to show the compared behavior of the system

(red) with the uncontrolled system (black). The uncontrolled system has no flutter controller but still

has a flight dynamics pitch controller connected. The response to continuous gusting was explored,

to demonstrate the behavior of the controller when all of the states were perturbed significantly

from there equilibrium point. To demonstrate the ability of the controller to return the system to

stability, the gust was cut off after 3s. This section concerns Kalman filters that are designed for

a given flight speed and then run at that flight speed. The behavior of the system in response to

a continuous gust at 75 kts is demonstrated with (red) and without (black) the flutter controller
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Figure 48: The modified SIMULINK model showing the inner loop of the adaptive aeroelastic
controller.

in Figure 51, and the continuous gust response is shown at 90 kts in Figure 52. The uncontrolled

flutter speed of the model was around 80 kts, so these figures clearly demonstrate the success of

the controller. Unfortunately, is an interaction of the flutter controller with the outer loop flight

dynamics controller that worsens the transient response due to the gust below the flutter speed, but

both flight speeds are stable which was the intended purpose of the controller.

Perturbed Behavior at 90 kts

The behavior of the perturbed system at 90 kts is demonstrated with (red) and without (black) the

flutter controller in the next few figures.

4.8 Conclusions

The body-freedom flutter behavior of a HALE flying wing aircraft has been studied, and the sensi-

tivity of the behavior with respect to various parameters was explored. The BFF was characterized

as an interaction between the short-period and bending modes, so the evolution of these modes from
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Figure 49: The modified NATASHA nonlinear timestep block for the adaptive aeroelastic controller.

Figure 50: The adaptive Kalman filter, which works as a state-space model with linearly interpolated
system matrices.

the stall speed to the flutter speed for some selected cases was examined. The structural properties

that were found to impact this BFF behavior were the bending stiffness and the mass per length.

When the structural parameters are changed, the basic character of the modes was not changed,

and flutter occurred in the bending mode and seemed to be associated with decreased tip velocity
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Figure 51: The response to a continuous 0.05
s gust at 75 kts: pitch attitude.
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Figure 52: The response to a continuous 0.05
s gust at 90 kts: pitch attitude.

magnitudes, root bending moments in phase with fuselage reference point velocity, and a coalescence

of the SP and bending mode frequencies. For the baseline and all of the cases with varied structure,

the bending mode becomes unstable.

The basic character of the SP and bending modes can be changed by altering the fuselage

parameters, in some cases pushing the instability to a higher flight speed and in some cases causing

the instability to occur at very low flight speed. The inverse dependency of the flutter speed on the

fuselage mass seems to reflect a dependence upon some sort of inertial coupling between the wing

and fuselage motion, so that if the fuselage were not present the BFF can not occur. Increasing the

pitching inertia of the fuselage had the effect of removing the pitching velocities from the bending

mode entirely, and for the maximum fuselage inertia factor the SP mode experienced the instability

(instead of the bending mode). It might be said that the lack of angular velocity in the bending

mode caused its frequency to change less with increasing flight speed, and therefore stabilized the

mode by avoiding “coalescence” between the bending and SP modes. This reflects the fact that

angular velocity is a necessary component to the body-freedom flutter behavior of this model.

The linear analysis results were verified by a nonlinear timestepping analysis. This verifies the

utility of the linear analysis results to efficiently but accurately characterize the behavior of the

flutter mode or other modes of vibration. The NATASHA system is therefore an ideal conceptual

design tool for very flexible flight vehicles, especially those which experience body-freedom flutter.

The utility of NATASHA for structural and control design was then demonstrated in design of a

realistic flying wing. First, structural design considerations for realistic structures were applied to

flutter speed maximiation. Then, control design was demonstrated for a realistic HALE aircraft
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model to extend flutter and suppress gust vibrations. The flutter margin was successfully increased

with the aeroelastic control design, but the flutter controller worsened the transient gust response.

This demonstrates the importance of including aeroelastic control design early into the design process

for the flight controller, as the inclusion of aeroelastic control after the flight controller had already

been designed degraded the performance of the flight controller, even below the flutter speed.
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CHAPTER V

WT BLADE DAMAGE MODELING AND ANALYSIS

The previous chapters have demonstrated aeroelastic structural and control design from the per-

spective of rotorcraft and fixed-wing aircraft. However, the main goal of this work is to demonstrate

these concepts in the context of mitigating local damage effects for WT blades. Before efforts can

be made to mitigate local blade damage effects can be made, this blade damage must be properly

analyzed and understood. For this thesis, bond line failure has been selected as a common type

of blade damage. Analysis of the local effects of bond line failure can reveal where bond lines are

susceptible to failure. The risk of incurring excessive damage growth for a bond line failure can also

be estimated by using high fidelity structural analysis techniques. These high fidelity techniques

can then be applied to determine the success of aeroelastic structural and control design strategies

intended to mitigate local effects of blade damage.

This research will take a multiscale analysis approach to the problem. The “global” analysis tools

will be the NREL tools WT Perf and FAST/AeroDyn [17, 65], which are both blade element mo-

mentum theory solvers for WTs. WT Perf does not include blade flexibility, while FAST/AeroDyn

includes flexibility of the blades as well as torsional flexibilty of the drivetrain and tower bending

flexibility. The SNL Numerical Modeling and Design (NuMAD) tool is an open-source tool for ana-

lyzing realistic composite WT blades [5]. This tool has the capability of transforming a thin-walled

beam model of a WT blade into a high fidelity ANSYS shell model. The beam model of the WT

blade is defined by spanwise chord, twist, and airfoil distributions and a detailed cross section struc-

tural model. Since this capability is readily available to interested academic and industry parties

and it produces a high fidelity model of the blade as a whole, this shell modeling capability was

utilized for this study as the “local” analysis. After the VCCT is verified with a simple example

and the mesh dependency of the technique is established, the criticality of bond line failures with

respect to damage location and size is examined for both the normal operational strategy and the

derated strategy. The comparisons will be made at the rated windspeed, where there is a significant

difference in loading between the two operational strategies.
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Figure 53: VCCT test case: rectangular sam-
ple with horizontal mid-plane crack.

Figure 54: VCCT results for rectangular sam-
ple with horizontal mid-plane crack.

5.1 Validation of VCCT for Isotropic Sections

To validate the VCCT method, a classic example was set up with isotropic materials. The example

consists of a horizontal crack in a thin, square plate, with a vertical displacement condition applied

to the upper and lower boundaries. The example has a known analytical solution for the SERR,

which can be compared to the VCCT results to validate the method. The analytical solution is:

GI =
πσ2a

E
(103)

Figure 54 compares the grid convergence of this simple example, which is depicted in Fig. 53. The

general trend of the behavior is captured with the smallest mesh density. Another test case was also

analyzed with both shell and solid modeling: a double cantilever beam test (DCB). This test case

was chosen as it is a common experimental method for calculation of maximum or critical SERRs

for a material and a numerical study of the SERR analysis has been undertaken for comparison [28].

The geometry of this test is shown in Fig. 55, the results of the solid model analysis are shown in

Fig. 56 (normalized by maximum value) and Table 26 show the numerical results. These results

again verify the conclusion that the VCCT method gives good qualitative results even on coarse

grids, such as trends and distribution shapes, but for accurate quantitative analysis a fine mesh may

be required. For this study the NuMAD shell model was used to examine the qualitative behavior

of the SERRs for the WT blade model.

Table 26: Strain energy release rate of DCB test with respect to grid size.
Report [28] (fine) 20.2 (10−4 J/m)

1 mm 17.11
0.5 mm 18.86
0.25 mm 19.36
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Figure 55: VCCT test case: double cantilever
beam test.

Figure 56: VCCT through-thickness normal-
ized distribution results for double cantilever
beam test, compared with data from Crews et
al. [28].

5.2 Damaged Blade Modeling

The NuMAD tool was used to generate an ANSYS model from a description of the NREL 5 MW

blade geometry and materials, developed by Resor [117]. The damage location on the WT blade,

the coordinate system and the possible directions of damage propagation are depicted in Fig. 57 for

a trailing-edge disbond and Fig. 58 for a shear web disbond. In Fig. 58, “upper” refers to the bond

line between the shear web and the low pressure side and “lower” refers to the bond line between the

shear web and the high pressure side. Three different grid sizes were used for ANSYS analysis; the

sizes and basic run-times on a simple PC of the different models are given in Table 27. The ANSYS

shell models were modified by removing the connectivity of elements adjacent to the trailing edge,

adding coincident nodes along the trailing edge, and reconnecting the upper elements to the new

coincident nodes. Then, COMBIN elements, which are essentially nonlinear springs, were used to

connect the coincident nodes. The stiffness behavior of the COMBIN elements was modified to have

zero stiffness in the “X” (chordwise) and “Z” (spanwise) directions and in the positive “Y” (flapwise)

directions, but a very high stiffness in the negative “Y” direction. This approach was verified to

model the opening/closing behavior of the disbonds. The loading at rated windspeed during normal

or derated operation was calculated using WT Perf, which is a blade-element/momentum theory

solver for WTs provided by the National Renewable Energy Laboratory (NREL). The distributed

loading from the WT Perf model was then applied to the ANSYS model via the application of point

loads at each external node in the ANSYS model. The value of the point loads was obtained by

performing a least-squares regression to determine a value of forces at each node to produce the

desired distributed forces and twisting moments. The capability to map distributed loads to the

ANSYS model is included in the NuMAD functionality [4].
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Figure 57: Depiction of trailing-edge disbond
location on blade, and possible directions of
damage propagation.

Figure 58: Depiction of possible shear web
disbond locations on blade, with “upper” re-
ferring to the low-pressure side and “lower”
referring to the high-pressure side.

Table 27: 3D ANSYS blade model grid sizes and approximate run times for one analysis on a simple
Windows PC.

Grid Name # of Nodes # of Elements Grid Spacing (m) Run Time
“Coarse” 18,024 18,671 0.2 30s

“Medium” 67,932 69,147 0.1 5 min
“Fine” 264,900 267,281 0.05 20 min

5.3 Healthy Blade Bond Line Stress Results

The healthy baseline stress values σyy, σzz, σyz, and σxz are shown along the trailing-edge bond line

in Figs. 59 – 62, respectively, as a function of spanwise position, r. The stress components σyy and

σyz are related to opening of the crack due to mode I, and σzz and σzx are related to opening of the

crack in modes II and III. Note that these healthy stress components show major perturbations in

the vicinity of r = 10 m and r = 40 m locations. These locations coincide with the locations where

the ANSYS model blends from circular cross sections to blunt trailing edges (≈10 m span) and from

blunt trailing edges to sharp trailing edges (≈ 40 m span). These transition points are shown in Fig.

63. These regions of high stress in the undamaged blade are therefore of interest when it comes to

analysis of damage criticality.

5.4 SERR Calculations Under Normal Operation

The SERR was calculated from the ANSYS shell model by using the resulting nodal forces at the

crack tip and the opened displacements of the nodes just within the crack tip. A grid convergence

study was performed where the basic grid spacing was changed from 0.2 to 0.1 to 0.05. The results

from this study indicated a similar trend as with the isotropic cases: a convergence of the results

with decreasing grid spacing but a general capture of the trendlines for even the coarsest case. An

example of this convergenece is given in Figs. 64 and 65.
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Figure 59: Stress results for σyy along the
bond line for the baseline model during normal
operation and derated to 50% power level.

Figure 60: Stress results for σzz along the
bond line for the baseline model during normal
operation and derated to 50% power level.

Figure 61: Stress results for σyz along the
bond line for the baseline model during normal
operation and derated to 50% power level for
NREL 5MW blade (61.5 m blade length).

Figure 62: Stress results for σxz along the
bond line for the baseline model during normal
operation and derated to 50% power level for
NREL 5MW blade (61.5 m blade length).
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Figure 63: Geometry transitions from circular cross sections to airfoil sections with blunt trailing
edges (left) and transition from blunt trailing edges to sharp trailing edges (right).

The results for SERRs of the model during normal operation are then shown in Figs. 66 – 71.

Note that the results labeled “inboard” would represent the SERR for propagating the crack towards

the hub, while results labeled “outboard” represent SERRs for crack propagation towards the tip

of the blade. These show that the GI values for the inner and outer crack tip are very high when

the crack begins around the 10 m span location, and then drop suddenly as the start of the crack

moves from 11 m to 12 m. The GII values are significant only within the most inboard portion of

the blade. The results for GIII are lowest in magnitude and also are most significant within the

inboard portion of the blade.

The SERR analysis was then conducted for the case of shear web disbonding, and the four

possible disbond surfaces were each considered. The results for shear web disbond SERRs of the

model during normal operation are then shown in Figs. 72 – 77. These results indicate that shear

web bond line failure is the most critical in the inboard portions of the blade, and again a spike

in peak GI is seen at the 10 m spanwise location. However, between approximately 15 m and 25

m, the SERR results are low for all shear web disbond locations. Outboard of 25 m, there are

significant values of GII so any failure would be dominated by mode II fracture. The SERR results

are generally similar in trend for the different possible shear web bond lines, with only differences

in magnitude. The bond line failures were generally found to be most severe in the forward upper

shear web bond line and least severe in the lower aft shear web bond line.

These damage criticality analyses would be used along with structural health monitoring (SHM)

in a derating scenario to determine if the economic advantage of derating is worth the possibility

of incurring further blade damage. The SHM system is assumed to be able to identify the type

and location of blade damage: see Griffith et al. [46] for TE disbond detection and Myrent et al.

[97] for shear web disbond detection. For the skin disbond, the most critical damage location was

found to be in the 0-15 m region of the blade, where the SERR values are high. If the TE disbond
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Figure 64: SERR for mode I fracture of the in-
ner crack tip of TE disbond starting positions
(5 – 40 m), showing convergence of result with
respect to grid size.
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Figure 65: SERR for mode I fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m), showing convergence of result
with respect to grid size.
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Figure 66: SERR for mode I fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.
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Figure 67: SERR for mode I fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.

occurs outboard of 15 m the SERR values are low, so it is reasonable to assume that with additional

reduction of SERR through derating it would be possible to operate the turbine without further

damaging the turbine. Damage to the shear web in the inboard region (0-15 m) was also determined

to be critical, so that if SHM detects any type of damage within this region then operating the

turbine with a derating strategy may lead to damage growth and increased damage severity. If SHM

detects a skin bond line failure occuring outboard of 15 m, then a derating strategy can be used to

gain additional revenue from the turbine. Derating would be a viable option if any type damage

is detected within the 15-25 m region, as both the skin and shear web bond line failures have low

SERRs in this portion of the blade. Outside of 25 m, a shear web disbond may preclude the use of

derating strategies due to the moderate GII values or may necessitate low derating levels to ensure

that damage does not worsen. Because the trends in terms of damage onset location are similar for

each shear web, especially outside of 25 m, then the SHM system needs to only identify the location

of the shear web disbond, and not which shear web bond line actually failed.
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Figure 68: SERR for mode II fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.
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Figure 69: SERR for mode II fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.
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Figure 70: SERR for mode III fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.
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Figure 71: SERR for mode III fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack lengths (0.5 – 2
m), normal operation, rated windspeed.
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Figure 72: SERR for mode I fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.25 m,
normal operation, rated windspeed.
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Figure 73: SERR for mode I fracture of outer
crack tip of TE disbond starting positions (5
– 40 m) and crack length of 0.25 m, normal
operation, rated windspeed.
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Figure 74: SERR for mode II fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.25 m,
normal operation, rated windspeed.

0 0.2 0.4 0.6 0.8 1
−0.5

0

0.5

1

1.5

2

2.5

O
ut

bo
ar

d 
G

II (
J/

m
2 )

Damage Location (r/R)

 

 
Forward Upper
Forward Lower
Aft Upper
Aft Lower

Figure 75: SERR for mode II fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.25 m,
normal operation, rated windspeed.
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Figure 76: SERR for mode III fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.25 m,
normal operation, rated windspeed.
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Figure 77: SERR for mode III fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.25 m,
normal operation, rated windspeed.
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Figure 78: SERR for mode I fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.5 m,
rated windspeed, derated operation.
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Figure 79: SERR for mode III fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and crack length of 0.5 m,
rated windspeed, derated operation.

5.5 SERR Calculations Under Derated Operation

The loading at the rated windspeed during derated operation was calculated using WT Perf and

again mapped to the ANSYS model via nodal point loads. Figures 78 and 79 show selected SERR

results for a trailing-edge bond line failure under these derating strategies, at the rated wind speed.

These figures demonstrate that the derated values followed trends similar to those under normal

operation but with reduced magnitude. This was true for each of the outputs shown in the previous

section. For GI , the calculated SERRs were reduced by around a factor of 7 by the derating process,

and the SERR values for GII and GIII were reduced by factors of around 5 by the derating process

for this wind speed.

The effect of these strategies in reducing the SERRs over the full range of wind speeds was also

evaluated. The criticality analysis in Section 5.4 identified the 6 m and 8 m locations as areas of

interest. Therefore, these areas were analyzed for GI and GIII under the derating strategies “A”

and “B.” Figure 80 and 81 show how the SERRs at the areas of interest change with windspeed

under normal and derated operation. These figures show a behavior similar to the thrust/moment

vs. windspeed behavior (Fig. 84). The SERRs were then summed using a probability-weighted sum

(similar to the way AEP is calculated), producing a weighted average SERR for each operating

strategy. The Rayleigh windspeed distribution with an average windspeed of 10 m/s was used. This

allowed calculation of an effective reduction in SERR due to the derating, which is shown for the 8

m disbond location in Table 28. These effective reductions could be thought of an effective decrease

in damage growth rate while operating under the derated strategy. These predictions will then

be used to design a more comprehensive operations strategy to maximize power output while also

maintaining blade reliability.
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Figure 80: GI with respect to windspeed for
NREL 5 MW turbine in normal/derated op-
eration.

Figure 81: GIII with respect to windspeed
for NREL 5 MW turbine in normal/derated
operation.

Table 28: Reduction in averaged SERRs for 8 m disbond location under 50% derated operation,
weighted by a Rayleigh wind distribution with average windspeed of 10 m/s.

Mean Wind Speed (m/s) Derating Strategy Reduction in GI
7 m/s (Calm) A 36.8%

B 58.9%
10 m/s (Mean) A 35.9%

B 70.1%
16 m/s (Windy) A 31.0%

B 76.9%

5.6 Buckling Capacity of Damaged Blades

Buckling capacity is a primary design driver for large WT blades, as buckling of shear web or upper

skin would likely lead to drastic blade damage. The most critical design load case for buckling is

the parked extreme wind gust case, where a large gust (50-year occurence level). It is assumed that

there will be some meteorological warning for such a gust so that operators can park the turbine, so

the design requirements state the 50-year gust analysis must be conducted in the parked (braked)

state. Unfortunately this leaves little room for the use of derating or other operation strategies to

mitigate the early onset of buckling. Bond line failure tends to reduce the buckling capacity of the

WT blade, but not by affecting the primary buckling mode. Instead, a secondary buckling mode

is typically introduced that may have a higher buckling factor at low disbond lengths but will have

a lower buckling factor at a certain critical disbond length. WT blades are often designed to just

satisfy design buckling margins, so the critical disbond length for this study was defined as the

length at which the lowest frequency buckling mode changes from the primary (healthy) buckling

mode to the secondary buckling mode associated with the bond line failure. There is no opportunity
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Figure 82: Minimum disbond length of
trailing-edge disbond to reduce buckling ca-
pacity vs. starting position of disbond.

0.1 0.2 0.3 0.4 0.5 0.6 0.7

1

2

3

4

5

6

Disbond Start, m

C
rit

ic
al

 L
en

gt
h,

 m

 

 Forward Upper
Forward Lower
Aft Upper
Aft Lower

Figure 83: Minimum disbond length of shear
web disbond to reduce buckling capacity vs.
starting position of disbond.

for derating to prevent against buckling failure in the parked state, so this critical bond line length

can be seen as an upper allowable limit, after which blade replacement becomes a priority to avoid

early onset of buckling.

The primary buckling mode shape for the healthy blade involves a buckling of the skin panel at

the location where the shear web has terminated. When a bond line failure becomes long enough,

local buckling in the region of the damage will occur at a lower load factor then the primary

buckling mode. A comprehensive investigation into the linear and nonlinear buckling performance

of the healthy blade as well as blades with bond line failures has been carried out by Griffith et al.

[44]. For this study, the performance of the damaged blade ANSYS models in terms of buckling

was evaluated to determine the minimum disbond length to influence the primary buckling mode.

The results of these analyses in terms of critical disbond length for different disbond locations for

the TE disbond is shown in Fig. 82 and the results for the shear web disbond is given in Fig. 83.

The TE disbond critical buckling length is very low when the disbond is close to the original region

of large displacements in the large buckling mode. Unfortunately, if the TE disbond is near 30 m

the critical disbond length is very small, around 0.5 m for disbonds between 25-40 m. The shear

web critical disbond length analysis indicates that bond line failures are generally the most severe

in terms of buckling in the forward upper shear web bond line, but there are many areas where the

critical bond length reaches 2 m or more.

5.7 Conclusions

Offshore WT accessibility is a major barrier for acceptance of offshore wind, because it leads to long

down times for damaged turbines and expensive maintenance excursions. Load-mitigating control
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strategies such as derating can be used to safely utilize damaged turbines as an alternative to shut-

down. Derating can also be used to delay maintenance for turbines for accessibility reasons or in

the context of an advanced maintenance planning strategy, while simultaneously maximizing AEP.

In this way, applying the new O&M strategies proposed in this work will reduce the cost of energy

of offshore wind both by increasing AEP and by reducing O&M and blade replacement costs.

A framework has been established for high fidelity analysis of damage severity and demonstrated

for the common damage type of bond line failure. These efforts demonstrated that the most critical

area in terms of damage onset is in the vicinity of the 10 m span location, which happens to be where

the cross-sectional shape transitions from circular to airfoil-shaped. Therefore, this transition point

is a key area of interest in damage tolerance analysis or designs that account for damage tolerance.

If this transition area can be smoothed out or reinforced, it may produce a more damage tolerant

blade. For the case of a shear web disbond, if the damage occurs in the 25-45m region may be critical,

with large values of GII . In this research, the area of stress concentration in the baseline (healthy)

bond line also had the highest SERR values. This implies that designing the blade considering only

healthy bond line stress results may be a valid strategy for producing damage tolerant designs.

The qualitative information gleaned from this chapter has provided a starting point for developing

O&M or design strategies for mitigating blade damage. To apply this information quantitatively,

that is to calculate the associated growth rates and therefore the remaining fatigue life of damaged

blades, material testing would be required to link the SERR values GI , GII , and GIII with damage

growth rates. The form of the damage growth rate model will also answer some of the questions

raised so far about what levels of GI , GII , or GIII are acceptable for safe operation of damaged

WT blades. Material testing of adhesive failure was not within the scope of the current work but is

recommended for future study.
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CHAPTER VI

SMART LOADS MANAGEMENT FOR DAMAGED WT BLADES

One of the main goals of this project is to produce smart loads management strategies intended to

enable continued operation of WT blades. These strategies will utilize the existing variable-speed,

variable-pitch control systems of modern WTs, extend the use of pitch control to individual blades,

and investigate novel control strategies such as trailing edge flaps or devices to mitigate loads.

If the modification of the control system involves intentionally limiting the power output of the

turbine, then the strategy is referred to as a derating strategy. These strategies are of interest

because they can be implemented using only the available WT controls. The simplest derating

strategy, simply lowering the power rating of the turbine, has been investigated in static analyses

and has been shown to effectively lower strain energy release rates. However, dynamic analysis is

still necessary to show how the strategy will perform in turbulent conditions or during dynamic wind

events. Several different derating strategies will be compared based on their performance in terms

of the overall wind turbine performance as well as the capability to mitigate local damage effects.

Once the control design is complete, the resulting control system designs will then be analyzed

with the multiscale analysis technique to quantify their effectiveness to mitigate damage. That is, the

loading from steady or dynamic simulations with the new control system active from FAST/AeroDyn

will be transferred to the ANSYS shell model generated by NuMAD, and the damaged shell analysis

procedure will be used to calculate the reduction in SERRs, and therefore the reduction of growth

rates, of the damage.

6.1 Economic Incentive to Derating

High wind and sea states can prevent access to offshore turbines in some locations for as long as

one to two months, and offshore wind farm operators often find difficulty obtaining offshore cranes

appropriate for performing WT maintenance [137]. According to a report on the Nysted wind farm

off the coast of Denmark [139], an offshore WT may be inaccessible at wave heights higher than 1.2

m. A report on offshore wind accessibility by Bierbooms et al. [6] gives an upper limit of 2 m wave

height and 12 m/s average wind speed using offshore access systems specially designed for offshore

turbines, and shows that wave height and wind speed are often statistically correlated, with wave

heights of 3 m occuring at wind speeds higher than 12 m/s. A British study of metereological data
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showed correlated wind speeds and wave heights and monthly average wave heights exceeding 2 m

during windy seasons; for example Fig. 86 shows the monthly variation of wave heights at one site.

A report by Christensen and Giebel [25] notes that adverse weather conditions lead to increased

time requirements to perform maintenance tasks, especially if small boats are used for maintenance

instead of medium-sized boats equipped with advanced offshore access systems.

These accessibility considerations imply that one or two weeks of down time should be expected

for maintenance purposes, and sometimes there may be a short period (around two weeks) between

when maintenance is detected and there is an opportunity for access. This delay between damage

detection and the opportunity for maintenance access is often increased in the presence of high wind

speed conditions. Therefore, derating is proposed to utilize the turbine at a reduced level during this

delay. Another way derating can be used to increase the power production of one turbine is when

there is a monthly variation in average wind speed. In this case, derating can be used to operate the

turbine through the windy season, where profits are highest and maintenance is most difficult, and

delay maintenance until the calm season. This would also have a secondary farm-level reduction in

O&M costs if the maintenance delay allows multiple turbines to be serviced simultaneously.

The following sections provide scenarios where derating is used to increase the revenue of damaged

turbines. They are meant as demonstrative examples to show the potential economic benefits of

derating, so a conservative estimate of 10 ¢/kWh was used to convert energy output increase to

dollar values. A more realistic price for energy for offshore wind may be as high as 25 ¢/kWh;

the higher cost of energy would only increase the possible economic benefits of derating in terms of

dollar value.

6.1.1 Derating as an Alternative to Shutdown

The simplest example of a load-reducing control method is to utilize the available pitch-control

system to limit the blade RPM and produce power at a lower level [97, 38]. The baseline control

system for the NREL 5 MW baseline design is a variable-speed, variable-pitch controller where the

rotor RPM is controlled by a torque controller at wind speeds below the rated wind speed, and at

wind speeds above the rated speed the generator is at its maximum design torque and the pitch

controller is used to control rotor RPM. For this research, the derating was mainly accomplished by

using the pitch controller to control the rotor RPM (and therefore the loads and power production).

The advantage to using a simple “derating” method is that it would only involve a change in

the software of currently operating offshore turbine control systems, and therefore could be easily

retrofitted into pre-existing designs.
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Two different ways to reduce service bending moments by derating were evaluated: limiting the

value of the bending moment or thrust without limiting the power rating (derating strategy “A”), or

limiting the power rating (derating strategy “B”). Figure 84 shows an example of the two derating

strategies for the case of limiting the bending moment to 50% of its maximum value. The NREL 5

MW baseline design is used for the operations and control strategy evaluations as a representative

of “current” offshore blade technology. To demonstrate one potential use of derating, consider the

case of an offshore turbine where there is a two-week delay between when the damage is detected

on the turbine and the turbine becomes accessible for maintenance. The total annual income of the

NREL 5 MW baseline turbine for a possible Alaska location is shown in Table 29, using wind data

from Pryor et al. [113]. The location was chosen as a realistic representative site with an average

windspeed of ≈ 10 m/s. The additional revenue for operating at a derated level for two weeks

instead of shutting down is also given in Table 29. There is often a month-to-month variation in the

average wind speed, as shown in Figure 85 for a Baltic offshore site, and Table 30 shows how the

additional revenue could vary.

6.1.2 Derating to Delay Maintenance

There is also the potential of using derating to increase the annual revenue of damaged turbines if

there is a large variation in wind speed at a given site annually, such as in Fig. 85. In this case,

it could be economically advantageous to derate the turbine and operate through windy seasons

while performing maintenance during calm seasons. This also aligns with accessbility concerns with

offshore turbines associated with high sea states, which are likely to occur in windy seasons. Using

a derating strategy to delay maintenance until calmer time periods would also allow increased use

of small boats for access and a lowered increase in maintenance time due to adverse weather. The

opportunity for using derating to delay maintenance to damaged turbine was assessed very simply

by varying the month in which the damage occurs (damage onset month) and finding the duration

in months of derating that optimizes yearly annual AEP. A cost of energy of 10 ¢/kWh was used

to convert the annual AEP to annual income for the damaged turbine, and the benefit of using

the derating strategy was determined by subtracting the annual income that would result from

immediate down-time and repair of the turbine. A visual example of such a calculation is given in

Figs. 87-88 showing how the annual profit from a damaged turbine may vary with different damage

onset months and derating durations, if derating strategy A is used at a 90% level and considering

a downtime duration of 2 weeks. Figure 87 shows a 3D view of the surface plot with the annual

energy profits from the turbine shown, while Fig. 88 shows top view of the surface for ease of
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visualization. This sample calculation demonstrates the concept of delaying the maintenance until

the calm months as the peak of the derating benefits surface aligns with performing the maintenance

during months 6 – 8, the calmest months. The optimal number of derating months is dependent

upon the level of derating and the downtime duration that is required for the turbine repair, and

is plotted as a function of damage onset month in Fig. 89. Figure 89 should be interpreted as the

optimal number of months to delay maintenance by using derating, depending on when the damage

occurs (damage onset month), what derating strategy is used and how much down time will be

required for maintenance. Figure 89 shows that potential for increasing revenue by using derating

to delay maintenance becomes viable when the derating level is not too low or if 2 weeks or more

of downtime are required for blade maintenance, but that derating strategy A is required. Strategy

B can still be used to offset losses (compared with shutdown) if the turbine is not accessible for

maintenance.

Figure 84: Power production, root bending moment, rotor thrust predictions for two derating
strategies “A” and “B” and derating level of 50%. The derating strategies are achieved by modifying
the pitch control settings as shown in lower-right.

6.2 Control Design of WT Blades Using MBC

The control design architechture recommended by Bossanyi [13, 14, 15, 16] decouples the generator

speed/torque and collective pitch control from the cyclic or periodic pitch controls. From this
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Figure 85: Monthly variation in windspeed
for a Baltic offshore site with a windspeed av-
erage of 11 m/s [103].

Figure 86: Monthly variation in wave height
for a British Isles offshore site.

Figure 87: 3D surface plot of potential bene-
fits of using a derating strategy to delay main-
tenance for the NREL 5 MW turbine, com-
pared with immediate repair.

Figure 88: 2D contour plot version of Figure
87, showing benefit of using derating strategy
(or cost of delaying maintenance using derat-
ing strategy if negative).
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Table 29: Possible revenues (using 10 ¢/kWh) for operating at derated level for two weeks instead
of shutdown.

Alaska Site (9.9 m/s)
Annual Revenue $2,420,000
Derating Level Additional Revenue

75% (A) +$108,000
75% (B) +$81,600
50% (A) +$96,000
50% (B) +$64,000
25% (A) +$60,400
25% (B) +$22,900

Table 30: Variations in possible revenue increases (using 10 ¢/kWh) due to monthly windspeed
variation, when derating for two weeks instead of shutdown.

Level Calm (7 m/s) Windy (16.5 m/s)
75% (A) +$63,800 +$140,000
75% (B) +$53,400 +$99,100
50% (A) +$55,800 +$131,000
50% (B) +$44,500 +$73,800
25% (A) +$35,300 +$96,800
25% (B) +$19,200 +$23,900

Figure 89: Optimal maintenance delay (using derating) in months for derating Strategy A (left)
and Strategy B (right), for different derating levels and downtime (DT) durations, for an NREL 5
MW turbine at a Baltic offshore site.

point on in this work β refers to a WT blade pitch angle. Bossanyi recommends using the d − q

transformation, in which signals from the three blades are transformed into a mean value and zero-

mean differential values (“direct” and “quadrature” axes). These transformed signals are then used

by the controller to provide differential demands for the three blades. The advantage of this method is

that the axes can be treated as almost independent, so that a simple convential controller can be used

for the generator speed / torque collective pitch control and another simple conventional controller

can be used for the load mitigation differential pitch controls along each axis. The transformation
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is identical to the multi-blade coordinate (MBC) transform, and the form of the transformation and

its reverse are given below:
β0

βd

βq

 =
2

3


1/2 1/2 1/2

cos (θ) cos (θ + 2π/3) cos (θ + 4π/3)

sin (θ) sin (θ + 2π/3) sin (θ + 4π/3)



β1

β2

β3

 (104)


β1

β2

β3

 =


1 cos (θ) sin (θ)

1 cos (θ + 2π/3) sin (θ + 2π/3)

1 cos (θ + 4π/3) sin (θ + 4π/3)



β0

βd

βq

 (105)

This transformation allows the separation of the collective (β0, etc.) and cyclic (β1c, β1s) control

systems. The variable-speed, variable-pitch control architecture that is common to offshore WTs

will be used as a starting point for the collective portion of the control design. This collective pitch

controller will then be enhanced with load-mitigating capabilities, and then a cyclic pitch control

will be added to further reduce blade loads.

6.3 Variable-speed, Variable-pitch Controller

The controller architecture that is commonly used for large offshore WTs is referred to as variable-

speed, variable-pitch (VSVP). One VSVP strategy is given in the definition of the NREL 5MW

baseline turbine [63] and is based on “Bladed,” a commercial WT analysis tool. In this strategy,

the pitch control is used to maintain a constant generator speed, and the torque control is scheduled

based on the optimum power production profile and the current generator speed. The pitch control

is saturated at 0◦ pitch so that the pitch controller is only used when the generator speed is higher

than the maximum speed, so at generator speeds below this speed the torque control is used to

govern the generator speed. The VSVP controller for the NREL 5MW baseline turbine has been

implemented in Simulink. Figure 90 shows how the controller is integrated with the FAST Simulink

model, and also demonstrates the separation of the controller into collective and cyclic portions.

Figure 91 shows the overall architecture of the “Bladed-style” controller. The generator speed is

first filtered with a low-pass filter before it is used in the torque or pitch controllers as shown in Figure

94. The generator torque controller is designed to follow a predefined piecewise nonlinear function

that determines the applied torque based on the current generator speed. The pitch controller uses

PI feedback control to limit the generator speed to its maximum rated speed, and is only active

when the generator speed is higher then its maximum rated value (because when it is below that

speed, the torque control is active).The pitch controller uses gain scheduling to account for the fact
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that pitch changes near 0◦ not as effective in affecting the total power (dP/dβ) as pitch inputs near

the maximum blade pitch angle; the gain scheduling is based on the collective pitch angle and the

formula is:

GK =
1

1 +
β0

βr

(106)

Here, βk is the pitch angle at which the effectiveness dP/dβ is doubled. Both pitch and torque

controllers also utilize a sample rate limiter to account for different sampling times of the pitch and

torque controllers in case they are larger then the analysis timestep.

Figure 90: “Bladed-style” VSVP controller integrated with FAST in Simulink.
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Figure 91: “Bladed-style” VSVP controller showing generator torque controller and pitch controller.

Figure 92: “Bladed-style” VSVP controller showing generator torque controller.

Figure 93: “Bladed-style” VSVP controller showing pitch controller.
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Figure 94: Low-pass filter applied to high-speed generator shaft speed in “Bladed-style” VSVP
controller.

6.4 Derating

The simplest form of derating is accomplished by changing the input parameters to the VS-VP

controller described in the above section. To achieve the derating strategy “B” which lowers the

maximum power production of the turbine, one can adjust the power rating and maximum generator

speed for the pitch controller to effectively limit the power production.

The performance of the derating controller at a given power level decrease will depend on the

choice of maximum generated speed. If one lowers the power rating but not the maximum generator

speed, this will lead to a decrease in shaft torque to meet the new power rating. The pitch control,

however, is designed to operate when the shaft torque is at its rated level: in normal operation, above

rated wind speed the shaft torque is held at its rated level while the pitch control is used to maintain

a constant rotor speed. For example, if the power rating is reduced but the maximum generator

speed is not lowered at all, at rated wind speed the generator torque will be below its rated level. The

reduced torque then leads to an increase in rotor speed, and the pitch control system will attempt

to maintain the rotor speed by commanding a non-zero quasi-steady pitch angle. This scenario

often leads to an undesired increase of rotor/generator speed and can violate maximum generator

speed constraints. For the NREL 5MW baseline design, the maximum generator speed is ≈ 1150

RPM. To demonstrate the performance of the derating controller as well as illustrate the advantages

of reducing the maximum generator speed, Figs. 95 – 100 show the quasi-steady performance of

several potential derating controllers at the wind speed of 11 m/s and a derating level of 80%. In

these Figures, the number of the controller (100, 110, or 120) refers to the RPM of the generator

in rad/s, where 120 rad/s is the baseline maximum generator speed. These controllers all produce

the same power (≈ 4000 kW) at the wind speed of 11 m/s, but each has a different transient
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Figure 95: Pitch controls for quasi-steady operation at 11 m/s wind speed for each derating strategy.

performance, quasi-steady pitch command, and of course different generator speed and torques

quasi-steady command levels. Figure 95 shows that the transient performance of the controllers are

comparable, with the lowest generator speed having the worst transient response, but that the lower

generator speed produces a lower quasi-steady pitch command as predicted. Figures 98 – 100 show

slightly reduced flapwise moment but increases to collective twisting and edgewise moments.

The effect of the derating system on the performance of the WT can also be measured with

the SIMULINK model by subjecting it to design load cases from the International Electrotechnical

Commission (IEC) [27]. The design load case (DLC) corresponding to the extreme coherent gust

with direction change (ECD) has been cited by many authors [120, 90, 66, 117, 45] as the design

driver for blade deflection and loads. Therefore, the comparison of the derating controllers was also

carried out for this DLC. The results for ECD analysis for 80% derating at 11 m/s wind speed is

then shown in Figs. 101 – 106. These show similar performance with each controller, and again Fig.

101 shows a slightly worse transient response in terms of pitch rate demands and settling time with

the reduced generator speed controllers. However, Fig. 102 shows that at the reduced speed the

dynamic deflections due to the wind gust are reduced.

6.5 Load-mitigating Control Design

Where derating utilizes the available pitch and speed controls, other load-mitigating control strate-

gies can be devised by adding cyclic pitch or even full nonlinear control. The methods are based

on the ANSYS analysis results for the derating controllers and the assumption that reducing cyclic

variations of blade loads as well as reducing the collective portion will be effective to mitigate damage

growth.

The blade loads can be reduced more directly by feeding back the blade loads to the pitch

mechanism. To achieve derating strategy “A,” which uses the pitch mechanism to limit blade root
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Figure 96: Blade out-of-plane deflections for derating controllers for quasi-steady operation at 11
m/s wind speed.

Figure 97: Generator speed and torque performance of derating controllers for quasi-steady opera-
tion at 11 m/s wind speed.

Figure 98: Twisting moment (Mx) signals from each blade transformed into MBC coordinates for
derating controllers for quasi-steady operation at 11 m/s wind speed.
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Figure 99: Flapwise bending moment (My) signals from each blade transformed into MBC coordi-
nates for derating controllers for quasi-steady operation at 11 m/s wind speed.

Figure 100: Edgewise bending moment (Mz) signals from each blade transformed into MBC coor-
dinates for derating controllers for quasi-steady operation at 11 m/s wind speed.

Figure 101: Pitch control response for derating controllers during extreme coherent gust with
direction change (ECD) load case.
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Figure 102: Blade deflection signals for derating controllers during extreme coherent gust with
direction change (ECD) load case.

Figure 103: Twisting moment (Mx) signals from each blade transformed into MBC coordinates for
derating controllers during extreme coherent gust with direction change (ECD) load case.

Figure 104: Twisting moment (Mx) signals from each blade transformed into MBC coordinates for
derating controllers during extreme coherent gust with direction change (ECD) load case.
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Figure 105: Flapwise bending moment (My) signals from each blade transformed into MBC coor-
dinates for derating controllers during extreme gust with direction change (ECD) load case.

Figure 106: Edgewise bending moment (Mz) signals from each blade transformed into MBC coordi-
nates for loads management controllers during extreme coherent gust with direction change (ECD)
load case.
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Figure 107: Modified collective pitch controller with additional PI controller added to limit collective
flap bending moment My0.

Figure 108: Modified generator torque controller with PI controller.

bending moments, the collective portion of the blade flap bending moment My0 is fed back to the

collective pitch mechanism. Then an additional PI controller is added to the pitch control mechanism

as is shown in Figure 107.

The strategy of limiting the generator speed to limit the power production can be applied to the

torque control, using the torque control to decrease the rotor speed and therefore limit blade loads

and power production. One immediately apparent difference between using the torque control to

control the generator speed rather then the pitch control is that the torque controller must limit

the rotor speed to a lower value to achive the same reduction in power because of the increase in

torque due to the controller itself. Derating with the torque controller was accomplished by adding

a torque PI controller to the baseline torque scheduling mechanism as is shown in Figure 108. The

form of the PI controller is the same as for the pitch controller shown in Figure 93, but with no gain

scheduling applied.
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Figure 109: Pitch controls for wind sweep load case for each loads management strategy.

Figure 110: Blade out-of-plane deflections for load mitigation controllers during wind speed sweep
load case.

Figure 111: Generator speed and torque performance of load management controllers during wind
sweep load case.
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Figure 112: Twisting moment (Mx) signals from each blade transformed into MBC coordinates for
load mitigation controllers during wind speed sweep load case.

Figure 113: Flapwise bending moment (My) signals from each blade transformed into MBC coor-
dinates for load mitigation controllers during wind speed sweep load case.

Figure 114: Edgewise bending moment (Mz) signals from each blade transformed into MBC coor-
dinates for load mitigation controllers during wind speed sweep load case.
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Figure 115: Pitch control response for load mitigation controllers during extreme coherent gust
with direction change (ECD) load case.

Figure 116: Blade deflection signals for load mitigation controllers during extreme coherent gust
with direction change (ECD) load case.

Figure 117: Generator speed and torque performance for loads management controllers during
extreme coherent gust with direction change (ECD) load case.
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Figure 118: Twisting moment (Mx) signals from each blade transformed into MBC coordinates for
loads management controllers during extreme coherent gust with direction change (ECD) load case.

Figure 119: Flapwise bending moment (My) signals from each blade transformed into MBC coor-
dinates for load management controllers during extreme coherent gust with direction change (ECD)
load case.

Figure 120: Edgewise bending moment (Mz) signals from each blade transformed into MBC coordi-
nates for loads management controllers during extreme coherent gust with direction change (ECD)
load case.
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Figure 121: SERR results for inboard GI , for inboard propagation of trailing-edge disbond from
8 – 8.5 m. Results are from dynamic analysis of 3D finite element model subjected to loads from
quasi-steady operation at 11 m/s.

6.6 ANSYS Analysis of Damage Mitigation

The success of the load mitigation controllers in terms of steady performance has been demonstrated

in Section 5.5. This performance can now be verified in the dynamic case by applying the loads

from the FAST/AeroDyn control design evaluation analyses to the 3D damaged blade model for

finite element analysis. This was performed for two derated controllers (120 rad/s and 110 rad/s

maximum generator speed) as well as for the load mitigation strategy “A” and the baseline design.

The trends of the dynamic results followed the trends observed in Section 5.5, however due to a

slight difference in loading from FAST/AeroDyn and WT Perf, the SERR results reach a different

magnitude. Application of the time-averaged or snapshot loads from FAST/AeroDyn, instead of

the WT Perf loads, resolved this discrepancy. The results of the dynamic analysis can then be

interpreted to represent an estimate in the reduction of growth rates due to operation under smart

loads management. The maximum SERR values (G) as well as the quasi-steady changes in SERR

values (∆G) were observed to decrease with the application of the load management strategies. For

example, Fig. 121 shows results for inboard propagation of a trailing-edge disbond from 8 – 8.5 m.

These results indicate that for this case a reduction of maximum SERR of a little more than 50%

and a reduction of the oscillating portion (∆G) by more than 60% was achieved by limiting the

bending moment by around 30%.

6.7 Conclusions

This work has demonstrated a clear economic advantage for derating damaged turbines to avoid

shutdown or delay downtime for calm seasons, where WT are more accessible and less profitable to

operate. The means to quantify these economic gains has been provided so that WT operators can

weight the costs of implementation of SHM and advanced blade sensing against the potential for
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increasing profits of the WT farm. The potential to delay maintenance to wind turbines could also

allow servicing of multiple turbines, therefore further reducing O&M costs.

Although there were performance differences between the 120, 110, and 100 rad/s maximum

speed derating controllers, Figure 121 shows very little difference between the 120 and 110 rad/s

maximum speed derating controllers, as well as very little difference between the derating controllers

and the load mitigation controller. When comparing the derating controllers for 120 and 110 rad/s

maximum generator speed, the lower dynamic deflections associated with the lowest maximum

generator speed indicates that reducing the maximum generator speed is advantageous when using

derating. For this case, the 100 rad/s maximum generator speed would be the ideal design for the

derating controller, as this has reached the limit of maximum shaft torque to produce the desired

derated power level.

The load mitigation controller produces more power then the derating controllers, and Fig. 121

verifies that limiting the bending moments is an appropriate strategy to mitigate blade damage

growth, because although there were differences in blade deflections, power production, and other

features, the blade root bending moment for each controller was approximately the same. Therefore,

the load mitigation controller would be the preferred method of operating the damaged turbine if

profits are to be maximized, as it has the highest level of power production. The derating controllers

remain the more conservative approach, as they will reduce loads more drastically at higher wind

speeds than the load mitigation controller. This comparitive study serves an example for designing

damage tolerant controllers based on their steady performance, their dynamic performance, and

high fidelity analysis of the capability of the controllers to effectively mitigate damage.
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CHAPTER VII

DAMAGE TOLERANT DESIGN FOR OFFSHORE WT BLADES

The previous chapters have presented aeroelastic structural and control design from the perspec-

tive of rotor blades and high aspect ratio aircraft wings. A high-fidelity analysis technique for

analyzing the local effects of bond line failures has been presented. The first main goal of this

work is to demonstrate smart loads management strategies for damaged turbines, and the previous

chapter has accomplished this. The second main goal of this work is to propose damage tolerant

designs and design strategies for large offshore WT blades. The SNL 100 m blade will be used as

a baseline for the damage tolerant designs. The damage tolerant design techniques that will be

investigated are combined aerodynamic/structural optimization and airfoil selection. The combined

aerodynamic/structural optimization process will be based on HARP-Opt, an open source tool for

multi-objective optimization of WT blades provided by NREL [124].

The Sandia 100 m carbon blade design is used as a baseline for the reliable blade design process,

as it represents a trend in future blade designs. A significant issue in the 100 m blade design precess

was panel buckling, and these buckling issues can worsen in the presence of damage. The buckling

performance can be improved by reducing the skin panel (chordwise) size, which provides an incentive

for low solidity blade designs. The solidity of the blade can be decreased by increasing the operating

tip speed ratio and implementing higher lift airfoils. So-called flat-back (FB) airfoils have high-lift

properties, and the flat trailing edge provides an ideal location for trailing edge reinforcement. These

FB airfoils are compared with a set of Delft University (DU) series airfoils that are used in the NREL

5MW blade definition [63] as well as the SNL 100 m blade [45, 51, 50, 43]. Trailing-edge disbonding

is a commonly encountered damage type, and such reinforcement would improve the tolerance of

blade designs to this type of damage. So that “apples-to-apples” comparisons can be made between

the new airfoils and the baseline airfoils, an optimized design was also produced with the baseline

set of airfoils as well. The optimization process resulted in a Pareto front of candidates, which were

then analyzed for their performance in terms of damage tolerance. The process indicated that weight

reduction and AEP increases can be achieved by increasing the optimum design tip speed ratio and

rotor solidity, but that damage tolerance considerations may place a limit on how high the design

tip speed ratio should be raised. This is demonstrated by comparing two optimized designs with the
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DU series airfoils with two optimized designs with FB airfoils. Blade cost is shown for the optimized

results and compared for the two airfoil series as well as for two spar widths.

7.1 Combined Aero/Structural Optimization

A multi-objective optimization process was conducted using the optimization tool HARP Opt, inte-

grated with Sandia National Laboratories NuMAD toolbox and an open source code for composite

WT blade structural analysis, CoBlade [124, 1, 123]. CoBlade applies the EB and CLT equations

used in PreComp in a form suitable for optimization. HARP-Opt uses the MATLAB GA toolbox

and has integrated WT Perf to analyze each candidate. The author has modified HARP-Opt to

integrate with NuMAD, hereby referred to as ”HARP-Opt-S.” The HARP-Opt-S tool allows si-

multaneous optimizaton of the global and local level problems simultaneously, with NuMAD and

WT Perf forming the link between local design variables, global design variables, and the aeroelastic

performance constraints of the WT. The design variables in HARP-Opt-S are 5 control points (CP)

to govern the chord distribution, 5 CP to govern the twist distribution, and a user defined additional

number of design variables to govern the distribution of layers in the various structural components.

The objective functions of the GA were blade mass and AEP. The output is a Pareto front of can-

didates comparing the mass and AEP of the candidates. The chord and twist profiles for a given

candidate in the modified optimizer are each defined by a Bezier curve with 5 CP, with the spanwise

locations of the CP fixed and the values of the CP corresponding to the first 10 design variables.

Then, the baseline geometry was defined in the NuMAD convention, except the distribution of lay-

ers in the baseline structural components were defined by CP with linear interpolation. After an

optimization run, a Pareto front of candidates is produced, comparing the design candidates’ AEP

with the blade weight in an attempt to weigh the potential for income (AEP) with an equivalent

measure of blade cost.

This aero-structural WT blade optimization corresponds to a global level optimization in terms

of the multi-level method because it is using a simplified model (the EB/CLT model of CoBlade)

to connect a reduced set of design variables to a good approximation of the spanwise distribution

of inertial and stiffness properties for the non-uniform blade. The local level optimization portion

of the multi-level method was not performed in this case because the level of detail of the NuMAD

model lends more fidelity to the beam representation. This demonstrates the advantage of carefully

considering the manufacturing process and general structural configuration when constructing the

beam model.

The design process is demonstrated in this section for the 100 m blade design using this combined
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aero-structural optimizer. The structural configuration for the new blade designs were based on the

100m-02 design definition [43], which represents the latest SNL 100 m blade design, with three

variations named “rev0,” “rev1,” and “rev2.” The “rev0” variation uses all of the structural design

features of the 100m-02 blade, but allows the twist/chord control points to be varied as well as adding

3 design variables to govern the distribution of spar layers. The “rev1” and “rev2” designs utilize

the FB series airfoils, and the same general configuration details as the 100m-02 design. The “rev1”

design features a widened spar cap, with a 1200 mm carbon spar cap (as opposed to 750 mm for the

baseline, “rev0” and “rev2” designs). The design process was repeated multiple times, with three

general configurations analyzed, for example Fig. 122 shows a typical result comparing the candidates

for each configuration from a few hundered generations. This Fig. shows a similar performance of the

DU and FB series airfoils, with a significant decrease in blade weight corresponding to the increased

spar cap width.

The selection of one configuration or one particular candidate along the Pareto front should

be based on economic decisions, so the increased costs associated with blade weight, including

material and manufacturing costs, should be weighed against the potential for increased power

output. However, such a detailed economic model is often based on prior experience and in this

case difficult to apply. Therefore, the two candidates on the Pareto front were investigated in terms

of blade weight, AEP, and damage tolerance: one candidate with the same AEP as the baseline,

and another at an increased level of AEP. Four candidates in total resulted from the optimization

process, two with DU airfoils and two with flat-back (FB) airfoils. The FB candidates used the

“rev2” configuration, so that each candidate in this comparison has the same spar cap width. The

candidates with the same AEP as the baseline will be referred to as DU #1 and FB #1, and the

increased AEP candidates are DU #2 and FB#2.

The damage tolerance analyses included a stress-based fatigue analysis based on the S-N law

and Miner’s rule. Representative material properties for the carbon fiber, unidirectional glass,

and bidirectional skin material were used in the S-N analysis. The number of cycles and loading

magnitudes are obtained from FAST/AeroDyn analysis of turbulent operation at each windspeed.

Then, Miner’s rule was used to sum the fatigue damage at each windspeed using the design windspeed

profile, and the fatigue life was calculated. An ANSYS model of each design was created and used

to calculate the buckling capacity at the maximum service loading condition. This ANSYS model

was then used to perform a damage criticality analysis (SERRs) of each design.

An overview of each design including the analysis results is given in Tables 31 – 32. The twist,

chord, and spar layers distributions of each design are summarized in Figs. 123 – 124. Figures 125
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– 127 show some details about the aerodynamic performance of the different designs compared with

the baseline. The optimized designs each feature an increased optimal tip speed ratio (TSR), which

is demonstrated in Fig. 127 and results in a shift of the power production to lower windspeeds.

These results highlight the tradeoff between design TSR, blade solidity, blade weight and AEP.

While the “damage tolerance” of the blade design in terms of the fatigue life calculation decreases

with increasing TSR (decreasing solidity), the buckling margin increases as the solidity decreases.

Therefore, the “damage tolerance” criterion would seem to suggest a moderate increase in the design

TSR with respect to the SNL 100-02 design. The fatigue life of the FB airfoils was generally improved

with respect to the DU airfoils, especially considering that a lower number of spar layers are used

in the FB designs.

The damage criticality analysis was performed for each design for a trailing edge disbond length

of 2 m. The resulting SERR values are given in Figs. 132 – 137. The optimized design DU #1,

which had the same AEP and airfoil selection as the baseline design, but a greatly increased design

TSR and reduced blade solidity, was found to have a higher peak in GI , but generally decreased

values in GII and GIII . The DU #2 design, which has a moderately increased TSR, generally has

lower SERR values. This suggests that the DU #2 design is the most damage tolerant design with

respect to this damage type (TE disbond). The FB designs have lower GIII values, but GI and GII

are higher for most of the damage onset locations. The SERR values for the FB designs are lower

than the DU designs over the 10 – 20 m span location, which suggests that the FB airfoils could be

used over this location to improve the damage tolerance of the baseline design.

The designs were then analyzed in FAST/AeroDyn with a “static” analysis, a simple windspeed

sweep, as well as a dynamic load case, the standard “extreme gust with direction change” design load

case. The “static” results from the windsweep analysis for the baseline and optimized designs are

shown in Figs. 128 – 129. The performance was also evaluated with the ECD design load case, and

the performance is shown in Figs. 130 and 131. These show a general reduction in blade loads for the

#1 designs, but a possible increase in loads with the #2 designs. However, the SERR calculations

effectively replace these measures when evaluating the damage tolerance of each design, and the

higher loads shown in Fig. 126 for DU #2 compared with DU #1 actually corresponded with lower

SERRs. Therefore, the increased loads in Fig. 130 of the DU #2 design with respect to the baseline

or DU #1 designs do not translate to reduced damage tolerance, and similarly the reduced loads

of DU #1 do not translate to increased damage tolerance. Dynamic analysis of the SERRs will be

required to obtain a more accurate characterization of the damage tolerance of each design.
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Figure 122: Example Pareto front of candidates for 100 m blade designs.

Table 31: 100 m blade design candidate details, DU series airfoils.
Design SNL 100-02 DU #1 DU #2

AEP (GWh) 66.7 66.7 67.3
Weight (kg) 59,043 52,765 55,588

Max Chord (m) 7.59 6.58 7.37
Design TSR 7.35 9.55 8.45

ECD Tip ∆ (m) 10.97 10.62 11.28
Spar Life (yr) 15.3 1.9 14.7
TE Life (yr) 72 16.9 70.9

Buckling 2.19 2.02 1.92

Figure 123: Chord and twist distributions for two 100 m designs utilizing either DU series or FB
airfoils.

7.2 Blade Cost Comparisons

A recent blade cost study by SNL [52] has provided the means to estimate material and manufac-

turing costs of large WT blades. For comparison of two blades of similar size and configuration, the

main difference in costs will arise from material costs, so a material cost model has been integrated

into the optimizer system. This materials cost model then provides additional information for WT

blade designers in choosing between configurations and Pareto front candidates. The cost model was

applied to optimization results from early 100 m blade designs, and Fig. 138 shows the Pareto front

of Fig. 122, with blade cost replacing blade weight. This Fig. demonstrates a clear disadvantage of

the “rev1” designs: a heavy reliance on the wide carbon spar cap led to a drastic increase in material
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Figure 124: Spar layer distributions for two
100 m blade designs.

Figure 125: Predicted power output in terms
of Cp from the four different designs.

Figure 126: Root bending moment predic-
tions in kN for 100 m blade designs.

Figure 127: Design control scheduling for 100
m blade designs. Pitch schedule is nearly iden-
tical for the three designs.

Figure 128: Flapping moment predictions
for 100 m blade designs from windsweep
FAST/AeroDyn analysis.

Figure 129: Twisting moment predictions
for 100 m blade designs from windsweep
FAST/AeroDyn analysis.
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Figure 130: Root bending moment (kN) time histories from ECD analysis of competing designs.

Figure 131: Tip deflection time histories from “extreme coherent gust with direction change” anal-
ysis of competing designs.
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Figure 132: Inboard GI comparative
measures for 100 m blade designs.
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Figure 133: Outboard GI comparative
measures for 100 m blade designs.
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Figure 134: Inboard GII comparative
measures for 100 m blade designs.
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Figure 135: Outboard GII compara-
tive measures for 100 m blade designs.
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Table 32: 100 m blade design details, FB airfoils.
Design SNL 100-02 FB #1 FB #2

AEP (GWh) 66.7 66.7 67.3
Weight (kg) 59,043 52,876 55,375

Max Chord (m) 7.59 6.87 7.11
Design TSR 7.35 9.4 8.4

ECD Tip ∆ (m) 10.97 10.47 11.67
Spar Life (yr) 15.3 33.7 8.3
TE Life (yr) 72 130 50

Buckling 2.19 2.63 2.57
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Figure 136: Inboard GIII comparative
measures for 100 m blade designs.
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Figure 137: Outboard GIII compara-
tive measures for 100 m blade designs.

cost. Blade cost as a function of blade weight is illustrated in Figure 139 for the different designs.

For the more slender, lower AEP designs, the “rev1” designs use more carbon fiber layers and are

the highest cost per weight, while the “rev2” designs benefit from the structurally efficient nature

of FB airfoils and have the lower material use than the DU designs.

Figure 138: Example Pareto front of candidates for 100 m blade designs, with blade weight replaced
by material cost model.

7.3 Comparison of Potential 100 m Designs

The considerations of Sections 7.1 and 7.2 contributed to a design exploration of 100m-03 blades by

Griffith [49]. The 100 m blade designs featured in this work are 100m-02 designs with optimized

twist and chord profiles. The wide spar cap structural configuration, or “rev1” configuration, was
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Figure 139: Blade material cost as a function of blade weight for 100 m blade design candidates.
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Figure 140: SERR for mode I fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.
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Figure 141: SERR for mode I fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.

determined to be infeasible due to the increased cost associated with the additional carbon fiber

layers. As noted in previous 100 m carbon designs, spar cap buckling and fatigue considerations

provide additonal incentive for the 750 mm spar cap width. For the same or similar stiffness capacity,

a wider spar cap will lead to a smaller spar cap thickness, and therefore a lower buckling capacity

when it is in compression. For the same number of layers, and similar bending stiffness, the wider

spar cap configuration will have lower chord length, and therefore more of the bending strain energy

is carried by the spar cap. Although this seems ideal, this can lead to early fatigue of the spar cap.

Therefore, for the 100m-03 initial design study, the “rev1” design was decreased back to 750 mm

and was considered as a more slender version for design comparison purposes. The 100m-03 designs

are compared below in Figs. 140 – 145 in terms of damage tolerance of trailing-edge disbond. This

comparison shows that the “rev2” design has generally lower SERR values, except for the case of

outboard GI , where the SERR values are comparable, but the area of damage criticality has shifted

outboard approximately 5m. Therefore it may again require a blended airfoil design to mitigate

SERR values at all portions of the blade.
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Figure 142: SERR for mode II fracture of the
inner crack tip of TE disbond starting posi-
tions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.
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Figure 143: SERR for mode II fracture of the
outer crack tip of TE disbond starting posi-
tions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.
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Figure 144: SERR for mode III fracture of
the inner crack tip of TE disbond starting po-
sitions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.
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Figure 145: SERR for mode III fracture of
the outer crack tip of TE disbond starting po-
sitions (5 – 40 m) and 100m-03 blade designs,
normal operation, rated windspeed.
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7.4 Conclusions

Wind turbine (WT) rotor radius has been rapidly increasing in recent years due to increased balance

of station costs for offshore wind and a desire to maximize annual income from an expensive offshore

installation. The Sandia National Laboratories 100 m blade design effort seeks to identify design

issues that arise from extremely large wind turbine blades. These include common requirements for

WT rotors such as aerodynamic performance optimization as well as additional design requirements

for dynamic aeroelastic performance, fatigue, buckling. This work adds damage tolerance as an

additional optimization goal for the case of trailing-edge bond line failure (TE disbond). These opti-

mization goals can be addressed simultaneously by the use of an aero-structural optimization process

that carefully considers manufacturing and material layout requirements to connect “local” design

variables for the structural configuration, “global” design variables to govern the spanwise chord and

twist, and constraints based on “local” damage tolerance measures and “global” aeroelastic perfor-

mance requirements. The results from the optimization showed how airfoil selection, blade solidity,

design tip-speed ratio (TSR), and structural design are key design variables. The optimization goals

of aeroelastic performance, damage tolerance and blade cost were evaluated for a new set of 100 m

blade designs. These designs show a reduction in cost and an improvement in performance over the

baseline design due to the aeroelastic design process. The design methods that were developed are

efficient and user-friendly, and the design process gives the user an intuitive feel for the interplay

between key design variables and the aeroelastic constraints. The design methods are also extremely

flexible, being able to handle a wide variety of wind turbine structural configurations.
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CHAPTER VIII

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

Offshore wind turbines need to be more reliable for widespread implementation of offshore wind.

A main part of this reliability is in the performance of the WT blades in terms of aeroelasticity

and damage tolerance, which can be improved from the standpoint of operations and maintenance

or by producing better blade designs. From the standpoint of operations and maintenance, it is

possible to improve the aeroelastic performance and damage tolerance of a WT blade by adopting

aeroelastic control design practices from other aerospace fields to mitigate blade deflections and

blade loads. Aeroelastic control design in the field of flying wing aircraft or other aircraft with

high aspect ratio wings serves as an example of how aeroelastic design margins can be relaxed

by using active controls to suppress aeroelastic effects. From a design standpoint, wind turbine

blades are advanced composite non-uniform structures with very detailed structural configurations.

Design strategies that can reduce the size of this design space by handling the global and local level

problems separately will allow efficient optimization of the structural configuration. This multi-

level optimization method has been extended to non-uniform blades and an optimization problem

has been demonstrated for a modern composite rotor blade. This design example showed how

aeroelastic constraints on the global blade behavior can be reconciled with design variables defining

the local structural configuration and included early in the design process. The design example for a

flying wing HALE aircraft gave further insight into how design space exploration and optimization

of the global blade behavior can give insight into the design goals for the local structural design

problem. The nature of body-freedom flutter (BFF) for HALE aircraft was investigated and insight

into design recommendations for HALE aircraft to avoid early onset of BFF was gained. This insight

included recommendations concerning the fuselage and CG locations as well as how to design the

interior wing structure to avoid BFF.

The general lessons from the aeroelastic structural and control design examples from the rotor

blade and high aspect ratio wing fields were then applied to the problem of wind turbine blade

damage mitigation. First, a high-fidelity analysis technique was developed to compare different

structural or control designs in terms of their effectiveness to mitigate local damage effects. This
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high-fidelity analysis technique was then applied to a modern wind turbine, and it was discovered

that the most critical damage location was the inboard portion of the blade. These high-fidelity

analyses, once extended to the next generation 100 m wind turbine blades, also demonstrated a

critical area on the inboard portion of the blade. These results alone give wind turbine operators

valuable information for how to deal with damaged blades: if the damage lies within this critical

inboard area, then it should be addressed quickly, but if the damage lies in a more outboard location

there is an opportunity to increase overall profits by using an appropriate derating strategy. Then,

actual control design candidates for smart loads management were evaluated within the high-fidelity

framework. These demonstrated that reducing blade section loading is a good strategy for mitigating

local damage effects, and that when limiting the power rating of a turbine performance benefits can

be achieved if the angular speed of the rotor is reduced as well.

Finally, blade design efforts for the 100 m blade project were undertaken as an example of how to

perform aeroelastic design for wind turbine blades and within the context of damage tolerant blades.

These design efforts found that an increase in blade slenderness (decrease in maximum chord) can

result in a lighter, cheaper blade, but that damage tolerance considerations place a limit on how

slender the blade should be. The comparison between the baseline set of airfoils for the 100 m blade

and a new set of thick trailing edge airfoils (flat-back airfoils) showed that the more structurally

efficient flat-back airfoils allowed for more slender blade designs. The 100 m designs utilizing flat-back

airfoils had superior blade weight, blade material cost, buckling performance, fatigue performance,

and similar damage tolerance. Therefore it is recommended that flat-back airfoils be implemented

in the next generation of wind turbine blades.

The present work has produced several important contributions to the state of the art in aeroe-

lastic design of modern rotorblades, flying wing aircraft, and offshore wind turbine blades. These

contributions are summarized as follows:

1. The multi-level optimization method, which has been demonstrated only for uniform blades,

has been extended to non-uniform blades and is suitable for modern rotorblades, high aspect

ratio aircraft wings, or wind turbine blades.

2. The nature of BFF has been explored, with recommendations as to the fuselage, CG placement,

and interior structural design of HALE aircraft. Aeroelastic control design to further increase

the BFF speed has been demonstrated.

3. A multi-scale framework to evaluate damaged WT blades has been provided. A means to

qualitatively compare WT systems in terms of damage tolerance was developed and a method

for quantitative estimates of the remaining fatigue life of damaged blades was recommended.
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4. Derating strategies and load management strategies for wind turbine blades have been explored

and characterized, in terms of their quasi-steady and dynamic performance and a qualitative

damage tolerance comparison.

5. Aeroelastic design strategies for the next generation of WT blades has been demonstrated, and

new trends concerning the design TSR and blade cost have been discovered. These discoveries

may lead to future WT blades that are cheaper, more efficient and more reliable for offshore

WT systems.

8.2 Future Work

The multi-level design procedure for non-uniform blades has been demonstrated in this work for a

variety of applications. The examples presented have shown that the aeroelastic design process is

successful by integrating key analyses early in design optimization procedures. The control design

process could also be worked into this strategy, so that aeroelastic performance improvements from

aeroelastic control strategies can translate to weight savings by means of structural redesign. Such

a fully integrated design procedure could streamline the design process as well as give insight into

how the structural and control design spaces interact.

The multi-scale analysis procedure provided an efficient means of qualitatively evaluating the

damage tolerance of control strategies or designs. A quantitative analysis which calculates damage

growth rates will require are more accurate numerical procedure as well as data from experimental

testing of adhesive bond line failures and a corresponding growth model. One way to improve the

numerical predictions of the multi-scale method would be to improve the VCCT method with more

accurate calculation of the SERRs. For example, moving individual node positions to represent

crack growth (instead of successive unequivalencing of nodes) may provide a means to apply the

VCCT more accurately. Another option would be to replace the VCCT calculations with cohesive

zone elements, which can be used to calculate the SERRs or for damage progression calculations.

The analysis procedure can then be used to provide accurate SERR inputs to a growth model

obtained from experimental data and the remaining fatigue life of damaged wind turbine blades can

be estimated. The quantitative results would allow calculation of the economic risk associated with

operating damaged turbines.

Energy-based blade life predictions might be included more directly within the damage process

to result in a more successful and comprehensive damage tolerant design process. Throughout the

course of evaluating control strategies, baseline designs, etc. it may be possible to identify trends

between baseline or undamaged blade stresses with damage growth rates. In the completed work, it
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was found that peaks in stresses corresponded with peaks in Strain Energy Release Rates (SERRs).

This suggests that designs with reduced healthy stress concentrations will have lower SERRs, and

therefore would be damage tolerant in general. The initial work identified two locations of interest

for damage tolerant blades: where the circular root airfoils transition to flat/blunt trailing-edge

(TE) airfoils and where airfoils with blunt TEs transition to sharp TEs near the tip of the blade.

Airfoil selection is a promising damage tolerant design strategy for WT blades. One category

of airfoils that may be appealing for WTs are Flat-back (FB) airfoils [42]. It has also shown that

the use of FB airfoils can mitigate peak SERRs as well as provide other advantage in terms of

fatigue, buckling, and economic measures. The flat TE is an ideal location for reinforcement to

further mitigate SERRs, and the possibility of reinforcement will be investigated to fully explore

the potential for damage tolerant FB designs. The cost, ease of implementation, and refined fatigue

predictions need to be evaluated for this as well as other reinforcement techniques for damage-critical

blade areas.

The initial work on this project has identified the design tip speed ratio (TSR) as a design variable

that has significant implications in terms of weight, AEP, and damage tolerance. It is advantageous

in terms of buckling capacity and blade weight to increase the design TSR, but there may be an

upper limit due to damage tolerance considerations. The effect of changing the design TSR may be

demonstrated more clearly if the design TSR is fixed for an optimizer run and a Pareto front could

be produced for each design TSR of interest. Then, the cost and damage tolerance considerations

may be systematically applied as has been demonstrated here.
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