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INTRODUCTION   

A Couette flow is realized when two surfaces in relative motion with respect to each other and separated by a finite 

distance drive a viscous fluid between them by a pure shearing action. The simplest form is a plane Couette flow, where 

the bounding surfaces are flat and parallel to each other. With the exception of lubricating and thin film flows, Couette 

flow is generally turbulent in nature and requires a separate focus of study. Due to the moving wall, though it is considered 

to be a simple flow, Couette flow is difficult to setup experimentally. In fact, in his seminal publication in 1959, Robertson 

[1] stated that until then, “(the flow) had never been achieved. In fact, there was even some doubt whether turbulent plane 

Couette flow could exist.” Until 1959, the only remarkable experimental study on plane Couette flow was Reichardt’s 

study in 1956 [2]. These studies [1,2] focused on gross flow characteristics like velocity profiles across the channel, wall 

shear stress and the coefficient of friction. Their flow Reynolds numbers ranged from 4,800 to 17,000. Leutheusser, in 

his studies of transition in plane Couette flow in 1971 [3] and 1979 [4], pushed the envelope further in the laminar regime 

publishing results for flows with Reynolds number as low as 230. In 1982, for the first time, El Telbany and Reynolds 

[5] recorded the profiles of 𝑣′ and 𝑤′ apart from 𝑢′ as well as time-mean velocity, turbulence kinetic energy and 

production of turbulence energy across the channel [5]. Reynolds numbers for their study ranged from 9,500 to 19,000. 

This publication provided the turbulence research community with experimental results to verify analytical and theoretical 

studies conducted over 90 years. In the next few years, up until the mid-1990s, many studies focused on transition in 

Couette flow. Towards this effort, several authors such as Tillmark and Alfredsson [6] conducted flow visualization 

experiments in plane Couette flow. They determined that the turbulence could be sustained for a Reynolds number as low 

as 360. In the experimental investigations listed till the end of the millennium, the highest Reynolds number Couette flow 

was that documented by El Telbany and Reynolds [5] at 19,000. 

 A cursory review of research from 1950s to the late 1990s suggests that turbulent boundary layers and generic channel 

flows were subject to many CFD investigations. Until the late 1990s, dedicated RANS study of Couette flow was limited 

and could be found in the works of the following authors: Henry and Reynolds [7] applied 𝑘 − 𝜀 and 𝑘 − 𝜔 models by 

reducing the model equations to gradient-diffusion models, and then solved them analytically. The reduced model 

equations were applicable only to high Reynolds numbers, so they needed wall functions to approximate variables at the 

wall where the Reynolds numbers are very low. They found that the turbulence kinetic energy was uniform and concluded 

that its production balanced the dissipation over the entire region. In 1994, Andersson and Pettersson [8] published results 

of a second moment closure study of a plane turbulent Couette flow. They recorded some earlier attempts of employing 

closure models to simulate the flow namely Nisizima and Yoshizawa [9] who in 1987 adopted an anisotropic 𝑘 − 𝜀 

closure for the whole computational domain but failed to reproduce the near wall peaks shown by experimental studies 

[8]. Additionally, between 1987 to 1993, many authors like Monnier and Stanislas [10], Zhang et al. [11] and Sund [12] 

tried to obtain results by employing second moment closure methods and other modifications but were unsuccessful in 

matching with the experiments. In all the studies mentioned, the highest Reynolds number pure Couette flow studied in 

any form was limited to 19,000 and was attributed to El Telbany and Reynolds [5] back in 1982.  

 In the last 20 years, with advancements in DNS techniques, research on plane turbulent Couette flow has proliferated 

and brought novel flow attributes into focus. Scale-by-scale transport interactions and dynamic phenomena like laminar-
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turbulent transition, coherent structures and banded patterns [13] are extensively being investigated. While the existence 

of secondary large scale coherent structures was first reported in a DNS study by Lee and Kim [14] in 1991, in the recent 

years, they have been the subject of investigations in various forms. Pershin et al. [15] reported on the spatially localized 

structures in plane Couette flow that play an important role in transition to turbulence.  Eckhardt and Zammert [16] used 

the dynamical systems theory to study the contribution of secondary bifurcations in the cascading of the exact-coherent-

states to smaller scales while Olvera and Kerswell [17] studied the existence of exact-coherent-structures in stably 

stratified plane Couette flow. Kawata et al. [18, 19] studied the inter-scale Reynolds shear stress transport in turbulent 

plane Couette flow. Contrary to initial estimate that these coherent structures would be averaged out because of time 

averaging, the fact that these structures are weakly dependent on time suggests that a RANS study may be capable of 

simulating them. This possibility was explored successfully by Spalart et al. [20] by employing the Spalart-Allmaras 

model (one-equation eddy-viscosity model) in conjunction with Quadratic Constitutive Relation (QCR). Guo [21] 

proposed a general velocity distribution law taking into account the existing knowledge of theory, experiments and DNS 

simulations and introducing a rational eddy-viscosity model. Similar efforts at data driven analysis as well as the use of 

machine learning in turbulence modeling is growing and finding its place among the tools available for fluids research 

[22, 23]. Towards the effort of increasing the envelope of high Reynolds number simulated, Hoyas and Jimenez [24] 

published their findings of DNS simulation of 𝑅𝑒𝜏 of 2003 while they reported only on the scaling of the velocity 

fluctuations. Mortikov et al. [25] conducted DNS simulations of Reynolds number in the range of 2,600 - 40,000. Pirozzoli 

et al. [26], in 2014, investigated Couette flow using a DNS simulation and reported a Reynolds number of 21,333 

corresponding to 𝑅𝑒𝜏 of 986. 

 Any scientific investigation, be it experimental, analytical, computational or data driven, has its advantages and 

limitations. The hurdle with a DNS study is the significant amount of computational resources and time it requires. The 

problem is further complicated as the flow Reynolds number increases because the simulations require proportionally 

finer grids. It pushes the computation time and number of operations to grow at the rate of 𝑅𝑒
9

4 in a 3D domain. For an 

incompressible study, the relative velocities of the wall must be under Mach 0.3 to avoid effects of compressibility. It 

greatly restricts the highest Reynolds number that can be achieved. To circumvent this problem, the flow domain can be 

made wider at the cost of exponentially increasing computational resources. The flow domain can be widened only to an 

extent where the flow bounding surfaces are still coupled. An experimental study would require a physical setup with 

many flow parameters carefully monitored for reliable results. Despite these efforts, uncertainty induced by each 

parameter needs to be carefully accounted for. Analytical studies provide great insight into the flow physics because the 

solutions are mathematical in nature, but they are a result of the assumptions and approximations made in the process of 

finding them [27]. Hence, in the study of turbulent flows which contains many such approximations, the solutions are 

limiting in a way that they may apply only to a niche set of flows where the assumptions are valid. Additionally, real 

world flow regimes are affected by many external factors. To account for them in an analytical study is infeasible. Data 

driven models are better equipped to handle a multitude of factors affecting the flow regime, but they are only as good as 

the data and the learning algorithms they are trained with.  

 Given that the demand for new information is absolute in any pursuit, academic or commercial, the application of 

every investigative tool becomes imperative. To that end, with new potential for Couette flow applications made possible 

by emerging high-speed technologies like the Hyperloop and the Rail-Gun project among others as general motivation, 

plane turbulent Couette flow is revisited for RANS analysis in a range of Reynolds number much higher than past studies. 

 The objective of the current study is to arrive at a reliable computational parameter space that can be used in a RANS 

study and to validate against available experimental and DNS data, and thereby provide confidence that these simulations 

can reliably predict gross flow characteristics at higher Reynolds number, when compared against literature. 

 
TURBULENCE MODELING 

Navier Stokes equations can describe any given fluid flow field completely. To solve them numerically, their nonlinear 

nature and flow domain discretization pose computational challenges, especially when there is a wide range of scales of 

motion to be resolved. Since turbulent flow is comprised of a range of scales varying in orders of magnitude, a numerical 

description of turbulence becomes very difficult to realize. Hence, some length and velocity scales associated with 

turbulent flow are averaged for a gross study of turbulent behavior. Statistical calculation methods are used to average 

out and approximate turbulent behavior resulting in RANS. 

 The way turbulence is modeled plays a crucial role in determining the accuracy of the simulation. Sometimes 

turbulence models are constructed with emphasis on theoretical concepts, which in themselves involve gross assumptions 

about the turbulent nature of the flow. Commercial CFD software provide us with many parameters that need to be 

specifically tuned to the flow to achieve the most reliable solution. It is often unclear whether improvements made in a 

turbulence model for one class of flows would be equally reliable for other class of flows. Hence, this study is aimed at 

systematic establishment of the turbulence model and related parameters as we move towards better solution accuracy for 

turbulent Couette flow.  
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Turbulence Model and Near Wall Treatment 

𝑘 − 𝜀, and 𝑘 − 𝜔 models along with their variants form a part of a category of two-equation models that first described 

turbulence fully – in that they solved independent transport equations for both the turbulence length scale, or some 

equivalent parameter, either 𝜀 (turbulence dissipation) or 𝜔 (rate or frequency of turbulence dissipation) and the turbulent 

kinetic energy 𝑘 [28]. These models assume a balance between turbulence production and dissipation which leads to an 

assumption of a local equilibrium and are known to work well with a large variety of flows where this assumption is not 

grossly violated. They also assume that the turbulent fluctuations are isotropic, which is true for smaller eddies at high 

Reynolds numbers. It makes them suitable for simulating free shear flows seen in jets and wakes [28].  An advantage of 

a shear stress transport model (SST) of the 𝑘 − 𝜔 family is that it accounts for the transport of the turbulent shear stress. 

While this quantity is individually calculated in the Reynolds-stress models, the SST model computes it from turbulent 

viscosity and the velocity gradient [29]. 

 Flows very close to the wall are subject to several different effects in that the Reynolds number very close to the wall 

tends to zero and the velocity gradients are very high giving rise to a very high shear [28]. Here, turbulence tends to its 

two-component limit and as a consequence of the no-slip condition, flow up to the integral scale is affected [28]. 

Neither 𝑘 − 𝜔 nor the 𝑘 − 𝜀 models reproduce theoretical near wall trends, but the  𝑘 − 𝜔 SST model has known to come 

close enough in predicting law of the wall when modeling the viscous sublayer without significant error [28]. 𝑆𝑡𝑑  𝑘 − 𝜀 

cannot model the viscous sublayer without corrections. To ease the expense of numerical calculations in a distinct and 

complex flow regime such as near the wall, wall functions were developed as an additional calculation to  𝑘 − 𝜀 models 

[30]. Wall functions generally comprise of a set of formulae that model scalars to follow the law of the wall and near-

wall turbulent quantities [31]. Literature from ANSYS Fluent classifies the available wall functions into standard, non-

equilibrium and enhanced wall functions. Standard wall functions generally model the logarithmic part or turbulent 

regime of the boundary layer (𝑦+ > 30). The non-equilibrium type generally divides the whole turbulent boundary layer 

starting from the viscous sublayer, the buffer layer up to the turbulent regime into two layers namely the viscosity affected 

region and the turbulent region. Enhanced wall functions formulate the law of the wall as a single wall layer for the entire 

boundary layer region. ANSYS Fluent achieves this by blending the linear (viscous) and the logarithmic (turbulent) law 

of the wall using one function [31] 

 In this study, the focus is on three models - the 𝑆𝑡𝑑 𝑘 − 𝜀 with Enhanced Wall functions,  𝑆𝑡𝑑. 𝑘 − 𝜔 and 𝑘 − 𝜔 𝑆𝑆𝑇 

models.  

 

COMPUTATIONAL STRATEGY 

Pirozzoli et al. [26] investigated turbulent Couette flow at high Reynolds numbers through a series of large-scale DNS 

for Reynolds numbers, 𝑅𝑒 =  ℎ𝑢𝑤 2𝜐⁄ , of 3000, 10,133 and 21,333, where ℎ is channel half height, 𝑢𝑤 is the velocity of 

the top plate. In this study, RANS computations were run for the same Reynolds numbers and results were compared for 

validation. Before validation, a series of sets of simulations were completed in a hierarchy starting with a grid sensitivity 

study. Table 1 documents the details of these sets of simulation. The objective of each set drives the design of the 

simulations in that set. Results from all previous simulation sets are used to determine parameters that are used in the 

simulation set aimed at validation. Sets A and B are aimed at grid sensitivity study, the details of which are discussed in 

the sections that follow. Set C is aimed at determining whether the flows in two different flow configurations are 

equivalent. Set D is aimed at deciding, by verification against available literature, the turbulence model that needs to be 

used for simulating plane turbulent Couette flow. Set E is aimed at validating the turbulence model decided in set D 

against three Reynolds numbers chosen from [26]. Set F consists of the simulation where the highest Reynolds number, 

𝑅𝑒 = 51,099, is simulated and studied. 

 
 

Table 1. Details of simulation sets used for the current study. 

Simulation 
set 

𝑦+ [∆𝑥𝑐, ∆𝑦𝑐] 𝜇𝑚 
Turbulence 

model 
Plate movement 𝑢𝑤 (m/s) 

Reynolds 

number 

simulated 

Aim of Simulation 

A1, A2, A3, 

A4, A5, A6, 

A7, A8 

1,0.5, 

0.25, …, 

0.0078125 

[500, 500] 𝑆𝑡𝑑. 𝑘 − 𝜀 Top plate 49.84 21,333 

Grid sensitivity 

study -𝑦+ 

refinement 

B-1, 

B0(=A3),  

B1 

0.25 

B-1:[1000, 1000] 

B0: [500, 500] 

B1: [250, 250] 

𝑆𝑡𝑑. 𝑘 − 𝜀 Top plate 49.84 21,333 

Grid sensitivity 

study – Overall 

grid refinement 

C1, C2 0.25 [500, 500] 𝑆𝑡𝑑. 𝑘 − 𝜀 
C1: Top plate 

C2: Both plates 

C1: 49.84 

C2: 24.92 
21,333 

Test if C1 and C2 

are equivalent 
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Geometry 

Couette flow between two infinite plates is shown in the Figure 1. Since the flow is identical in the z direction, a 2D 

rectangular domain in the x-y plane at an arbitrary cross section is chosen for simulations. The domain’s length and height 

are chosen to be 𝐿𝑥 = 0.05m and ℎ = 0.0125m respectively. Infinite plate condition is modeled by applying a periodic 

boundary condition on the inlet and outlet. Figure 1(a) shows the flow geometry in 3D, where the plates in pink and blue 

respectively extend infinitely in the z-x plane. Figure 1(b) shows the rectangular computational domain considered for 

the current study. It is constructed by slicing the 3D geometry along the x-y plane at an arbitrary location on z axis. 

 

Boundary Conditions 

Since the domain is a simple rectangle and the flow being simulated is a steady turbulent flow, we specify time-

independent values on its four walls (Dirichlet boundary conditions). Relative motion between the top and the bottom 

plates can be simulated by one of the two configurations: 1) only the top plate moving with a plate velocity (𝑢𝑤 = 2𝑢𝑐) 

and bottom plate stationary, 2) top and bottom plates moving in opposite directions with centerline velocity (𝑢𝑐). 𝑢𝑐 

(tabulated in Table 1) is determined by the Reynolds number, 𝑅𝑒, for the flow to be simulated. The inlet and outlet faces 

are imparted with periodic boundary condition with zero pressure gradient to simulate infinite plate condition. A periodic 

boundary condition replicates the values computed at the inlet on the outlet suggesting that the flow occurring at both 

these surfaces is equivalent thereby simulating an infinite condition. Figure 2 illustrates the boundary conditions on the 

two configurations.  

 

 

 

Figure 1. Flow geometry. 

D1, D2, D3 0.25 [500, 500] 

D1: 𝑆𝑡𝑑. 𝑘 − 𝜀 

D2: 𝑆𝑡𝑑. 𝑘 − 𝜔 

D3: 𝑘 − 𝜔 𝑆𝑆𝑇 

Top plate 49.84 21,333 
Turbulence model 

study 

E1, E2, E3 0.25 [500, 500] 𝑆𝑡𝑑. 𝑘 − 𝜀 Top plate 

E1: 7.00 

E2: 23.67 
E3: 49.84 

E1: 3,000 

E2: 10,133 
E3: 21,333 

Validation 

F1 0.25 [500, 500] 𝑆𝑡𝑑. 𝑘 − 𝜀 Top plate 119.4 51,099 
Higher Reynolds 

number case 
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Figure 2. Flow configurations for C1 and C2: (a) is used for simulation C2 and (b) is used for simulation C1. 

 

 While we may intuitively understand relative motion and its effects in solid mechanics, it may not be the case when 

studying fluid dynamics. For this study, initially, Couette flow is modeled differently by two simulations C1 and C2 with 

a different set of absolute velocities for the walls. It is hypothesized that a difference in results may arise because the 

shearing of fluid starts at both walls in case C2 but only on the top wall in the case C1. Another way to conceptualize the 

difference is to suppose that the top and bottom walls have different roughness or waviness. The difference in results 

arising from shearing action initiated at different walls may now be immediately apparent. The focus of studying 

simulations C1 and C2 is to not read into the flow parameters that define the flow but regard them as mere variables that 

are needed for a computational solution of the flow domain. Subsequently, results from the two simulations are analysed 

to check if they converge despite two different boundary conditions being applied.  

 Normalized velocity profiles and higher order variables like turbulence kinetic energy and turbulence dissipation rate 

across the domain height were plotted for simulations C1 and C2. The average shear stress on the walls for both C1 and 

C2 is computed to be 1.475 Pa. Figure 3 and the recorded wall shear stress amply suggest that simulations C1 and C2 are 

equivalent. The boundary conditions in C1 and C2 were defined in such a way that the walls’ relative velocities were 

same, and hence the associated Reynolds number, remained the same. It also reinforces the importance and the 

implications of defining a Reynolds number - a unique non-dimensional number, which could be achieved by any 

combination of flow parameters. This fact could be leveraged to facilitate study in cases where certain flow parameters 

or geometries are restricted in any way. To clarify, this study assumes that the domain-confining walls are smooth, and, 

that any instantaneous time-dependent flow attributes introduced by turbulence will be averaged out by Reynolds 

averaging. Hence the difference between the two simulations may have remained untraceable. Higher fidelity simulations 

or experimental investigations may be needed to track such differences. 
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Figure 3. Comparison of simulations C1 (solid circles) and C2 (cross-marks). 

 

 To summarize, in purview of simple geometries like that of a plane Couette flow of a Newtonian fluid where roughness 

of the walls is not considered, RANS simulations C1 and C2 are equivalent for all analysis purposes. Since the time taken 

to run a simulation is majorly dependent on the grid, discretizing scheme and the turbulence model used, there is no effect 

on runtime and computational resources due to change in boundary conditions. However, this result gives us the freedom 

to conceptualize a flow in a manner that best fits our computational interests. 

 

GRID 

For this study, a characteristic grid is defined as a structured Cartesian 2D grid made up of identical mesh cells applied 

throughout the rectangular domain in the absence of inflation layers (defined further). Grid layer inflation is applied to 

the characteristic grid near the walls to distort it in a way to increase the height of subsequent layers in geometric 

progression. This is done to capture high gradients of velocity, pressure and other turbulence quantities in viscous and 

buffer layers near the wall. Starting with the first layer adjacent to the wall, inflation layers grow to characteristic cell 

height, ∆𝑦𝑐, based on the number of inflation layers (𝑛) and their growth ratio (𝑟𝑖𝑛𝑓). ∆𝑦𝑐  is determined by the overall 

grid refinement study. The inflation layers are deployed on the top and the bottom walls. A schematic illustration of the 

grid used in this study is shown in Figure 4. Figure 4(a) shows the characteristic cell with its dimensions while Figure 

4(c) shows the inflation layers applied to the mesh at the walls of the domain. 
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Figure 4. Schematic illustration of mesh used for current study. 

 

GRID SENSITIVITY STUDY 

Generating a suitable mesh for a flow domain is critical in obtaining a reliable solution. It is generally obtained by 

tinkering various parameters such as cell structure (structured/ unstructured), mesh resolution, inflation layers, aspect 

ratio among other factors. For a careful and meticulous study of the effect of grid on the solution, a novel approach is 

conceived. In this approach we separately concentrate on the effect of two factors namely characteristic grid size (∆𝑦𝑐) 

and inflation layers. The characteristic grid size decides if there is enough resolution of uniformly distributed grid points 

in the whole domain to capture the required variables. The biggest cell size may be limited by the minimum resolution 

required and whether the aspect ratio of the cells is within the acceptable limits when inflation layers are growing to 

characteristic grid size. The smallest cell size may be limited by computational resources and time taken for the 

simulation. Inflation layers are responsible for transitioning from a fine grid near the walls to size of the characteristic 

grid. Turbulence model and wall functions dictate the size of 𝑦+. It is critical to control the growth of the layer height 

from ∆𝑦1 to ∆𝑦𝑐 and hence the inflation growth ratio, 𝑟𝑖𝑛𝑓  generally is chosen between 1 and 1.2.  

 With these constraints at hand, the approach suggested in the following two sections is used to gauge the effect of 

these two parameters separately. The grid sensitivity study is carried out by controlling the parameters: 𝑦+(in Section 

named ‘Refinement of 𝑦+’) and ∆𝑦𝑐  (in Section named ‘Overall Grid Refinement’) separately and independently while 

keeping the other as a constant to avoid a compounded effect of changing two parameters. The aspect ratio 𝐴𝑅 is kept 

constant at 1, which requires changing ∆𝑥𝑐  accordingly. 

 
Refinement of 𝒚+ 

The choice of turbulence model and accompanying wall functions determine the minimum 𝑦+ and in effect, the value 

of ∆𝑦1 required by the simulation. While the minimum value is necessary, the Reynolds number of a simulated flow may 

dictate how small a 𝑦+ is needed to accurately model the viscous sublayer. Hence a set of simulations (A1, A2, …, A8) 

were run with a 𝑦+ starting from 1 and down until 0.0078125 in steps of geometric ratio of 0.5 while ∆𝑦𝑐 is kept constant 

at 500 microns. The number of inflation layers, 𝑛, is different for each simulation as the inflation layers must grow from 

a different value of ∆𝑦1 in each simulation to a constant ∆𝑦𝑐 with 𝑟𝑖𝑛𝑓  = 1.1. The specifics are tabulated in Table 2. Since 

𝐴𝑅 is kept constant at 1, ∆𝑥𝑐  remains 500 microns for this study. 

 
Table 2. Details of 𝐲+ refinement study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Simulation 𝑦+ ∆𝑦1 (microns) 𝑟𝑖𝑛𝑓  𝑛 

A1 1 10 1.1 41 

A2 0.5 5 1.1 48 

A3 0.25 2.5 1.1 55 

A4 0.125 1.25 1.1 62 

A5 0.0625 0.625 1.1 70 

A6 0.03125 0.03125 1.1 77 

A7 0.015625 0.015625 1.1 84 

A8 0.0078125 0.0078125 1.1 91 
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The values of wall shear stress on the top and the bottom plates are plotted against decreasing 𝑦+ values. The velocity 

profiles of all simulations in the set shown in Figure 5(a) match with each other. To resolve the decision of 𝑦+, we 

consider a higher order variable - the wall shear stress. Since the flow is symmetric, we expect the values of wall shear 

stress to be equal on both the plates. In Figure 5(b), we see this is true for 𝑦+ of 0.25. On refining 𝑦+, the value tends to 

oscillate and return to the value projected by 𝑦+of 0.25. Hence, simulation A3 with a 𝑦+of 0.25 is chosen for further 

simulations in favor of computational resources available. 

 

 

Figure 5. Velocity profile and wall shear stress for simulation set [A1, A2, …, A8]. 

 

Overall Grid Refinement 

The second part of the grid sensitivity study essentially involves the calculation of Grid Convergence Index (𝐺𝐶𝐼). 

We choose simulation A3 from set A and define it as simulation B0 as the base case for this study.  Simulations B-1 and 

B1 are performed where ∆𝑦𝑐 is coarsened and refined by a factor of 0.5 respectively. For this study, 𝑦+ is maintained at 

0.25. ∆𝑥𝑐is changed to maintain 𝐴𝑅 = 1. The specifics are tabulated in Table 3. Grid Convergence Index for simulation 

B-1, 𝐺𝐶𝐼𝐵−1 was determined to be equal to 0.7% while the same for B1, 𝐺𝐶𝐼𝐵1 was determined to be 0.05%. 𝐺𝐶𝐼 values 

less than 5% are generally accepted for grid convergence. Hence the results for simulation B0 can be safely considered 

to be converged. 

 

Table 3. Details of overall grid refinement study. 

 

 

 

 

 

  

 

Simulation 𝑦+ 𝑟𝑖𝑛𝑓  𝑛 ∆𝑦𝑐  ∆𝑥𝑐  𝐺𝐶𝐼 

B-1 0.25 1.14 46 0.001 0.001 0.7% 

B0 (= A3) 0.25 1.1 55 0.0005 0.0005 - 

B1 0.25 1.1 48 0.00025 0.00025 0.05% 
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 Simulations A1, A2, …, A8 and B-1, B0 and B1 helped acquire a reliable grid to simulate a plane turbulent Couette 

flow. While the literature suggests that a 𝑦+ of 1 needs to be maintained when 𝑆𝑡𝑑 𝑘 − 𝜀 model is used with enhanced 

wall functions, however, the reduced  𝑦+ is seen to have a further effect, though miniscule, on the higher order variables 

like shear stress. 

 

TURBULENCE MODEL STUDY 

D1, D2, D3 were simulated to compare the results generated by 𝑆𝑡𝑑 𝑘 − 𝜀, 𝑆𝑡𝑑 𝑘 − 𝜔 and 𝑘 − 𝜔 𝑆𝑆𝑇 turbulence 

models respectively. With 𝑆𝑡𝑑 𝑘 − 𝜀 model enhanced wall functions were deployed. 𝑅𝑒 21,333 was chosen from Pirozolli 

et al. [26] as the defining test case for comparison. Mean velocity profiles, noted to be symmetric about the half height, 

were plotted and compared against data from Pirozolli et al. [26] in Figure 6. The characteristic ‘S’ shaped curve is 

reproduced by all the turbulence models. Further scrutiny shows that simulations D2 and D3 trace each other’s velocity 

profile while the profile predicted by D1 is slightly more angular and closely follows Pirozzoli et al. [26]. Quantitative 

difference between the three predictions is apparent on the calculation of the quantity 𝑆 =
ℎ

𝑢𝑐
(

𝑑𝑢

𝑑𝑦
) |𝑦=ℎ (adopted from [1, 

26]), which is the slope of the curve at the center of the domain scaled with outer velocity (𝑢𝑐) units. Pirozolli et al. 

reported  𝑆 = 0.0879 for 𝑅𝑒 = 21,333. We see that predictions by D1, D2 and D3 are all slightly less than twice that value 

reported by Pirozolli et al. [26]. We also investigate inner-velocity (𝑢𝜏) scaled slope  𝑅𝑠 =
ℎ

𝑢𝜏
(

𝑑𝑢

𝑑𝑦
) |𝑦=ℎ (adopted from 

[26]) to compare the results in different light. A similar trend is shown in the values of 𝑅𝑠 computed by D1, D2 and D3 

as was the case with 𝑆. Though the computed results do not comply with literature, there is an appears a trend, in that D2 

and D3 deviate with very small differences and D1 consistently deviates the least with respect to Pirozolli’s values.  

 
 

Table 4. Inner and Outer scaled velocity slope for 𝑹𝒆 = 21,333. 

 Pirozzoli et al. [26] D1 D2 D3 

𝑆 0.087981 0.1605 0.1729 0.1732 

𝑅𝑠 1.8964 3.6378 3.8783 3.8855 

 

 

 

Figure 6. Velocity profile comparison of turbulence models. D1 – Solid blue line. D2 – Dashed red line. D3 – Dash-dot 

green line. Solid circles – Pirozolli et al. [26]. 

 

 For a constant pressure incompressible boundary layer flow at Reynolds number close to 106, it is known that both 

the models perform very well, predicting values of friction coefficient and mean velocity within 5% [28]. For pipe flows 
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at 𝑅𝑒 = 40,000, the 𝑆𝑡𝑑. 𝑘 − 𝜔 model has been shown to give predictions within 6% of DNS prediction for mean 

velocities, Reynolds stress and skin friction. However, the model is slightly inaccurate at predicting the value of 𝑘 near 

the wall [28]. Table 5 tabulates the near wall performance of turbulence models used in this study. 𝑅𝑒𝜏 and 𝐶𝑓 predicted 

by 𝑆𝑡𝑑. 𝑘 − 𝜔 and 𝑘 − 𝜔 𝑆𝑆𝑇 models deviate less compared to the predictions by 𝑆𝑡𝑑. 𝑘 − 𝜀. Both these quantities are 

derived from the computed wall shear stress indicative of the well-established behavior that 𝑘 − 𝜔 family models better 

predict wall bounded flows over free shear flows.  

 

Table 5. Near-wall performance of different turbulence models. 

Simulation 
Turbulence 

model 

𝜏𝑤 

(Pa) 

𝑢∗ 

(𝑚 𝑠)⁄  

𝑅𝑒𝜏 𝐶𝑓 

Ref 

[26] 
Calculated Deviation 

Ref 

[26] 
Calculated Deviation 

D1 𝑆𝑡𝑑. 𝑘 − 𝜀 1.48 1.099 986 940 4.6% 0.00425 0.003897 8.3% 

D2 𝑆𝑡𝑑. 𝑘 − 𝜔 1.51 1.110 986 950 3.6% 0.00425 0.003976 6.4% 

D3 𝑘 − 𝜔 𝑆𝑆𝑇 1.51 1.110 986 950 3.6% 0.00425 0.003976 6.4% 

 

Figure 7 shows the kinetic energy with respect to 𝑦+.The normal Reynolds stress components (𝑢′2̅̅ ̅̅ , 𝑣′2̅̅ ̅̅ , 𝑤′2̅̅ ̅̅ ̅) 

normalized by the square of the friction velocity presented in Pirozzoli et al. [26] were added and then divided by 2 to 

give the quantity 𝑘 𝑢∗
2⁄ . The simulated kinetic energy, 𝑘 was directly extracted from simulations D1, D2 and D3 and 

normalized by 𝑢∗
2. The normalized kinetic energy is seen to peak at 𝑦+ ≈ 20 in [26] consistent with behavior of kinetic 

energy observed in channel flows. The normalized kinetic energy predicted by D1 is off by 46% at the peak while that 

predicted by D2 and D3 are off by 61%. This difference in prediction of kinetic energy may stem from two factors: 1) 

The difference in turbulence model used, 2) Substituting a 2D computation model for a 3D flow. While 𝑆𝑡𝑑. 𝑘 − 𝜀 with 

enhanced wall functions model predicts a wide range of flows satisfactorily, since it uses a Boussinesq eddy-viscosity 

concept which assumes isotropic turbulent viscosity, which is known to fail in reproducing flows which arise due to 

unequal normal Reynolds stresses [32]. 𝑆𝑡𝑑. 𝑘 − 𝜔 is criticized that it does not predict the distribution of 𝑘 and 𝜀 

accurately. Data represented in Figure 7 is consistent with this criticism [29].  While it is also known that 𝑆𝑡𝑑. 𝑘 − 𝜀 over 

predicts the production of turbulence in highly strained flows [32], Figure 7 suggest that the peak and the plateau 

qualitatively follow data presented by Pirozzoli et al. [26] 

 

 

Figure 7. Normalized turbulent kinetic energy. Solid orange triangle – El Telbany and Reynolds [5]. Refer to Figure 6 

for current study’s legend. 

 

 While there is a lot of literature suggesting that 𝑆𝑡𝑑 𝑘 − 𝜔 is best suited for high shear internal flows, we can determine 

from comparing the results of simulations D1, D2 and D3 that 𝑆𝑡𝑑. 𝑘 − 𝜀 with enhanced wall functions is  best suited for 

the current simulations of turbulent Couette flow.  
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VALIDATION AND DISCUSSION 

Simulations E1, E2 and E3 are utilized to determine if 𝑆𝑡𝑑 𝑘 − 𝜀 with enhanced wall functions is successful in 

simulating a range of Reynolds numbers in turbulent Couette flow. Results from simulation F1 are then utilized to 

compare with those of E1, E2 and E3. Figure 8 shows the velocity profile across the height of the channel for Reynolds 

numbers 3000, 10133 and 21333. From Pirozolli’s data we see that the normalized velocity profiles come very close to 

each other in the middle of the channel, while they become broad and fuller near the walls with increasing Reynolds 

number. This observation is consistent with characteristics of turbulent boundary layer. The profiles generated by the 

simulations closely follow Pirozolli’s data. Upon a critical examination, the agreement is observed to decrease slightly in 

the middle of the channel for higher Reynolds numbers. However, it is reassuring that the core flow becomes fuller and 

occupies approximately 60% of the domain at 𝑅𝑒 = 3,000 while almost 75-80% at 𝑅𝑒 = 21,333. Further, the trend is 

maintained for flow at 𝑅𝑒 = 51,099, where the core region becomes wider and occupies almost 90% of the flow domain.  

Mean velocity slopes at the center of the channel as a function of 𝑅𝑒 are shown in Figure 9. Busse [33] suggests that 

the centerline velocity slope should asymptote to a constant with increasing 𝑅𝑒, typically 𝑆 ≈ 0.2. While the values of 𝑆 

from the current study, though very close to 0.2, there seems to be no trend to asymptote to this limit. However, 

simulations E2, E3 and F1 which could be considered moderately high 𝑅𝑒 simulations do tend to follow the trend 

described by Robertson’s [1] empirical formula 𝑆 =
0.78

ln(𝑅𝑒)
. It may be noted that DNS data by Pirozolli et al., though 

decreasing in trend, predicted values much less than the available literature while on the other hand, the experimental data 

from El Telbany and Reynolds [5], predicted values more than Robertson’s empirical formula, although their data seems 

to tend towards 𝑆 = 0.2. Robertson also recorded that the parameter 𝑆 was very sensitive to minor changes in the flow, 

which is evident from examining Figure 8 since the velocity profile from DNS and E1, E2 and E3 agree very well with 

each other but values of 𝑆 do not. According to some studies (Townsend [34]) the quantity, 𝑅𝑠 =
ℎ

𝑢𝜏
(

𝑑𝑢

𝑑𝑦
) should approach 

a limit as 𝑅𝑒 increases. In this regard, 𝑅𝑠 values of simulations E2, E3 and F1 tend to remain constant at 3.6, with 𝑅𝑠value 

of smallest Reynolds number simulation, E1 being lower by 18% from the constant. Experimental studies of El Telbany 

and Reynolds [5] and Kitoh et al. [35] as well as DNS studies of Pirozolli et al. [26] do not show any asymptote behavior 

of 𝑅𝑠 and differ largely by their absolute value as well as the trend they exhibit with respect to increasing 𝑅𝑒. There does 

not seem to be enough agreement on the values of 𝑅𝑠 considering different studies.  

 
 

 

Figure 8. Normalized velocity profiles for different Reynolds number. Current study represented by coloured lines: E1 

– yellow; E2 – red; E3 – green; F1 – solid black line. Solid circles represent data from Pirozolli et al.[26]: Re 3,000 – 

yellow; Re 10,133 – red; Re 21,333 – green. 
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Figure 9. Slopes of mean velocity at the centre of the flow domain scaled by – a) outer velocity: 𝒉/𝒖𝒄; b) inner 

velocity: 𝒉/𝒖∗ vs 𝑹𝒆. Data from current study [E1, E2, E3 and F1] is represented by solid black circles. Black cross 

marks denote data from Pirozolli et al. [26]. Open symbols denote experimental data (extracted from Pirozolli et al. 

[26]): Komminaho et al. [36] – red square; Tsukahara et al. [37] – green diamonds; El Telbany and Reynolds [5] – blue 

triangles; Kitoh et al. [35] – red circles. The solid red line represents the fit 𝑺 = 𝟎. 𝟕𝟖/ 𝐥𝐧(𝑹𝒆) - Robertson [1]. 

 

While the core velocity profiles and slopes are encouraging, the inner velocity profiles also show excellent agreement 

with the law of the wall. Figure 10 shows the log-law comparison for E1, E2 and E3. The velocity profiles resolved for 

all the Reynolds numbers show good agreement with the log law defined by the constants, 𝑘= 0.39 and 𝐶 = 5.1. We find 

that the computational parameters chosen predict velocity profiles with a range of Reynolds numbers from 3,000 to 21,333 

and when extended to 𝑅𝑒 = 51,099 the simulation F1 is successful in generating good agreement with the log-law 

indicating that the enhanced wall functions consistently predict dependable results, at least for the range of Reynolds 

number tested in this study. 

Some comments on the variation of core kinetic energy with Reynolds numbers was discussed by Andersson and 

Pettersson [8]. They used an Algebraic Reynolds stress model (ASM), which was a simplified form of the Reynolds stress 

transport model (RSM), a second moment closure proposed by Launder and Shima [38] with a new near-wall damping 

function. They found that the model does not fulfill the underlying assumptions of ASM for lower Reynolds numbers, 

but was in excellent agreement for higher Reynolds numbers. Figure 11 may be indicative of that behavior as we see that 

the values for 𝑅𝑒 < 2,000, the normalized kinetic energy shoots up by around 12% but remains practically constant for 

𝑅𝑒 ≥ 2,000. While the ASM is a slightly higher fidelity simulation compared to the family of two-equation models, we 

find that the data from the current study agrees with a deviation of just about 6%. The trend of constancy of the normalized 

kinetic energy in the core region is replicated and gives confidence in our predictions of the highest Reynolds number 

simulated in the study. 
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Figure 10. Log law comparisons for simulation set [E1-E3]. Coloured circles represent current study’s data: 𝑹𝒆 3,000 – 

yellow; 𝑹𝒆 10,133 – red; 𝑹𝒆 21,333 – green; 𝑹𝒆 51,099 – black. Dashed black line represents 𝒚+ =  𝒖+. Solid black 

line represents log-law with constants 𝒌 = 0.39 and 𝑪= 5.1 

 

 

 

Figure 11. Normalized centreline kinetic energy against Reynolds number. Black dots and dashed line represent 

computational data from the Reynolds stress transport model published by Andersson and Pettersson [8]. Red squares 

represent current study. 

 
Skin friction Coefficient 

While the simulated velocity and shear stress profiles separately show good agreement with [26], comparison of skin 

friction coefficient helps us to look at their effects together with the Reynolds number. The skin friction coefficient gives 

a direct relation between the Reynolds number, shear stress and flow velocity, thus making it possible to analyze Couette 

flow in a wholesome manner. There is a vast amount of experimental data expounding the relation between the skin 

friction coefficient and Reynolds number. All the solid markers in Figure 12 show some of the experimental data available 

on the topic, and it is evident that there is a dearth of study for 𝑅𝑒 > 20,000. Reichardt [2] first  published experimental 

data for the skin friction coefficient which was referenced by Robertson [1] who suggested a friction law,  
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𝐶𝑓 =  

𝐺

log 𝑅𝑒𝑐
2
 (1) 

 
with the proposed constant 𝐺 = 0.383. We see that the results from current study align perfectly well with 𝐺 = 0.383. 

Many values for this constant have been proposed varying slightly in the range of 0.351 (El Telbany and Reynolds [5]) 

to 0.420 (Tsukahara et al [37]) and so we see their data fall on both the sides of the black curve. There also have been 

many DNS studies by the likes of Bech [39], Tsukahara [37] including Pirozolli et al. [26] -their results plotted in Figure 

12. It is interesting to note that while experimental results have varied on both sides of the curve, all DNS data consistently 

showed a higher value of 𝐶𝑓, corresponding to 𝐺 ≈ 0.420. Using the log-law representation of the mean velocity profile, 

Schlichting and Gertsen [40] proposed the following relation, 

 

 

(
2

𝐶𝑓

)

1/2 

=  
1

𝑘
log (𝑅𝑒𝑐 (

𝐶𝑓

2
)

1/2

) + 𝐶 +  𝐶̅ (2) 

 

where 𝐶 and 𝐶̅ are constants. Pirozolli et al. [26] proposed to fit their data with 𝑘 ≈ 0.41  𝐶 ≈ 5 and 𝐶̅ = 0. We take 

the same values from log-law fit – 𝑘 = 0.39, 𝐶 = 5.1 and 𝐶̅ = 0. We see that this fit agrees with results of all the Reynolds 

numbers simulated including the highest one of this study.   

 

 

Figure 12. Skin friction coefficient vs Reynolds number – Yellow symbols with black border denote results from 

current study: E1 – square. E2 – circle. E3 – triangle. F1 - diamond. Solid figures denote experimental data (extracted 

from Pirozolli et al. [26]): Kitoh et al. [35] (triangles). El Telbany & Reynolds [5] (circles). Reichardt [2] (diamonds). 

Robertson [1] (squares). Intersecting symbols denote DNS data: Bech et al. [39] (plus). Tsukahara et al. [37] (cross). 

Pirozolli et al. [26] (stars). The solid line indicates correlation by Schlicting & Gertsen [40] with 𝒌 = 0.39, 𝑪 = 5.1 and 

�̅� = 0. Dashed line indicates the logarithmic friction law with 𝑮 = 0.383. 

 

 Figures 8 – 12 show with evidence that 𝑆𝑡𝑑 𝑘 − 𝜀 applied with enhanced wall functions consistently produces reliable 

computational results for Reynolds numbers ranging from 3,000 to 21,333 coherent with available literature on the topic. 

When extended to the highest Reynolds number simulated in the study, 𝑅𝑒 = 51,099, the results agreed very well with 

the trends set by lower Reynolds number that were validated against literature.  

 
CONCLUSION 

This study can be thought to be divided into two parts. In the first part 𝑆𝑡𝑑 𝑘 − 𝜀 applied with enhanced wall functions 

was determined to be most reliable to simulate high Reynolds number turbulent Couette flow. In the process, contrary to 

literature on turbulence modelling on wall-bounded flows, it was seen that embedding more grid points in the viscous 

region of the turbulent boundary layer under the prescribed 𝑦+ = 1 may achieve more reliable higher order variables. 

Literature on turbulence modeling indicates that 𝑆𝑡𝑑 𝑘 −  𝜀 is better at predicting free shear flows at high Reynolds 

numbers while 𝑆𝑡𝑑 𝑘 −  𝜔 and its variants are better at predicting wall bounded flows. In the current study however, it 
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was observed that the core region of Couette flow was better predicted by 𝑆𝑡𝑑 𝑘 −  𝜀 in terms of closer agreement of 

centerline slopes and velocity profiles, while the near-wall performance of 𝑆𝑡𝑑 𝑘 −  𝜔 and SST models was only slightly 

better in terms of wall shear stress and friction velocity. 𝑆𝑡𝑑 𝑘 − 𝜀, however, predicted the prominent and well-known 

near-wall peak of turbulent kinetic energy consistent with DNS and experimental data, though the absolute value of the 

kinetic energy at the peak was much smaller. In the second part, 𝑆𝑡𝑑 𝑘 − 𝜀 with enhanced wall functions was deemed to 

be consistently efficient, robust and reliable over the range of Reynolds numbers from 3,000 to 21,333. The simulations 

showed good agreement when velocity profiles, velocity slopes and kinetic energy at the center-line, log-law fit, and the 

Reynolds number dependence of skin friction coefficient were compared with available literature. This result was then 

used to simulate a flow with 𝑅𝑒 51,099, which continued to predict the trend exhibited by the lower Reynolds numbers 

consistently, in all gross variable comparisons. 

 

NOTATION 

𝑦+ Dimensionless distance to the wall 
  

𝑢𝑐 Centerline velocity 

∆𝑦1 
Height of the first layer, counted from the 

wall, 
𝑦+𝜇

𝑢∗𝜌
 

  
𝑢𝑤 Velocity of plate, 2𝑢𝑐 

 ∆𝑥𝑐 Length of the characteristic grid cell 
  

𝜇 Dynamic viscosity 

∆𝑦𝑐 Height of the characteristic grid cell 
  

𝜐 Kinematic viscosity, 
𝜇

𝜌
 

𝑛 Number of inflation layers, 𝑛 =  
ln (

∆𝑦𝑐
∆𝑦1

)

ln (𝑟𝑖𝑛𝑓)
 

  

𝐶𝑓 Skin friction coefficient, 
𝜏𝑤

1

2
𝜌𝑢𝑐

2
 

𝑟𝑖𝑛𝑓  
Inflation growth ratio, defined as ratio of 

heights of successive inflation layers 

  

𝜏𝑤 Wall shear stress 

𝐴𝑅 Aspect ratio of the grid cell, 
∆𝑥𝑐

∆𝑦𝑐
 

  
𝜌 Density of the medium 

ℎ Channel half height 
  

𝑅𝑒 Reynolds number, 
𝑢𝑐ℎ

𝜐
 

𝑅𝑒𝜏 Reynolds number based on 𝑢∗, 
𝑢∗ℎ

𝜈
 

  
𝑢∗ Friction velocity, √

𝜏𝑤

𝜌
 

𝐿𝑥 Length of the computational domain 
  

𝑆 Outer-velocity scaled slope, 
ℎ

𝑢𝑐
(

𝑑𝑢

𝑑𝑦
) 

𝑅𝑠 Inner-velocity scaled slope, 
ℎ

𝑢𝜏
(

𝑑𝑢

𝑑𝑦
) 
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