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#### Abstract

We consider a priority queue of unbounded capacity whose input is the sequence $1,2, \ldots, n$ where each $i$ is given a binary priority. We prove a previously conjectured recurrence for the number of allowable input-output pairs achievable by such a queue with $z$ items of priority 0 ; the proof provides a new application of inseparable permutations. We then give upper and lower bounds for this and deduce that for fixed $z$ the growth rate is $\Theta\left(n!\log ^{z}(n)\right)$. We also study the total number of allowable input-output pairs where the number of items of priority 0 is not fixed and provide very tight upper and lower bounds which imply that the growth rate is $\Theta(n n!\log (n))$. © 2001 Elsevier Science B.V. All rights reserved.


## 1. Introduction

Certain aspects of the combinatorics of abstract data types were studied by Knuth [10], Tarjan [13] and Pratt [12]. Priority queues have long been studied by queuing theorists, e.g., by Jaiswal [8], and King [9]. In such studies it is natural to consider the special case of two priorities, see [8] or Leemans [11] (where a two-priority, two-server model is considered). The study of combinatorial aspects of priority queues has received attention more recently, e.g., see Atkinson and Thiyagarajah [1], where a priority queue processing elements with distinct priorities is considered and Atkinson [2] where a priority queue processing binary elements is considered. Tulley [14] considers several abstract data types, including priority queues, of both bounded and unbounded capacity with a variety of input types, including binary and distinct. Work initially inspired from other areas has also led to the study of priority queues (e.g., [5]). In many cases links to other combinatorial objects are revealed (e.g., $[6,3]$ ). The discovery of these

[^0]correspondences such as with labelled trees in [6] and ordered trees in [3] is both pleasing and gives insight into the structure behind the subject. This paper augments these with the provision of a correspondence between inseparable permutations and binary priority queues.

We consider a priority queue of unbounded capacity whose input is the sequence $1,2, \ldots, n$ where each $i$ is given binary priority $\pi_{i}$ (with 0 having higher precedence than 1). If $\tau$ is a possible output of the queue then we say that $(\pi, \tau)$ is allowable (where $\pi$ denotes the sequence of priorities of the input items). We consider the cardinality of the set of input-output pairs that are allowable over all priority assignments, i.e.,

$$
\begin{aligned}
& \mid\{(\pi, \tau) \mid \pi \text { is a binary priority, } \tau \text { is an output sequence and } \\
& (\pi, \tau) \text { is allowable }\} \mid \text {. }
\end{aligned}
$$

This problem has been studied by Tulley [14]. As in [14] we focus on the situation in which $z$ of the $n$ inputs have priority 0 and denote the number of allowable permutations by $x_{n, z}$. We use a notation that switches attention to priorities; the input is viewed as a word in the alphabet $\left\{0_{1}, 0_{2}, \ldots, 0_{z}, 1_{1}, 1_{2}, \ldots, 1_{n-z}\right\}$ in which the subscripts of the ones occur in increasing order and, for notational convenience in Section 2, those of the zeros occur in decreasing order. Thus $1_{1} 0_{3} 0_{2} 1_{2} 0_{1}$ denotes a sequence of five distinct elements, the first and fourth of which have priority 1 while the others have priority 0 . One possible outcome from this sequence is $1_{1} 0_{2} 0_{1} 0_{3} 1_{2}$. The sequence $0_{2} 1_{1} 0_{3} 1_{2} 0_{1}$ is not possible since the queue must contain both $1_{1}$ and $0_{3}$ before it can read in the $0_{2}$ to output it, in which case it cannot output $1_{1}$ before $0_{3}$. We use this convention of indexing zeros from the right to associate a permutation with any rearrangement of $0_{i}, 0_{i-1}, \ldots, 0_{1}$, e.g., the rearrangement $0_{1} 0_{2} 0_{3}$ of $0_{3} 0_{2} 0_{1}$ defines the permutation 321 . If $\sigma$ is an input word and $\tau$ is a possible output, we call $(\sigma, \tau)$ an allowable pair; thus $x_{n, z}$ is the number of such pairs.

Tulley [14] gives exact formulae and recurrences for $x_{n, z}$ provided $z \leqslant 3$. It follows from these that (with $z$ fixed and $n$ varying)

$$
x_{n, z}=\Theta\left(n!\log ^{z} n\right)
$$

for $z \leqslant 3$ and it is conjectured, with further supporting evidence, that the estimate holds for all $z$. We establish this conjecture by showing that

$$
\frac{n!}{z!} \log ^{z}(n+1) \leqslant x_{n, z} \leqslant n!\left(1+\log ^{z} n\right)
$$

for all $n \geqslant z \geqslant 0$. In fact, the evidence provided in [14] was used to conjecture a recurrence for $x_{n, z}$ and we prove the correctness of this in Section 2. Bounds on $x_{n, z}$ are obtained in Section 3. In Section 4 we study the quantity

$$
s_{n}=\sum_{z=0}^{n} x_{n, z}
$$

and provide bounds for it which are much tighter than those for $x_{n, z}$. In particular the bounds imply that the growth rate of $s_{n}$ is $\Theta(n n!\log (n))$. Finally, in Section 5
we describe briefly an open question relating to the behaviour of $x_{n, z}$ for fixed $n$ and varying $z$.

## 2. A recurrence for $x_{n, z}$

Let $\rho=\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ be a permutation of $1,2, \ldots, n$. We say that $\rho$ is inseparable if for each $i$, with $1 \leqslant i<n$, the prefix $\rho_{1}, \rho_{2}, \ldots, \rho_{i}$ of $\rho$ is not a permutation of $1,2, \ldots, i$. We denote the number of such permutations by $a_{n}$. A simple argument shows that

$$
\begin{aligned}
& a_{1}=1, \\
& a_{n}=n!-\sum_{i=1}^{n-1} i!a_{n-i} \quad \text { for } n>1,
\end{aligned}
$$

e.g., see [4] or [7]. We define the inseparability index of $\rho$ to be the largest $j$, with $1 \leqslant j \leqslant n$, such that $\rho_{1}, \rho_{2}, \ldots, \rho_{j}$ is an inseparable permutation of $1,2, \ldots, j$.

Lemma 1. Let $(\sigma, \tau)$ be an allowable pair. Then either $\tau$ ends with some $1_{r}$ or an inseparable permutation associated with $0_{i}, 0_{i-1}, \ldots, 0_{1}$ for some $i$.

Proof. Suppose that $\tau$ does not end with an element of priority 1 and let $0_{j}$ be in the sequence of 0 's forming the tail of $\tau$. Any elements of priority 1 which follow $0_{j}$ in $\sigma$ must follow $0_{j}$ in $\tau$ and so $\sigma$ must have the form $\sigma^{\prime} 0_{j} 0_{j-1} \ldots 0_{1}$ since no elements of priority 1 follow $0_{j}$ in $\tau$. Further, any element of priority 0 that follows $0_{j}$ in $\sigma$ must be in the same block of 0 's as $0_{j}$ in $\tau$. Therefore $0_{j}, 0_{j-1}, \ldots, 0_{1}$ must all be in the sequence forming the tail of $\tau$. Consequently, the tail of $\tau$ is a permutation of $0_{k}, 0_{k-1}, \ldots, 0_{1}$ for some $k \geqslant j$ and we simply take $i$ to be the index of inseparability of this permutation.

Lemma 2. Suppose that $n>z$. There are $n x_{n-1, z}$ allowable pairs of the form $\left(\sigma, \tau 1_{i}\right)$ for some $i$.

Proof. Let $(\sigma, \tau)$ be an allowable pair where $\sigma$ has $n-1$ symbols, $z$ of which have priority 0 . Then $(\sigma, \tau)$ can be converted to an allowable pair of the stated form by inserting a priority 1 element into any of the $n$ possible positions in $\sigma$, relabelling any subsequent priority 1 elements in $\sigma$ and $\tau$, and appending the new priority 1 element at the end of $\tau$. This is still an allowable pair since the new priority 1 element can be inserted into the priority queue during the computation of $\tau$ from $\sigma$ and output once the computation of $\tau$ has been completed.

On the other hand, any allowable pair of the form $\left(\sigma, \tau 1_{i}\right)$, for some $i$, can be converted to an allowable pair ( $\sigma^{\prime}, \tau$ ) by removing the $1_{i}$ from $\sigma$ and relabelling each $1_{j}$ by $1_{j-1}$ for all $j>i$. It is easily seen that the new pair is allowable.

Lemma 3. There are $a_{i} x_{n-i, z-i}$ allowable pairs of the form $(\sigma, \tau \rho)$ where $\rho$ is an inseparable permutation of $0_{i}, 0_{i-1}, \ldots, 0_{1}$ where $1 \leqslant i \leqslant z$.

Proof. Let $(\sigma, \tau)$ be an allowable pair where $\sigma$ consists of $n-i$ symbols, $z-i$ of which have priority 0 . Then $(\sigma, \tau)$ can be converted to a pair of the above form by appending $0_{i}, 0_{i-1}, \ldots, 0_{1}$ to $\sigma$, relabelling each $0_{j}$ in $\sigma$ by $0_{j+i}$ and appending any inseparable permutation of $0_{i}, 0_{i-1}, \ldots, 0_{1}$ to $\tau$.

Conversely any allowable pair of the above form can be converted to an allowable pair ( $\sigma^{\prime}, \tau$ ) where $\sigma^{\prime}$ consists of $n-i$ symbols, $z-i$ of which have priority 0 , by removing $\rho$ from the output sequence, removing the members of $\rho$ from $\sigma$ and relabelling the remaining elements of priority 0 as appropriate.

Theorem 4. For all $n \geqslant z \geqslant 0$ we have

$$
\begin{aligned}
& x_{n, 0}=n!, \\
& x_{n, n}=n!, \\
& x_{n, z}=n x_{n-1, z}+\sum_{i=1}^{z} a_{i} x_{n-i, z-i} \quad \text { for } n>z>0 .
\end{aligned}
$$

Proof. The first two cases are clear. The final case follows from Lemmas 2 and 3 by summing over all possible lengths of the inseparable permutation that terminates the output.

Lemma 5. For all $n>z>0$ we have $x_{n, z} \leqslant n x_{n-1, z}+z x_{n-1, z-1}$.
Proof. It follows from Lemma 2 that it suffices to prove that there are at most $z x_{n-1, z-1}$ allowable pairs of the form $\left(\sigma, \tau 0_{i}\right)$ for some $i$. According to the proof of Lemma 1, in any such pair the $0_{i}$ must be in a block of 0 's at the tail of $\sigma$, thus there are at most $z$ positions that $0_{i}$ can occupy in $\sigma$. If we delete $0_{i}$ and relabel the remaining 0 's appropriately we obtain an allowable pair with $n-1$ symbols, $z-1$ of which have priority 0 .

## 3. Bounds on $\boldsymbol{x}_{n, z}$

Throughout we interpret $\log ^{0}(n)$ as 1 for all $n$. We shall use the following bounds, for all $n \geqslant 2$ :

$$
\begin{equation*}
\log (n-1)+\frac{1}{n}<\log n<\log (n-1)+\frac{1}{n-1} \tag{1}
\end{equation*}
$$

These follow from

$$
\begin{aligned}
\log \left(\frac{n}{n-1}\right) & =\log \left(\frac{1}{1-1 / n}\right) \\
& =\frac{1}{n}+\frac{1}{2 n^{2}}+\frac{1}{3 n^{3}}+\cdots .
\end{aligned}
$$

Lemma 6. The following upper bounds hold:

$$
\begin{aligned}
& x_{n, 0}=n!, \\
& x_{n, n}=n!, \\
& x_{n, 1} \leqslant n!(1+\log n), \\
& x_{n, z} \leqslant n!\log ^{z}(n) \quad \text { for } n \geqslant 6 \text { and } z \geqslant 2 .
\end{aligned}
$$

Proof. The first two bounds are immediate. The third bound follows by induction on $n$. The base case is immediate while for the induction step we have

$$
\begin{aligned}
x_{n, 1} & =n x_{n-1,1}+x_{n-1,0} \\
& \leqslant n!(1+\log (n-1))+(n-1)! \\
& =n!\left(1+\log (n-1)+\frac{1}{n}\right) \\
& \leqslant n!(1+\log n),
\end{aligned}
$$

where the last inequality follows from the lower bound in (1).
We prove the final inequality of the lemma by induction on $n$ as well. The base cases (i.e., $n=6$ and $z=2,3,4,5,6$ ) follow by direct calculation. The case $z=n$ is also immediate. Assume now that $n>z \geqslant 2$ with $n>6$. Then

$$
\begin{aligned}
x_{n, z} & \leqslant n x_{n-1, z}+z x_{n-1, z-1} \quad \text { by Lemma } 5 \\
& \leqslant n!\log ^{z}(n-1)+z(n-1)!\log ^{z-1}(n-1) \quad \text { by induction. }
\end{aligned}
$$

It therefore suffices to prove that

$$
\log ^{z} n \geqslant \log ^{z}(n-1)+\frac{z}{n} \log ^{z-1}(n-1)
$$

for all $n>z>0$. Now, using the lower bound in (1), we have

$$
\begin{aligned}
\log ^{z}(n) & \geqslant \log ^{z}(n-1)\left(1+\frac{1}{n \log (n-1)}\right)^{z} \\
& \geqslant \log ^{z}(n-1)\left(1+\frac{z}{n \log (n-1)}\right) .
\end{aligned}
$$

Lemma 7. $x_{n, z} \leqslant n!\left(1+\log ^{2} n\right)$.
Proof. The claim follows from Lemma 6 for all values of $n, z$ except for $1<z<n<6$ and these cases can be checked by direct calculation.

Lemma 8. $i!/ 2 \leqslant a_{i} \leqslant(i-1)(i-1)!$ for all $i \geqslant 2$.
Proof. For the lower bound consider a separable permutation $\pi$ of $1,2, \ldots, i$ with inseparability index $j$. We can turn $\pi$ into an inseparable permutation by swapping $i$ with $\pi_{j}$. It is easy to see that this map is invertible and so $a_{i} \geqslant i!/ 2$ as claimed.

For the upper bound we have

$$
\begin{aligned}
a_{i} & =i!-\sum_{j=1}^{i-1} j!a_{i-j} \\
& \leqslant i!-\frac{1}{2} \sum_{j=1}^{i-1} j!(i-j)! \\
& \leqslant i!-(i-1)!.
\end{aligned}
$$

Lemma 9. $x_{n, z} \leqslant n!(n-z+1)$.
Proof. The claim is clearly true for the cases $n=0, z=n$ and $z=0$ since $x_{n, n}=x_{n, 0}=n!$. Otherwise we use induction on $n$. By Theorem 4 and the induction hypothesis we have

$$
x_{n, z} \leqslant n!(n-z)+(n-z+1) \sum_{i=1}^{z} a_{i}(n-i)!.
$$

It therefore suffices to prove that

$$
\frac{n!}{n-z+1} \geqslant \sum_{i=1}^{z} a_{i}(n-i)!
$$

for $1 \leqslant z \leqslant n-1$. We use induction on $z$. The base case is immediate since $a_{1}=1$. For the induction step we have

$$
\begin{aligned}
\sum_{i=1}^{z} a_{i}(n-i)! & =\sum_{i=1}^{z-1} a_{i}(n-i)!+a_{z}(n-z)! \\
& \leqslant \frac{n!}{n-z+2}+(z-1)(z-1)!(n-z)!
\end{aligned}
$$

by the induction hypothesis and Lemma 8. Finally it suffices to show that

$$
\frac{n!}{n-z+1} \geqslant \frac{n!}{n-z+2}+(z-1)(z-1)!(n-z)!
$$

which is equivalent to

$$
n!\geqslant(n-z+2)(z-1)(z-1)!(n-z+1)!.
$$

This can be rewritten as

$$
\binom{n}{z-1} \geqslant(n-z+2)(z-1)
$$

This inequality can be verified directly for $z=n-1$. For $1 \leqslant z \leqslant n-2$ we prove the inequality by producing $(n-z+2)(z-1)$ distinct subsets of $\{1,2, \ldots, n\}$ each of size $z-1$. For $i=1,2, \ldots, n-z+1$ we consider the set $S_{i}=\{i, i+1, \ldots, i+z-2\}$. From each $S_{i}$ we can build a further $z-2$ distinct sets of size $z-1$ by replacing each element greater than $i$ by $i+z-1$ in turn. All the sets obtained in this way are clearly distinct (consider minimal elements for sets built from distinct $S_{i}, S_{j}$ ) and so far we have a total of $(n-z+1)(z-1)$ sets. Finally we consider the set $S_{n-z+2}=\{n-z+2, n-z+3, \ldots, n\}$ and build a further $z-2$ sets by replacing each element other than $n-z+2$ with 1 . The sets built from $S_{n-z+2}$ are clearly distinct from any of the sets built from $S_{2}, S_{3}, \ldots, S_{n-z+1}$. In fact, the sets are also distinct from those built from $S_{1}$ since the maximal element of each of the latter is $z-1$ or $z$ while the maximal element of each set built from $S_{n-z+2}$ is $n-1$ or $n$ and $z \leqslant n-2$. This brings the total number of sets to $(n-z+2)(z-1)$ as required.

Theorem 10. $x_{n, z} \leqslant n!\min \left(1+\log ^{z}(n), n-z+1\right)$.
Proof. The claim follows from Lemmas 7 and 9.
Theorem 11. $x_{n, z} \geqslant(n!/ z!) \log ^{z}(n+1)$.
Proof. The claim is trivially true for $z=0$ and also holds for $z=n$ since $n!\geqslant \log ^{n}(n+$ 1 ); for $1 \leqslant n \leqslant 4$ the inequality can be checked directly while for $n \geqslant 5$ it follows from the fact that $n!\geqslant(n / e)^{n}$. We now use induction on $n$; the base case $n=0$ being immediate. For the induction step we assume that $n>z>0$ and then

$$
\begin{aligned}
x_{n, z} & =n x_{n-1, z}+\sum_{i=1}^{z} a_{i} x_{n-i, z-i} \\
& \geqslant \frac{n!}{z!} \log ^{z}(n)+\sum_{i=1}^{z} a_{i} \frac{(n-i)!}{(z-i)!} \log ^{z-i}(n-i+1) .
\end{aligned}
$$

We show that the final expression is at least as large as $(n!/ z!) \log ^{2}(n+1)$. Now, using the upper bound of (1), we have

$$
\begin{aligned}
\log ^{z}(n+1) & \leqslant\left(\log (n)+\frac{1}{n}\right)^{z} \\
& =\log ^{z}(n)+\sum_{i=1}^{z}\binom{z}{i} \frac{1}{n^{i}} \log ^{z-i}(n)
\end{aligned}
$$

It is therefore sufficient to prove that

$$
a_{i} \frac{(n-i)!}{(z-i)!} \log ^{z-i}(n-i+1) \geqslant \frac{n!}{z!}\binom{z}{i} \frac{1}{n^{i}} \log ^{z-i}(n)
$$

for $1 \leqslant i \leqslant z$. However, the inequality is equivalent to

$$
\begin{aligned}
a_{i} & \geqslant \frac{n!}{i!(n-i)!n^{i}}\left(\frac{\log n}{\log (n-i+1)}\right)^{z-i} \\
& =\frac{(n-i+1)(n-i+2) \cdots n}{i!n^{i}}\left(\frac{\log n}{\log (n-i+1)}\right)^{z-i} .
\end{aligned}
$$

It therefore suffices to prove that

$$
a_{i} \geqslant \frac{1}{i!}\left(\frac{\log n}{\log (n-i+1)}\right)^{n-i-1} .
$$

Consider $n$ to be fixed and denote the right-hand side by $f(i)$ where $i$ is a natural number in the range $1 \leqslant i \leqslant n-2$. The proof will be complete provided we show that $f(i)$ is a non-increasing function of $i$ since $f(1)=1$ and of course $a_{i} \geqslant 1$ for all $i$. Now

$$
\begin{aligned}
f(i)-f(i+1)= & \left((i+1)!\log ^{n-i-1}(n-i+1)\right)^{-1}\left(\frac{\log (n)}{\log (n-i)}\right)^{n-i-2} \\
& \left((i+1) \log (n) \log ^{n-i-2}(n-i)-\log ^{n-i-1}(n-i+1)\right) .
\end{aligned}
$$

It therefore suffices to show that the last factor on the right-hand side is non-negative. In fact, we consider the function

$$
g(n, m)=(n-m+1) \log (n) \log ^{m-2}(m)-\log ^{m-1}(m+1)
$$

for $2 \leqslant m<n$ and show that $g(n, m) \geqslant 0$; the required result will then follow by setting $m=n-i$. Since $g(n, m)$ is an increasing function of $n$ we simply need to show that $g(m+1, m) \geqslant 0$ which is equivalent to

$$
\left(\frac{\log (m+1)}{\log m}\right)^{m-2} \leqslant 2
$$

Now using the upper bound of (1) we have

$$
\begin{aligned}
\left(\frac{\log (m+1)}{\log m}\right)^{m-2} & \leqslant\left(1+\frac{1}{m \log m}\right)^{m-2} \\
& =\left(1+\frac{m-2}{(m-2) m \log m}\right)^{m-2} \\
& \leqslant \mathrm{e}^{(m-2) / m \log m} .
\end{aligned}
$$

To finish the proof we show that

$$
\frac{m-2}{m \log m} \leqslant \log 2 .
$$

The derivative of the left-hand side is

$$
\frac{1}{m \log m}\left(\frac{2}{m}-\frac{m-2}{m \log m}\right),
$$

so that there is a unique turning point when $(m-2) / m \log m=2 / m$ which must be a maximum since $(m-2) / m \log m$ is non-negative for $m \geqslant 2$ and is zero at $m=2$. Thus we must show that $\alpha \geqslant 2 / \log 2$ where $\alpha$ is the root of $m-2 \log m-2$. We note that the last expression is an increasing function of $m$ (bearing in mind that $m \geqslant 2$ ). First of all $\alpha>3$ since $3-2 \log 3-2<0$. Now we can use the series

$$
\log y=2\left(\frac{y-1}{y+1}+\frac{1}{3}\left(\frac{y-1}{y+1}\right)^{2}+\cdots\right)
$$

to deduce that $\log 2>\frac{2}{3}$ so that $2 / \log 2<3$ and thus $\alpha>2 / \log 2$. This completes the proof.

Corollary 12. For fixed $z$ we have $x_{n, z}=\Theta\left(n!\log ^{z} n\right)$.
Proof. The claim follows from Lemma 7 and Theorem 11.

## 4. Bounds for $\boldsymbol{s}_{\boldsymbol{n}}$

Recall that $s_{n}=\sum_{z=0}^{n} x_{n, z}$. Using Theorem 4 it is easy to see that

$$
\begin{aligned}
& s_{0}=1 \\
& s_{n}=n!+n s_{n-1}+\sum_{i=1}^{n-1} a_{i}\left(s_{n-i}-(n-i)!\right) \quad \text { for } n>0 .
\end{aligned}
$$

We set

$$
t_{n}=\frac{s_{n}-n!}{n!}
$$

so that

$$
\begin{aligned}
& t_{0}=0 \\
& t_{n}=1+t_{n-1}+\frac{1}{n!} \sum_{i=1}^{n-1} a_{i}(n-i)!t_{n-i} \quad \text { for } n>0
\end{aligned}
$$

Lemma 13. $(1 / n!) \sum_{i=2}^{n-1} a_{i}(n-i)!t_{n-i} \leqslant 0.531$.
Proof. For $n \leqslant 98$ the claim follows by direct calculation. For $n \geqslant 99$ we proceed as follows. First note that by Lemma 9

$$
t_{n} \leqslant\left(\sum_{z=0}^{n} n-z+1\right)-1=\frac{1}{2} n(n+3) .
$$

Thus, using this and Lemma 8,

$$
\begin{aligned}
\frac{1}{n!} \sum_{i=2}^{n-1} a_{i}(n-i)!t_{n-i} \leqslant & \frac{a_{2}(n-2)!}{n!} t_{n-2}+\frac{a_{3}(n-3)!}{n!} t_{n-3}+\frac{a_{4}(n-4)!}{n!} t_{n-4} \\
& +\frac{a_{n-2}}{n!} t_{2}+\frac{a_{n-1}}{n!} t_{1}+\sum_{i=5}^{n-3} \frac{a_{i}(n-i)!}{n!} t_{n-i} \\
\leqslant & \frac{1}{2}+\frac{3}{2 n}+\frac{13}{2 n(n-1)}+\frac{5(n-3)}{2 n(n-1)(n-2)}+\frac{n-2}{n(n-1)} \\
& +\sum_{i=5}^{n-3} \frac{(i-1)(i-1)!(n-i)!}{2 n!}(n-i)(n+3-i) .
\end{aligned}
$$

We claim that

$$
\binom{m}{j} \geqslant(m+1) j(m-j)(m+3-j)
$$

for $m \geqslant 98$ and $4 \leqslant j \leqslant m-4$. We prove this by induction on $m$. For $m=98$ we can check by direct calculation. Suppose now that $m>98$. If $j=4$ then the claim is equivalent to $m(m-1)(m-2)(m-3) / 24 \geqslant 4(m+1)(m-4)(m-1)$, so that it suffices to have $m^{2}-98 m-96 \geqslant 0$ and this holds for all $m \geqslant 49+\sqrt{2497}$. For $j>4$ we have

$$
\begin{aligned}
\binom{m}{j} & =\frac{m}{j}\binom{m-1}{j-1} \\
& \geqslant \frac{m}{j} m(j-1)(m-j)(m+3-j) .
\end{aligned}
$$

It therefore suffices to show that

$$
\frac{m^{2}}{m+1} \geqslant \frac{j^{2}}{j-1}
$$

The right-hand side is an increasing function of $j$ for $j>2$ and so we need only ensure that the inequality holds for $j=m-4$. This is equivalent to $2\left(m^{2}-4 m-8\right) \geqslant 0$ which holds for $m \geqslant 2+2 \sqrt{3}$. This establishes the claim.

Now, using the inequality of the claim with $m=n-1$ and $j=i-1$ in the bound preceding the claim, we have

$$
\begin{aligned}
\frac{1}{n!} \sum_{i=2}^{n-1} a_{i}(n-i)!t_{n-i} \leqslant & \frac{1}{2}+\frac{3}{2 n}+\frac{13}{2 n(n-1)}+\frac{5(n-3)}{2 n(n-1)(n-2)} \\
& +\frac{n-2}{n(n-1)}+\frac{n-7}{2 n^{2}}
\end{aligned}
$$

This is a decreasing function of $n$ and so its maximum for $n \geqslant 99$ is attained at $n=99$ which is less than 0.531 .

Theorem 14. $(n+1)\left(H_{n+1}-1\right) \leqslant t_{n} \leqslant 1.531(n+1)\left(H_{n+1}-1\right)$ where $H_{m}=\sum_{i=1}^{m} 1 / i$ is the mth Harmonic number.

Proof. For the lower bound we have $t_{0}=0=H_{1}-1$ and, for $n>0$,

$$
\begin{aligned}
t_{n} & \geqslant 1+t_{n-1}+\frac{a_{1}(n-1)!}{n!} t_{n-1} \\
& =1+\frac{n+1}{n} t_{n-1} .
\end{aligned}
$$

Setting $h_{n}=t_{n} /(n+1)$ we have $h_{0}=0$ and

$$
h_{n} \leqslant \frac{1}{n+1}+h_{n-1} .
$$

Clearly $h_{n} \leqslant H_{n+1}-1$ and the lower bound for $t_{n}$ follows.
The upper bound clearly holds for $n=0$ while for $n>0$ we have, by Lemma 13

$$
t_{n} \leqslant 1.531+\frac{n+1}{n} t_{n-1}
$$

and the claim follows by the same argument as for the lower bound.
Corollary 15. $(n+1)(\log (n+1)-0.5) \leqslant t_{n} \leqslant 1.531(n+1)(\log (n+1)-0.4)$.
Proof. The result follows from the preceding theorem and the estimate

$$
H_{n}=\log (n)+\gamma+\frac{1}{2 n}-\frac{1}{12 n^{2}}+\frac{1}{120 n^{4}}-\varepsilon, \quad 0<\varepsilon<\frac{1}{252 n^{6}},
$$

where $\gamma=0.57721 \ldots$ is Euler's constant (see [10]). The upper bound must be verified by direct calculation for $n \leqslant 21$.

It is worth noting here that it seems quite hard to improve on the constants involved in the preceding corollary. Finally, from the corollary and the definition of $t_{n}$ we see that $s_{n}=\Theta(n n!\log (n))$.

## 5. Concluding remarks

We have obtained reasonable estimates of $x_{n, z}$ for fixed $n$ and varying $z$ as well as very close estimates for $s_{n}$. The situation where we fix $n$ and vary $z$ is very intriguing. Experiments show that $x_{n, z}$ has a unique maximum (for $n>2$ ) and this occurs very early on. The upper bound of Theorem 10 and the lower bound of Theorem 11 both exhibit this type of behaviour but they are too far apart to imply this for $x_{n, z}$. Proving that $x_{n, z}$ has a unique maximum seems difficult.
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