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ABSTRACT

An Optimization-Based Method of Traversing Dynamic s-Pareto Frontiers

Patrick K. Lewis
Department of Mechanical Engineering, BYU

Doctor of Philosophy

The use of multiobjective optimization in identifying systems that account for changes in
customer needs, operating environments, system design concepts, and analysis models over time
is generally not explored. Providing solutions that anticipate, account for, and allow for these
changes over time is a significant challenge to manufacturers and design engineers. Products that
adapt to these changes through the addition and/or subtraction of modules can reduce produc-
tion costs through product commonality, and cater to customization and adaptation. In terms of
identifying sets of non-dominated designs, these changes result in the concept of dynamic Pareto
frontiers, or dynamic s-Pareto frontiers when sets of system concepts are simultaneously evaluated
over time. In this dissertation, a five-step optimization-based design method identifying a set of
optimal adaptive product designs that satisfy the predicted changes by moving from one location
on the dynamic s-Pareto frontier to another through the addition of a module and/or through recon-
figuration is developed. Development of this five-step method was separated into four phases. The
first two phases of developments respectively focus on Pareto and s-Pareto cases, where changes
in concepts, models, and environments that would effect the Pareto/s-Pareto frontier are ignored
due to limitations in traditional optimization problem formulations. To overcome these limita-
tions, and allow for these changes, the third phase of developments presents a generic optimization
formulation capable of identifying a dynamic s-Pareto frontier, while the fourth phase adapts the
phase three method to incorporate this new dynamic optimization formulation. Example imple-
mentations of the four phases of developments were respectively provided through the design of
a modular UAV, a hurricane and flood resistant modular residential structure, a simple aircraft de-
sign example inspired by the Lockheed C-130 Hercules, and a modular truss system. Noting that
modular products only represent one approach for dealing with changes in preferences, environ-
ments, models, and concepts, the final research contribution connects the presented method with
parallel research developments in collaborative product design and design principles identification,
followed by two case study implementations of this unifying design approach in the development
of a modular irrigation pump and a modular plywood cart for developing countries.

Keywords: dynamic s-Pareto frontiers, multiobjective optimizaiton, modular systems design, Pareto
traversing
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CHAPTER 1. INTRODUCTION

The needed performance of a product/system, commonly referred to as customer needs or pref-

erences, tend to naturally change over time [1]. In addition, changes can also occur in operation

environments, design concepts, and analysis models [2]. The decision of whether to account for

these changes through the development of multiple systems, or adaptive/reconfigurable/modular

systems is a complex decision. In addition, providing/developing solutions that anticipate, account

for, and allow for any, or all of these types of changes, can be a significant challenge to manufac-

turers and design engineers.

1.1 Objective

It is observed that accounting for changes in environments, concepts, and models can be viewed as

the need to balance competing design objectives [1]. In addition, preferences regarding the desired

balance between design objectives have the potential to change over time [3] (e.g., views of afford-

ability for those in poverty change over time as earning power increases due to successful use of

products that generate additional income). As such, the objective of this research is to develop and

illustrate application of a method that balances the trade-offs between competing design objectives

over time, while simultaneously accounting for changes in preferences, operating environments,

concepts, and analysis models over time through the identification of a single product or system

that optimally adjusts to these new and changing needs.

1.2 Approach and Assumptions

In this dissertation, a multiobjective optimization design method identifying sets of non-dominated

designs from changing (dynamic) sets of design models/concepts is developed. This dynamic set of

non-dominated designs is then used to guide the identification of a set of optimal adaptive product
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designs that account for changes in preferences, environments, design concepts, and analysis mod-

els over time. Assuming these changes are known a priori, the use of a multiobjective optimization

method provides two key benefits: (1) The ability to leverage a dynamic set of non-dominated

designs from changing design concepts and analysis models to enhance the selection of the mod-

ular/adaptive system configuration designs. (2) The ability to balance the competing nature of

present customer needs against future needs. Figure 1.1 illustrates the concept of non-dominated

designs (bold line) within feasible design spaces (shaded regions) based upon two design objectives

(e.g. Cost, Output, etc.) represented by the horizontal and vertical axis. Figure 1.1(a) provides a

generic representation of the non-dominated designs for a single design model, assuming that both

Objective 1 and Objective 2 are to be minimized. Figure 1.1(b) provides a generic representation

of the non-dominated designs in the presence of multiple design concepts. Figure 1.1(c) provides

a generic representation of the non-dominated designs in the presence of changing (dynamic) sets

of design concepts.

The novel outcome of the method presented herein is a product that adapts to changing

preferences, environments, models, and concepts by moving from one non-dominated design to

another through the addition of a module and/or through reconfiguration. Figure 1.2 provides a

graphical illustration of the intent of the method in the context of the feasible design spaces and

dynamic set of non-dominated designs of Figure 1.1(c). From this figure it is observed that in

the development of the method presented in this dissertation there are two assumptions which the

method is based upon:

(i) In selecting a product design, non-dominated designs are preferred above any other designs

within the feasible design space.

(ii) The current and future needs used to select the optimal product design represent individual

points (designs) among the non-dominated designs of a given design space.

Recognizing the complexities of creating an optimization-based modular product design

method capable of simultaneously accounting for changing preferences, environments, models,

and concepts, the developments presented in this dissertation were accomplished in four phases.

The first phase focuses on design scenarios with a single design concept (see Figure 1.1(a)), where
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Figure 1.1: Illustration of the concept of non-dominated designs (bold line) within feasible design spaces (shaded
regions) based upon minimizing two design objectives, where (a) illustrates a single design model, (b) illustrates
multiple design concepts, and (c) illustrates changing (dynamic) sets of design concepts over time (t).

the only changes considered are the preferences and environment that affect the selection of non-

dominated designs over time (i.e., non-dynamic design spaces). The second phase expands upon

the first phase developments to consider non-dominated designs from multiple design concepts (see

Figure 1.1(b)), and allows for more significant changes in the performance of the modular systems

that are developed. The third phase focuses on developing a generic optimization formulation

capable of identifying the dynamic set of non-dominated designs that results from changing envi-

ronments, models, and concepts (see Figure 1.1(c)). Finally, the fourth phase adapts the method
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Figure 1.2: Graphical representation of the intent of the method developed in this dissertation to provide a product
that expands from one non-dominated design to another through the addition of modules.

resulting from the phase two developments to incorporate the dynamic optimization formulation

from the phase three developments, and allow for the identification of modular systems that ac-

count for changing preferences, environments, models, and concepts.

It is noted that modular/adaptive products only represent one approach for dealing with

changes in preferences, environments, models, and concepts. As a result, in addition to these

modular product optimization method developments, parallel research performed in the areas of

Collaborative Products [4] (modular products created by combining two or more independently

functional products) and Design Principle Identification [5] are also described in this dissertation.

In light of these parallel developments, the final research contribution described in this dissertation

gathers the presented research developments into a unifying design approach.

1.3 Outline

The remainder of this dissertation is presented as follows: A literature review is included in Chapter

2, along with summaries of the parallel research performed in the areas of Collaborative Products

and Design Principle Identification. In Chapter 3, the first phase of the method development fo-

cused on traversing of Pareto frontiers is presented. In Chapter 4, the design of a simple unmanned

air vehicle is used to demonstrate application of the phase one developments. In Chapter 5, the
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second phase of the method development extending the method to traversing s-Pareto frontiers

is presented, with Chapter 6 demonstrating the implementation of the phase two developments

through the design of a hurricane and flood resistant modular residential structure. Phase three

developments focused on dynamic s-Pareto frontier identification along with an example imple-

mentation using a simple aircraft design example are provided in Chapters 7 and 8 respectively.

In Chapter 9, the fourth phase of the method development focused on traversing dynamic s-Pareto

frontiers is presented, with implementation demonstrated through the development of a modular

truss system in Chapter 10. In Chapter 11 the unifying design approach is presented, with case

study implementations in the development of a manual irrigation pump, and a modular plywood

cart for developing countries provided in Chapters 12-13, respectively. Concluding remarks and

a discussion of future work are provided in Chapter 14. Additional information required for the

aircraft example in Chapter 8, and the cart example in Chapter 13, is provided in Appendix A and

Appendix B, respectively.
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CHAPTER 2. LITERATURE SURVEY & PARALLEL RESEARCH DEVELOPMENTS

This chapter provides a review of published literature that establishes the foundation for the

presented optimization-based method of designing modular/reconfigurable products, and a sum-

mary of research developments in collaborative product design and design principle identification.

The technologies that form an enabling foundation for the design methodology are (i) product

modularity and adaptability, and (ii) multiobjective optimization. The following literature review

will first introduce (i) and (ii), followed by a review of the application of optimization techniques

in modular product/system design.

2.1 Product Modularity and Adaptability

In order to develop modular systems that account for changing needs over time, there is a need for

strategic module designs that make product platform designs progressively expandable [6–9]. To

this end, published literature in the areas of product family and modular product design serve as a

starting point [6, 7, 10–13]. Some of the noted benefits of modular designs include the following:

(i) The ability to serve the widest range of customers and changing product demands [9,14,15].

(ii) The ability to build upon existing process capabilities, experience, and knowledge (economies

of scale) through the reusability/commonality of components [9, 16].

(iii) Have an increased number of product variants (product iterations/configurations) [14, 16].

(iv) Cost savings in inventory and logistics [16].

(v) Lower life cycle costs through easy maintenance [14, 16].

(vi) Potential for parallel manufacture of modules [16].

(vii) Shorter life cycles through incremental improvements like upgrades, add-ons, and adapta-

tions [14, 16].

6



Modular products are defined in the literature as products, assemblies, and components that

combine distinct building blocks (modules) to fulfill various functions [17]. Similarly, a module-

based product family is defined in the literature as a group of related products derived from inde-

pendent functional or geometric units [18–20], that differ through the addition or subtraction of

modules [10,19,20]. Two common goals of product family design are to identify product families

and platforms that maximize both variable commonality, and performance diversity [21, 22].

Product families are often used to address the challenge of satisfying a variety of needs

through product performance diversity [9, 14, 23], while still maintaining product commonality

as seen by manufacturers [12, 21]. Two platforms for building product families are identified

within the literature: Scale-based and Module-based product platforms [12, 24]. The strength of

product family approaches is in their ability to provide a range of products that satisfy the current

variation in customer needs across multiple market segments [11]. One approach presented in

the literature by Meyer [25] for accomplishing this is the product family beachhead approach

illustrated in Figure 2.1.

High Cost &
Performance

Mid-Range

Low Cost &
Performance

Segment A Segment B Segment C
Platform

Figure 2.1: Representation of the product family beachhead approach as presented by Meyer [25].

From Figure 2.1 it is seen that product family approaches use customer needs of the various

market segments to identify a product platform that is used to derive a variety of products to satisfy

the needs of the various market segments [11, 25, 26]. However, it is observed that the effects of

future operation environments, analysis models, design concepts, and needs of the various market

segments represented by the movement of customers (groups of customers are indicated by the

numbers 1-6) from one market segment to another, or the emergence of new market segments, is

not considered in current design methods. This movement of customers to different or new market
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segments is illustrated in Figure 2.2, and represents a gap in product family design methods that is

addressed through the research presented in this dissertation.

High Cost &
Performance

Mid-Range

Low Cost &
Performance

Segment A Segment B Segment C

1

2
3

4
High Cost &
Performance

Mid-Range

Low Cost &
Performance

Segment A Segment B Segment C

5

6

Segment D

(a) (b)

3 1

2 4

Figure 2.2: Illustration of the changes in market segment composition over time due to changing needs of customers
(groups of customers are indicated by the numbers 1-6). The customers and market segments of (a) represent the
current market segment compositions. The customers and market segments of (b) represent a future market segment
composition.

In the development of modular systems, the literature also identifies four main modular

architecture types [20, 27–29]. A description of these architectures is provided below, and the

conceptual differences between them are illustrated in Figure 2.3.

1. Slot-Modular – provides each module with a unique interface in order to eliminate improper

assembly [20, 27, 28].

2. Bus-Modular – implements interfacing that is the same for all modules, thus making the

platform design behave as a common connection platform for all modules [20].

3. Sectional-Modular – similar to bus-modular in that all modules contain the same interface,

but in this architecture no single element is identified as the platform that all modules attach

to [20, 27].

4. Type II Modular – combination of slot and sectional-modular architectures in that each mod-

ule interface is unique, and there is no identified platform that all modules attach to [29].

Building on these foundational elements, the research presented in this dissertation allows

designers to leverage these existing developments in modular system classifications to specify the
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Figure 2.3: Representation of four modular architecture types as presented in Ulrich and Eppinger [20], and Strong
et al. [29].

approach needed to develop module designs and interfaces. In addition, research in the areas of

adaptive systems [30], flexible systems [31], and reconfigurable systems [32] can also be used to

assist in the identification of platform and module design concepts.

It is noted that adaptive, flexible, and reconfigurable systems seek to address changes in

preferences and environments by enabling a product to adapt/reconfigure based on these changes,

or by designing the product to inherently/flexibly function in multiple scenarios. However, because

these systems do not typically consider the addition/subtraction of modules to account for changes

in design concepts or analysis models, the methods for developing these systems do not meet the

objectives of this dissertation. In addition, the application of optimization approaches within these

methods is described in Section 2.3.

Research Needs: An important element of the research presented in this dissertation is that changes

in needs over time do not always require significant changes in product performance. As such,

the objectives of traditional product family approaches to maximize both product family perfor-

mance diversity and product commonality will not always be considered/satisfied. In particular,

the presented research seeks to identify product family platforms that facilitate modularity, even

if maximum variable commonality is not explicitly obtained. Additionally, the presented research

also seeks to drive module-enabled performance as close to predicted future performance needs as

possible, without regard to how diverse those future needs are.

2.2 Multiobjective Optimization

Fundamental within the presented research is the need to characterize/balance competing objec-

tives or goals (customer product performance needs). Multiobjective optimization is a well-known,
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well-accepted, means to quantify tradeoffs between competing design objectives [33–43]. One

pertinent application of multiobjective optimization in the context of the research presented in this

dissertation is that of identifying a set of non-dominated designs – Pareto frontier [44–46]. Figure

2.4 demonstrates a generic characterization of trade-offs between objectives through the identifi-

cation of a Pareto frontier, assuming that objectives µ1 and µ2 are to be minimized. Each solution

comprising the illustrated frontier is said to be Pareto optimal – no other designs better satisfy all

design objectives [47–50]. These Pareto solutions are generally sought because they indicate that

objectives have been improved as much as possible without sacrificing another design objective’s

performance.

µ1

Feasible
Design
Space

µ2

Pareto
Frontier

Figure 2.4: A feasible design space (shaded) for objectives 1 and 2. The Pareto frontier (bold line) represents the
most desirable set of solutions in the feasible space for this minimization-minimization problem.

A generic multiobjective optimization problem (MOP) formulation yielding a set of opti-

mal solutions – those belonging to the Pareto frontier – is presented as follows:

Problem 2.1: Generic multiobjective optimization problem statement

D := {(x∗1,x∗2, ...,x∗nx
)} (2.1)

x∗ defined by:

min
x

{
µ1(x, p), µ2(x, p), ..., µnµ

(x, p)
}

(nµ ≥ 2) (2.2)
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subject to:

gq(x, p)≤ 0 ∀ q ∈ {1, ...,ng} (2.3)

hv(x, p) = 0 ∀ v ∈ {1, ...,nh} (2.4)

x jl ≤ x j ≤ x ju ∀ j ∈ {1, ...,nx} (2.5)

where D is a set containing all values of x∗ for each Pareto-optimal design obtained through the

evaluation of the MOP; µi denotes the i-th generic design objective; x is a vector of design variables

with upper/lower bounds of xu and xl respectively; p is a vector of fixed design parameters; g is a

vector of inequality constraints; and h is a vector of equality constraints.

For multiobjective optimization approaches, the decision of which Pareto-optimal solution

is to be used comes through the inclusion of objective function parameters, and sometimes con-

straints that capture customer needs or preferences for a single instance in time. As indicated

in Problem 2.1 above, the presented MOP yields a set of solutions. In order to obtain a single

optimal solution, the set of objectives in Equation 2.2 is often replaced by a scalar function that

is optimized, where this scalar function is commonly referred to as an aggregate objective func-

tion [37, 51].

The concept of Pareto optimality is central to multiobjective optimization [47, 49, 50, 52],

and within the presented method there is a need to characterize the competing nature of the

Pareto frontiers of multiple design concepts. Within the literature, this characterization is obtained

through the identification of a set of Pareto-optimal solutions through the use of Pareto filters that

either reduce the set of Pareto optimal solutions, [34, 53–55] or eliminate non-Pareto and locally

Pareto solutions [37, 56–59]. In particular, the concept of generating an s-Pareto frontier – re-

duction of the Pareto frontiers from a set of concepts into a single Pareto frontier – presented in

Mattson et al [37] has direct application to the balancing of the tradeoffs of a set of design con-

cepts needed within the presented method developments. Figure 2.5 illustrates the meaning of

non-dominance in the presence of multiple system concepts (bold line), for the minimization of

two objectives (µ1 and µ2), through the identification of a s-Pareto frontier. Similar to a Pareto

frontier, each solution comprising the s-Pareto frontier, graphically demonstrated in Figure 2.5, is
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said to be s-Pareto-optimal [37] because there are no other feasible designs from any other concept

that are better in all objectives.

s-Pareto
Frontier

µ1

µ2

Design
Concept 3

Design
Concept 2

Design
Concept 1

Figure 2.5: A feasible design space (shaded) for objectives 1 and 2. The s-Pareto frontier (bold line) represents the
most desirable set of solutions in the feasible space for this minimization-minimization problem with three possible
design concepts.

Within the literature, s-Pareto frontier identification methods include directly evaluating

an MOP (see Problem 2.2 below), Pareto filters that find s-Pareto solutions among sets of Pareto

optimal solutions [54, 55], eliminating non-Pareto and locally Pareto solutions with Pareto filters

[37, 44, 58], and combinations of these methods. In particular, the method presented in Mattson

and Messac 2003 [37] for generating an s-Pareto frontier by reducing the Pareto frontiers from

disparate system concepts into a single s-Pareto frontier has direct application to the balancing of

the tradeoffs of a set of system concepts needed within the presented research.

A generic MOP formulation yielding a set of optimal solutions – those belonging to a

s-Pareto frontier – is presented as follows:

Problem 2.2: Generic s-Pareto multiobjective optimization problem statement

D := {(x(k)∗1 ,x(k)∗2 , ...,x(k)∗
n(k)x

)} (2.6)
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x(k)∗ defined by:

min
k

{
min
x(k)

{
µ
(k)
1 (x(k), p(k)), µ

(k)
2 (x(k), p(k)), ..., µ

(k)
nµ

(x(k), p(k))
}

(nµ ≥ 2)
}

(2.7)

subject to:

g(k)q (x(k), p(k))≤ 0 ∀ q ∈ {1, ...,n(k)g } (2.8)

h(k)v (x(k), p(k)) = 0 ∀ v ∈ {1, ...,n(k)h } (2.9)

x(k)jl ≤ x(k)j ≤ x(k)ju ∀ j ∈ {1, ...,n(k)x } (2.10)

where k denotes the k-th design model, D is now a set containing all values of x(k)∗ for each s-

Pareto-optimal design obtained through the evaluation of the MOP; µ
(k)
i denotes the i-th generic

design objective; x(k) is a vector of design variables for the k-th design model; and p(k) is a vector

of design parameters for the k-th design model. It should be noted that, once again, the above MOP

does not yield a unique solution, and that the common method to obtain a single optimal solution

is to replace the right-hand-side of Equation 2.7 with an aggregate objective function [37].

It should be noted that although Figures 2.4 and 2.5 only provide 2-dimensional (2-objective)

representations of the solutions to Problems 2.1 and 2.2 respectively, the presented MOP formula-

tions are not limited to 2-dimensional cases. For problems where nnµ
= 3, the results of Problems

2.1 and 2.2 result in 3-dimensional surfaces. Figure 2.6 demonstrates this result for Problem 2.1,

where Figure 2.6(a) illustrates a 3-dimensional feasible space, and Figure 2.6(b) illustrates the re-

sulting 3-dimensional Pareto surface assuming all objectives are minimized. For problems where

nnµ
> 3, the results of Problems 2.1 and 2.2 are hyper-surfaces, and are therefore ill-suited for

graphical representation. For this reason, although the MOP formulations presented in this dis-

sertation will be applicable in n-dimensions, all graphical representations of generic MOP formu-

lations provided hereafter will be represented in 2-dimensions in order to remain consistent with

Figures 2.4 and 2.5.

Fundamental in the optimization-based method described in this dissertation, is the need

to balance the trade-off in product performance over time due to changes in preferences, environ-

ments, concepts, and analysis models. Recognizing that these changes over time can be viewed as
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Figure 2.6: Representation of a 3-dimensional (3-objective) evaluation of Problem 2.1, where (a) illustrates
a 3-dimensional feasible space, and (b) illustrates the resulting 3-dimensional Pareto surface for a minimization-
minimization problem.

a series of anticipated optimization scenarios, a review of multi-scenario optimization literature is

now provided.

With the rise of mass customization, the engineering and science communities are being

compelled to look for designs that are appropriate for groups of applications, rather than a single

application [60, 61]. In order to address this need to consider multiple scenarios simultaneously,

three approaches are observed in the literature.

1. Optimize an aggregate performance function: This approach is characterized by the use

of a function that seeks to combine the performance of the product/system for each of the

scenarios being considered into a single aggregate performance value that is then optimized

[62–67]. The result of this approach is a single-objective optimization that only returns a

single optimal design.

2. Optimize the worst case scenario: This approach evaluates the performance of the prod-

uct/system for each scenario, identifies the scenario where the system has the worst perfor-

mance, and then optimizes the performance of that scenario [60,68]. For cases where there is
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a single performance value (objective), this approach results in a single optimal design. Oth-

erwise, multiobjective cases will result in the identification of a Pareto frontier representing

the trade-offs between the worst case performance measures.

3. Collect the objectives for each scenario into a single multiobjective problem: This approach

formulates a single MOP, where the objectives of this MOP are the collection of all of the

identified objectives for each scenario [60, 67, 69]. The result of this approach is a multiob-

jective optimization that returns a Pareto frontier/surface.

Research Needs: It should be observed that for the first two multi-scenario optimization ap-

proaches described above, the optimization problem is typically for a single objective or function.

Consequently, these approaches do not identify sets of Pareto designs, and the performance trade-

offs between different scenarios are therefore difficult to observe (i.e., the aggregate or worst case

performance does not readily present decision-makers the performance information of the prod-

uct/system during individual scenarios). In addition, the third multi-scenario approach seeks to

preserve the performance information for the different scenarios by obtaining a Pareto frontier rep-

resenting the performance trade-offs between the identified scenarios, but does not capture how the

product compares to the Pareto frontiers that could be obtained for the individual design scenarios.

As such, none of these approaches effectively observes the trade-off between the multi-scenario

optimization and the equivalent single scenario optimizations. In part, this is due to the form of

the traditional MOP (see Problema 2.1 and 2.2 above), and the inherent inability to easily evalu-

ate multiple scenarios both individually, and simultaneously, without requiring the formulation of

multiple MOP’s (one MOP for each scenario, and one that uses the resulting Pareto frontiers to

simultaneously optimize for all the scenarios). Therefore, a new MOP formulation that efficiently

evaluates multiple scenarios is needed.

In reference to the method presented in this dissertation, it is also important to remember

that, like most areas of engineering, research in the area of multiobjective optimization has experi-

enced stages of evolution [70]. The first generation of research in multiobjective optimization fo-

cused on the development of theory and algorithms [71–73]. The second generation focused on the

development of methods of using these algorithms to support general engineering [37,59,74]. The

third (current) generation is using/combining/expanding these methods and algorithms in ways that
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improve design identification, selection, and/or exploration [2, 11, 12, 75–88] (e.g. making prod-

ucts more difficult to reverse engineer). Therefore, this work does not develop a new algorithm for

multiobjective optimization, but instead shows how a series of optimization routines can be used in

a novel way to develop a single product that is capable of traversing a changing (dynamic) s-Pareto

frontier through the addition of modules.

2.3 Optimization of Modular Products

The literature states that designers are often skeptical regarding the advantages of modularity [89].

This is largely due to the inferior performance commonly obtained by modular designs compared

to equivalent custom built optimal alternatives [90, 91]. Attempts to address various issues in

modular product design such as planning for commonality, optimizing the degree of commonality

and finding the optimum settings for the common modules have been made [7, 92, 93].

In order to implement an optimization routine, the determination and formulation of ob-

jectives and constraints representing the performance of the product/system to be optimized is

required. The use of a number of methods to address this need when optimizing modular prod-

ucts have been proposed, including: (i) defining rules and metrics for evaluating the effects of

modularity [94, 95]; (ii) evaluating the performance in terms of the design requirements and

cost [7, 96, 97]; (iii) identifying the trade-offs resulting from shared systems, subsystems, and/or

components [69, 98]. Although, it is noted that many of the above mentioned metrics are actually

measuring efficiency rather than engineering measures of performance [95].

The literature shows that a desirable product family can be identified from among the de-

signs comprising the Pareto frontier [11,12,37] obtained through the evaluation of a multiobjective

problem (see Section 2.2). These previous developments evaluate and select product family mem-

bers from among the set of Pareto designs by considering the design’s unique performance and

common features compared to other designs in the product family (a critical part of product fam-

ily design). For example, one method of identifying module and platform variables is through

the use of Pareto-filtering methods that explore the effects of each variable on the objective space

performance [11, 12].
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Additional methods that have been used with the intent of optimizing a modular product

or product family include the following: (i) genetic algorithms [7, 99]; (ii) compromise decision

support problems using goal programming [26, 95, 100–102]; (iii) MOP formulations identifying

the Pareto surface based on commonality constraints used to define the common elements of the

various product variants [7,69,103]; (iv) target cascading [98]; (v) integer-programming optimiza-

tion formulations [92]; (vi) selection-integrated optimization [30]; (vii) design-under-uncertainty

method [104]; (viii) flexible design methodology [105]; (ix) state-feedback-control law [106]; and

(x) robust concept exploration methods [100, 101, 107, 108].

Research Needs: While there exists useful elements in the literature on the subjects of multiob-

jective optimization and product modularity and adaptability, a method for finding balance in

the context of changing customer needs (preferences), implementation environments, design

concepts, and analysis models is needed to fulfill the objective of this dissertation identified in

Section 1.1. Similar to traditional multiobjective optimization approaches, the method presented

in this dissertation seeks non-dominated (optimal) solutions. However, the presented method ex-

pands upon traditional approaches to provide the desired adaptability by using a series of strate-

gically constructed MOP formulations to select modular product designs, within anticipated re-

gions of interest, based on two characteristics of the design. The first is the solution’s ability to

expand/adapt to satisfy known changes in preferences, environments, concepts, and models over

time. The second is the solution’s ability to minimize the offset of each modular configuration from

a set of non-modular Pareto-optimal solutions characterizing the known preference, environment,

concept, and model changes (i.e., offset from a changing/dynamic s-Pareto frontier).

2.4 Collaborative-Product Design

As described in Section 1.2, part of the research presented in this dissertation explored

alternative modular product design strategies. As a result, collaborative-products, a new category

of modular products, was defined/identified. The definition of a collaborative-product is one that

is created when physical components from two or more products are temporarily recombined to

form another product capable of performing additional tasks. As such, collaborative-products have
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great potential to increase the task-per-cost ratio of a set of products by reducing the number of

products required to perform a given number of tasks.

In order to facilitate the identification of optimal products sets capable of being recombined

to create a collaborative-product, a seven-step design method was developed (see Figure 2.7). At

each step, the method guides the designer in making decisions, gathering needed information,

and implementing design practices. The method also incorporates an optimization routine that

identifies the optimal set of collaborative products. This optimization matches the component

functions of the products in the set to a target product while seeking to minimize both the number

of products in the set, and the number of components of the products that are not used to create the

collaborative product. For a detailed discussion of each step see Morrise et al 2011 [4].

Perform Product Search

Decompose Products into

Components

Identify Optimized Product

Sets

Select Product Set
Product Set

Acceptable?
No

Yes

Add Missing Components

Identify Interfaces
Complete Detailed Product

Design

No

Yes

Yes

No

1

2

3

4

5

6 7

Extend

Product

Search?

Extend

Product

Search?

Figure 2.7: Seven-Step method for designing Collaborative products [109].
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Some of the industries that could benefit from these types of products are payload conscious

industries such as aerospace and backpacking, and income generating products for those in extreme

poverty. Though few in number, examples of existing products that fit into this new category of

modular products can be found on the market today in kitchen tools (e.g., salad tongs created by

joining a serving spoon and serving fork) and carpenter’s tools (e.g., a combination square that is

created by joining a ruler and small level). An example of a simple collaborative-product developed

using this method is a block plane (see Figure 2.8(a)). This block plane is collaboratively created

using a chisel (see Figure 2.8(b)) and sanding block (see Figure 2.8(c)). Other theoretical examples

of collaborative-products identified through this method include an apple peeler and a brick press.

(a) (b) (c)

Figure 2.8: (a) Collaborative block plane created by combining the components of a (b) chisel and (c) sanding block.

Through these examples the need for an optimization method capable of balancing the

performance trade-offs in creating a collaborative-product from a set of products was observed. As

a result, a four-step method that replaces the final two steps of the method presented in Figure 2.7

was developed, and is provided in Figure 2.9.

It should be noted that the completed research presented in this section represents the

Masters research of Jacob Morrise [4, 109] and Nick Wasley [110]. Due to the emphasis on

optimization-based modular product design within this dissertation, research collaboration was

focused on the refinement of the method and implemented optimization routines.
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2 Define the Areas of Acceptable Pareto Offset

1

4 Identify/Select the Optimal Product Designs

3
Identify the Designs that Collaboratively Fall
within the Areas of Acceptable Pareto Offset

Characterize the Collaborative Design Space of the
Product Set and Collaborative Product

0
Morrise Steps 1-7 for Designing Collaborative

Products

Figure 2.9: Four-Step method for Collaborative product design optimization [110].

2.5 Design Principles Identification

The most successful design methods use design principles that are important to a target

market to guide development efforts/decisions [111, 112]. In addition, these principles can be

viewed as indicators of the information and customs that are most important to the identified target

market. Consequently, the better these principles are understood, the higher the probability that

design efforts will result in a successful product.

In situations where these principles are not explicitly known or understood, designers will

often focus on principles they have observed in other design experiences [20]. However, when de-

signing products for unfamiliar markets this approach has a higher risk of failure, especially when

these markets are unfamiliar due to the geographical locations and cultural differences between the

market and the designers [113–116].

In order to facilitate the identification of design principles, the five-step method presented

in Figure 2.10 was developed. A complete description of each of the identified steps in Figure 2.10

is presented in Campbell et al 2011 [5], along with two case study method implementations.

The first case study establishes a point of reference by applying the method to best sell-

ing products in the US (study identified 19 design principles). The second case study applies the
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1
Identify the Target Market and Gather

Information on Existing Products

2
Identify Product Characteristics

Combine Duplicate Characteristics
Filter A

3 Extract the Generalized Product
Characteristics

Compile and Combine Duplicate
Characteristics

Filter B

4 Identify Possible Root Causes of the
Generalized Product Characteristics

Combine Duplicate
Root Causes

Filter C

5
Identify the Design Principles

Combine Duplicate
Design Principles

Filter D

Figure 2.10: Flow chart describing a five-step method for identifying design principles.

method to products created for the developing world (study identified 21 design principles). The

resulting principles from the two case studies were analyzed and compared to highlight the sim-

ilarities and differences between the identified principles. An illustration of how the identified

principles compared for the two case studies is shown in Figure 2.11 in the form of a Venn Dia-

gram. The list of principles identified for each case study is presented in Campbell et al 2011 [5].

Through these case studies and subsequent comparisons, it was concluded that the pre-

sented method enables designers to successfully identify the principles for specific markets, includ-

ing the developing world. It should be noted that the research presented in this section represents

the Masters research of Robert Campbell [5, 117]. Due to the potential of design principles to en-

able designers to identify/quantify/incorporate information and customs into optimization models
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Identified Design Principles

United States 

Total Principles: 19

Developing World 

Total Principles: 21

163 5

Common Principles Unique Principles

Figure 2.11: Illustration of the number of common and unique design principles identified for two case study
implementations of the design principles identification method presented in Figure 2.10.

and decision making, research collaboration was focused on the refinement and implementation of

the presented method.

2.6 Summary of Research Needs

From the review of published literature and parallel research developments in collaborative prod-

uct design and design principle identification provided in this chapter, there are four key research

needs that are addressed through the research presented in this dissertation. The first is to enable

the identification of product family platforms that facilitate modularity, even if maximum variable

commonality is not explicitly obtained. The second is the ability to drive module-enabled perfor-

mance as close to predicted future performance needs as possible, without regard to the diversity

of those future needs. Third is the identification of a new MOP that efficiently evaluates multiple

scenarios resulting from changes in preferences, environments, concepts, and models to obtain the

dynamic s-Pareto frontier. Finally, the fourth is a method for finding balance in the context of these

known changes by expanding traditional/developed approaches to use dynamic s-Pareto frontiers

to improve the identification and selection of modular products/systems.
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CHAPTER 3. PHASE 1 METHOD DEVELOPMENT: TRAVERSING PARETO FRON-
TIERS

In this chapter, the first phase in the development of a multiobjective optimization design

method providing a Pareto-optimal product and module designs capable of satisfying changes in

customer needs over time is described for single Pareto frontier design cases [75, 78].

3.1 Optimization-Based Method for the Identification of Platforms and Modules that Ac-
count for Changing Needs

By its nature, a Pareto frontier contains many optimal, yet functionally different, designs repre-

senting all optimal product candidates. To satisfy changes in customer needs over time through the

addition of modules requires the strategic selection of these Pareto-optimal designs based on their

ability to facilitate adaptability. Figure 3.1 illustrates the intent of the method to satisfy changing

customer needs by selecting a Pareto-optimal product platform design which, through the addition

of modules, expands to other Pareto-optimal designs. The first (µ1) and second (µ2) objectives are

represented along the horizontal and vertical axis, respectively.

Through further examination of Figure 3.1, it is seen that the platform design, shown as

µ(1), adapts to become µ(2) through the addition of Module 1. Through this approach, the platform

and subsequent modules, provide the desired product performance resulting from the changing

customer needs as represented by µ(1), µ(2), µ(3), and µ(4). Figure 3.2 provides a flow chart that

illustrates the five primary steps of the multiobjective optimization design method developed in this

chapter. This method is a first step in meeting the identified research objectives from Section 2.2 of

developing a method for finding balance between multiobjective optimization and product modu-

larity and adaptability in the context of changing customer needs. Each of these steps is described

in the following sections.
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Design

Figure 3.1: Graphical representation of the intent of the method to provide a product that expands from one Pareto-
optimal design to another through the addition of modules.

3.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjective design space to evaluate and characterize

the effects of each design variable on the objective space performance, and is accomplished through

the evaluation of an MOP as described in Section 2.2. Recalling that the result of the evaluation of

an MOP as presented in Section 2.2 is a Pareto frontier, it should be noted that it is the responsibility

of the designer to identify an appropriate Pareto frontier generation method based on the specifics

of the design problem being addressed.

It should also be noted that the Pareto frontier identified at this stage of the method does not

represent optimal modular-product designs, but is the characterization of a non-modular product.

The purpose of this Pareto frontier is to inform the designer what the best possible solutions are,

and will be used to guide and inform the optimization of the modular-product in Step E.

3.3 Step B: Define Anticipated Regions of Interest

The second step of the method captures the predicted changes in customer needs over time and

enhances the ability of an optimizer to select the designs that are optimal for adaptation, as il-

lustrated in Figure 3.1, by identifying designs within Anticipated Regions of Interest. Although

one of the assumptions used in developing this method is that these anticipated regions of interest
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Selected?
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Figure 3.2: Flow chart describing the five-step multiobjective optimization design method developed in this chapter.

are known, potential methods of identifying these regions could include the use of focus groups,

surveys, market observation (i.e. identification of a series of current benchmark products), etc.

For each anticipated region of interest presented in Figure 3.3, a new MOP, with a reduced

design space, is defined by additional objective constraints based on known changes in customer

needs. For example, for the left most region of interest in Figure 3.3(b) the objective µ1 is con-

strained by µ
(1)
1,l ≤ µ

(1)
1 ≤ µ

(1)
1,u , where µ

(1)
1,l and µ

(1)
1,u are prescribed. The result is the bounding of

the MOP to search the design space within the geometric shape of the anticipated region of inter-

est. Further definition of the anticipated region of interest is unnecessary due to the function of a

MOP of finding solutions along the Pareto frontier. For the examples presented in Figure 3.3, the

information capturing the changes in customer needs over time for each design in the set would be
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Figure 3.3: Representation of the construction of Anticipated Regions of Interest for known changes in customer
needs for three intervals. The anticipated regions of interest in (a) provide inequality constraints for µ1. The anticipated
regions of interest in (b) provide inequality constraints for µ1, and µ2.

expressed as additional boundary constraints for the acceptable values of µ1 and µ2. In the event

that the anticipated region of interest restricts the optimizer to an infeasible space, a compromise

in the acceptable range of the objectives for the infeasible region of interest is required, or a new

non-modular design concept/model must be considered which provides feasible solutions within

the desired region of interest.

It should be noted that there are inherent uncertainties related to the identification of the

anticipated regions of interest. For this phase of the research these uncertainties are ignored. The

incorporation of uncertainty analysis and mitigation methods is provided in the fourth phase of the

research developments presented in Chapter 9 of this dissertation.

3.4 Step C: Select Platform Variables

The third step of the method uses the Pareto frontier within the regions of interest identified pre-

viously to identify those variables which are best suited as platform variables (xp). This may be

accomplished through the use of Pareto-filtering methods as described in Section 2.1 or any other

suitable method. In cases where a concept of how the product is intended to expand through module

addition has previously been identified (i.e., variables which are best suited as platform variables

are already known), this step simplifies to the providing of that information for the remaining steps
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of the method. In addition, as is illustrated in Figure 3.4, by selecting platform variables, it is likely

that the Pareto frontier will shift. This shift represents a loss in the best possible performance due

to the restricting of design variable values. To ensure that the resulting shift in the Pareto frontier

has not produced a shift that places an anticipated region of interest in what is now infeasible space,

Steps A and B of the method must be repeated as shown in Figure 3.2.

µ1

µ2

µ1u
(3)µ1l

(1) µ1u
(1) µ1l

(2) µ1u
(2) µ1l

(3)

Old
Frontier

Shifted
Frontier

Figure 3.4: Illustration of the expected shift in the Pareto frontier from Figure 3.3 due to the selection of platform
variables. The anticipated regions of interest presented in Figure 3.3(a) are also shown.

3.5 Step D: Select the Optimal Design Within Each Region of Interest

The fourth step of the method is to develop the n-dimensional optimization routine used to select

the optimal design in each anticipated region of interest and identify the accompanying design

variable values. The resulting optimal design set (Da) containing all variable values is obtained

through the following single-objective optimization formulation:

Problem 3.1: Optimization Formulation for Optimal Adaptive Product Identification

Da := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x∗(i)a,1 ,x∗(i)a,2 , ...,x∗(i)a,nxa

) | ∀i ∈ {1,2, ...,nt}} (3.1)
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x∗p ,x
∗(i)
a defined by:

min
xp,x

(i)
a

{
1
nt

nt

∑
i=1

J(i)(x(i)a ,xp, p(i))

}
(3.2)

where:

J(i) = w(i)
1 ·µ1(x(i)a ,xp, p(i))m+, ...,+w(i)

nµ
·µnµ

(x(i)a ,xp, p(i))m (nµ ≥ 2) (3.3)

subject to:

g(i)q (x(i)a ,xp, p(i))≤ 0 ∀q ∈ {1, ...,n(i)g } (3.4)

h(i)v (x(i)a ,xp, p(i)) = 0 ∀v ∈ {1, ...,n(i)h } (3.5)

xa, j,l ≤ x(i)a, j ≤ xa, j,u ∀ j ∈ {1, ...,nxa} (3.6)

xp,r,l ≤ xp,r ≤ xp,r,u ∀r ∈ {1, ...,nxp} (3.7)

µ
(i)
y,l ≤ µ

(i)
y ≤ µ

(i)
y,u ∀y ∈ {1, ...,n(i)µ̃

} (3.8)

where the adjustable variables (xa) represent all non-platform design variables (variables that are

either scaled or discretely adjusted); xp is the vector of platform design variables; nt is the an-

ticipated number of time-steps, scenarios, or changes in preferences and/or environments; m is a

compromise programming power [51]; w(i)
1 ,w(i)

2 , ...,w(i)
nµ

are weights associated with the local pref-

erence within each region of interest; the set Da represents the set of all design variable values of

x∗a and x∗p obtained through the evaluation of the MOP; the subscript nµ̃ in Equation 3.8 indicates

the additional objective constraints needed to define the anticipated regions of interest; and the

superscript (i) on p, g, and h indicates the possibility that parameters and constraints are different

(non-constant) for each design in the set Da. It is important to note that Problem 3.1 will result in

a single solution within each region of interest.

From the optimization formulation presented in Problem 3.1, it is seen that for each design

– indicated by the superscript (i) – in the set Da, the values of x∗p are required to be the same for all

D(i)
a , while the values of x∗(i)a are not. In addition, the solution of Problem 3.1 will result in a set of

designs that are located along the Pareto frontier within each region of interest.

Figure 3.5 is a representation of how the solution to Problem 3.1 for the set of antici-

pated regions of interest and the shifted Pareto frontier are used to identify the values of x∗p and
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Figure 3.5: Theoretical selection of (a) the values of xp and x(i)a that result in (b) Pareto-optimal solutions within
the set of anticipated regions of interest and shifted Pareto frontier from Figure 3.4 and the optimization problem
formulation presented in Problem 3.1.

x∗(i)a . In addition, Figure 3.5 shows how the intent of the proposed method to strategically se-

lect Pareto-optimal designs based on their ability to facilitate adaptability is satisfied through the

implementation of Problem 3.1.

3.6 Step E: Develop Modules That Move From One Region of Interest to Another

By this step in the process, the set Da now contains all variable values that can be used to develop

the module designs. Developing these designs is now a matter of constrained module design –

modules are designed in a manner that constrains them to provide a specified progression in product

performance when added to a specific embodiment of the product while only using the variable

values from set Da. It should be noted that in order to do this, the designer must develop predictive

design models for each of the modules that will be designed. As such, to complete this final step of

the method, and obtain the module designs requires the following: (i) Select a modular architecture

type, (ii) Identify the platform design and module interfaces, (iii) Determine the desired number

of modules and modular progression, and (iv) Identify and calculate the values of module design

variables. Each of these four parts is briefly discussed.

Select a modular architecture type: Of the four types of modularity identified in the liter-

ature (see Section 2.1), Slot-modular architecture and Bus-modular architecture are best suited for
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implementation in the present method due to the use of platform designs. The decision of which

architecture type to be used depends on the desired functionality of the product and modules as a

whole.

Identify the product platform design and module interfaces: Prior to the identification of

modules, one of the designs in set Da must be identified as the product platform design. In order

to facilitate adaptability, the platform design is generally identified as the design contained in Da

with the most commonality. In addition, the module interfaces must be specified according to the

modular architecture type selected previously, and any other related interfacing design activities

must be performed (i.e. begin defining the design model(s) describing the module(s)).

Determine the desired number of modules and the modular progression: With a knowl-

edge of the modular architecture type that is desired, it is now possible to determine the number

of modules (nm) that are desired. The identification of nm requires a knowledge of the manner

in which the product is intended to expand. For the slot/bus-modular cases the maximum and

minimum values for nm obtained for all possible module progression sequences are identified as

follows.

nm,max =
nt−1

∑
n=1

n (3.9)

nm,min = nt−1 (3.10)

it follows that the selected value of nm is an integer satisfying the condition:

nm,min ≤ nm ≤ nm,max

Using the integer value of nm that is desired, it is now possible to create an nm-by-2 matrix

(δ ) dictating the desired progression from one design contained in set Da to another. As a note,
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the first entry of the δ matrix (δ1,1) is generally the platform design from set Da identified in the

previous section. A generic construction of a δ matrix is presented as follows:

δ =


α1 β1

α2 β2
...

...

αnm βnm

 (3.11)

where α and β respectively refer to the starting and the ending designs of the set Da that each

module is bridging. This information is used in the final step to refer to the values of xa needed to

design each module.

Identify and calculate the values of module design variables: The identification of mod-

ule designs first requires that the development of the design model(s) describing the module(s)

be completed, and those variables that are best suited to characterize the modules be identified –

module variables (xm). This identification of module variables can be performed using the same

methods described previously for identifying platform variables (i.e., Pareto filtering, concept gen-

eration, or any other suitable method). In cases where a designer knows which variables are best

suited as module variables for manufacturing a modular product, this process of variable identi-

fication simplifies to the providing of that information for the module design routine presented

below. Using this information, and the information provided in δ and Da, a generic n-dimensional

constrained module design routine is presented below.

Problem 3.2: Optimization Problem Formulation for Constrained Module Design

Dm := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x∗(i)m,1 ,x

∗(i)
m,2 , ...,x

∗(i)
m,nxm

) | ∀i ∈ {1,2, ...,nm}} (3.12)

x∗m is defined by:

min
xm

J(i) =
∣∣∣∣∣∣µ(β )− µ̂

(i)
∣∣∣∣∣∣ (3.13)

where:

α = δi,1 (3.14)
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β = δi,2 (3.15)

µ̂
(i) = µ

(α)+∆µ̂
(i) (3.16)

defined by:

µ
(α) =

(
µ1|x∗(α)

a ,x∗p ,p(α), µ2|x∗(α)
a ,x∗p ,p(α), ..., µnµ

|
x∗(α)

a ,x∗p ,p(α)

)
(nµ ≥ 2) (3.17)

µ
(β ) =

(
µ1|x∗(β )a ,x∗p ,p(β )

, µ2|x∗(β )a ,x∗p ,p(β )
, ..., µnµ

|
x∗(β )a ,x∗p ,p(β )

)
(nµ ≥ 2) (3.18)

∆µ̂
(i) =

(
∆µ̂1(x(i)m ,x∗p , p̂(i)), ∆µ̂2(x(i)m ,x∗p , p̂(i)), ..., ∆µ̂nµ

(x(i)m ,x∗p , p̂(i))
)

(nµ̂ = nµ) (3.19)

where Dm is the set of values and variables of x∗p and x∗m for each module design; µ(α) and µ(β )

characterize the objective space performance of the base (α) and target (β ) designs; µ̂(i) represents

the objective space performance of design α when used in conjunction with the i-th module; ∆µ̂(i)

represents the change in objective space performance from design α to µ̂(i); and x∗m represents the

value(s) and variable(s) that characterize ∆µ̂ .

In examining Problem 3.2 it is seen that for each design in the set Dm, the values of x∗p

are the same as those contained in set Da. Also, if the variables contained in x∗a are geometric

(i.e., lengths, widths, heights), x∗m represents the change of the geometric values of the variables

that produce the desired ∆µ(i). If the variables contained in x∗a are non-geometric (i.e., technology

selection, hardware selection, software selection), x∗m provides the information needed to create the

bridge between x∗a from design α to design β and provide the desired ∆µ(i).

With completion of the constrained module design process, a product capable of adapting

to changes in customer needs over time through the addition of modules is achieved. In addition,

each configuration of the product obtained through the addition of modules provides the optimal

performance according to the objectives provided in Problem 3.1 (see Section 3.5).

In the following chapter, the development of a modular unmanned air vehicle is provided

as an example of the implementation of the method described in this chapter.
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CHAPTER 4. PHASE 1 EXAMPLE: UNMANNED AIR VEHICLE (UAV) DESIGN

The example that follows shows the application of the multiobjective optimization design method

presented in Chapter 3 in the creation of a small (wingspan (b) ≤ 2.5 meters) modular UAV. In

addition, the ability of the method developed in the previous section to provide platform and mod-

ule designs capable of satisfying three different operating conditions and parameters representing

changing customer needs over time is shown.

4.1 UAV Design & Multiobjective Optimization

Others have shown the benefits of using multiobjective optimization based methods in UAV design.

For example, in Gonzalez et al. [118], a framework in which optimization problems can be ana-

lyzed along with the use of evolution strategies incorporating concepts of multiobjective optimiza-

tion, hierarchical topology, asynchronous evaluation of candidate solutions, and parallel computing

is implemented in bi-objective (drag and weight) UAV wing plan-form optimization examples. In

Jun et al. [119] a new method of collaborative optimization (multi-level decomposed methodology

for a large-scale multidisciplinary design optimization) is presented and implemented in the design

of an aircraft wing. Rajagopal and Ganguli [120] demonstrate the use of a Multiobjective Genetic

Algorithm (MOGA) in the bi-objective (endurance and wing weight) optimization of a low speed,

long endurance UAV. In Viswamurthy and Ganguli [121, 122] optimization techniques are used to

obtain the Pareto frontier for a bi-objective (hub vibration and flap control power) optimization of

the location of trailing-edge flaps on a helicopter.

In each case, as seen in these articles, multiobjective optimization has extended the de-

signers capabilities and made newer and better designs achievable. The developments presented

in this dissertation also extend the capabilities of the designer and make newer and better designs

achievable. Specifically, the method enables the designer to anticipate and plan for changing needs,
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and to subsequently design modular UAVs capable of being optimally adjustable to the needs of

differing mission profiles.

Chapter Nomenclature:

Dturn Distance traveled in a complete 360◦ UAV turn (m)

D̂turn Distance traveled per degree of turn (m/o)

E Surveillance elevation of a UAV mission profile (m)

ĝ Acceleration due to gravity (m/s2)

ηmax Maximum load factor

θ Degree of UAV turn (o)

L Temperature lapse rate (K/m)

Lm Module wing extension lengths (m)

M Molar mass of dry air (kg/mol)

mt Total mass of the UAV (kg)

me Mass of onboard equipment like cameras, batteries, computers, etc. (kg)

mf Mass of the UAV fuselage (kg)

mw Mass of the UAV wings (kg)

p̀0 Sea level standard atmospheric pressure (Pa)

p̀ Atmospheric pressure at E (Pa)

ρ Density of air at E (kg/m3)

R Universal gas constant (J/(mol·K))

Rturn Minimum radius of turn of the UAV (m)

Sref Reference wing area (m2)

T Temperature of air at E (K)

T0 Sea level standard temperature (K)

Tlost Time lost in a 180◦ UAV turn (s)

T̂lost Time lost per degree of turn (s/o)

T̂lost,max Maximum time lost allowed per degree of turn (s/o)

tw Equivalent thickness of a rectangular cross-section wing (m)

V Mission cruise velocity (m/s)
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4.2 Modular UAV Concept & Mission Profile Definitions

For the scale of aircraft addressed in this example, design traditionally involves the optimization

of performance objectives for a set of operating conditions and mission parameters, traditionally

expressed through a mission profile. Drive for the development of this modular UAV stems from

the need to have a fleet of aircraft that meet the needs of a diverse range of mission profiles, or

accept losses in performance of the aircraft due to changes in operating conditions and parameters

when the aircraft is used for missions other then it was designed for. To overcome this disparity,

a concept wing design for a modular UAV is developed (see Figure 4.1) to provide the ability to

optimally expand the design of the aircraft (see Figure 4.2) between missions through the addition

of modules. The intent of this concept is not to provide details on the manner or mechanics of how

these modules would be attached, but to simply provide an idea of how a UAV could be optimally

expanded through modules.

Module 1

Module 2

Platform
Design

Fuselage c
A1 A2tw

c

A1 = A2

b

Figure 4.1: Schematic of a concept modular UAV wing design that provides the ability to optimally satisfy different
mission profiles.

Figure 4.2 provides an illustration of the three mission profiles considered in this example.

The first profile corresponds to a low altitude mission with relatively open terrain that reduces the

need to quickly turn the aircraft. The second profile also represents a lower altitude mission, but

needs to be able to execute turns more quickly due to increased numbers of visibility obstructions
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(bushes, trees, boulders, etc.). The third profile corresponds to high altitude, mountain terrain

surveillance that requires more maneuverability (quicker turns) to avoid elements of the mountain

terrain.

Mission

1

3
2

1.85 sec
2.25 sec
2.85 sec

180o Min Turn
Time Allowable

El
ev

at
io

n
(E

)

1600 m

500 m

150 m

V3 = 15-18 m/s

V2 = 12-16 m/s

V1 = 10-15 m/s
400 m

1500 m

Climb Cruise/Surveillance Descent

0 m

2.0 sec
2.5 sec
3.0 sec

180o Max Turn
Time Allowable

Figure 4.2: Schematic of the three mission profiles used in the UAV example.

4.3 Method Implementation

Inspection of Figures 4.1 and 4.2 reveal the platform variable best suited for manufacturing this

concept design as the average cord length (c̄). Assumptions made in this example are as follows:

(1) The numbers assigned to the mission profiles do not correspond to a desired sequence of mis-

sions (i.e., the mission profiles can be executed in any order). (2) During surveillance operations

of the mission profiles, the UAV flies at constant altitude. (3) The aircraft has sufficient thrust for

a sustained turn [123]. (4) The coefficients of lift (CLmax) and thrust ( CTmax) are constant and equal

1.2 and 0.1 respectively [123]. (5) The UAV is being designed for remote location surveillance

operations where useful data is not captured when the aircraft executes a turn. Additionally, the

operator must carry all needed equipment. Therefore, the design objectives for this problem are to

minimize the surveillance time lost per degree of UAV turn (T̂lost) and the total mass of the UAV

(mt). (6) Density (ρw) of the wing material does not change with changes in b. As a note, the

wing material is assumed to be 1.9 lb EPP foam. Current design approaches increase wing density

where the wing connects to the fuselage as the wings lengthen to provide more strength [124].
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In the concept presented in Figure 4.1, this final assumption requires that the connection between

the fuselage and wings be designed for the maximum wing span possible. The mass associated

with this connection is accounted for in mf. The complete formulation of the single-objective op-

timization problem and identification of anticipated regions of interest based upon the information

provided in Figure 4.2 for this example is as follows.

Problem 4.1: UAV Example – MOP Formulation

Da := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x(i)∗a,1 ,x(i)∗a,2 , ...,x(i)∗a,nxa

) | ∀i ∈ {1,2,3}} (4.1)

x∗p ,x
∗
a defined by:

min
x(i)a xp

(
1
3

) 3

∑
i=1

(
T̂lost(x(i)a ,xp, p(i))+mt(x(i)a ,xp, p(i))

)
(4.2)

where:

xp = {c̄} (4.3)

x(i)a =
{

V (i) b(i)
}

(4.4)

p(i) =
{

me mf ρw tw T0 L p̀0 R M E(i)
}

(4.5)

subject to:

T̂ (i)
lost− T̂ (i)

lost, max ≤ 0 (4.6)

T̂ (i)
lost, min− T̂ (i)

lost ≤ 0 (4.7)

V (i)
l ≤V (i) ≤Vu (4.8)

1.1m≤ b(i) ≤ 2.5m (4.9)

0.09m≤ c̄≤ 0.17m (4.10)

where:

T̂ (i)
lost =

D̂(i)
turn

V (i)
(4.11)

m(i)
t = me +mf +m(i)

w (4.12)
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Table 4.1: Values of the constant parameters of p(i) needed to evaluate Problem 4.1.

Constant Parameters
me (kg) mf (kg) ρw (kg/m3) tw (m) T0 (K) L (K/m) p̀0 (Pa) R (J/(mol·K)) M (kg/mol)

0.25 1.5 30.435 0.06 288.5 0.0065 101325 8.31447 0.0289644

with supporting equations:

m(i)
w = ρwS(i)reftw (4.13)

S(i)ref = c̄b(i) (4.14)

T (i) = T0−LE(i) (4.15)

p̀(i) = p̀0

(
1− LE(i)

T0

)( ĝM
RL )

(4.16)

ρ
(i) =

p̀(i)M
RT (i)

(4.17)

η
(i)
max =

ρ(i)(V (i))2S(i)refCLmax

2m(i)
t ĝ

(4.18)

R(i)
turn =

(V (i))2

ĝ
√
(η

(i)
max)2−1

(4.19)

D(i)
turn =

πR(i)
turnθ

180
(4.20)

D̂(i)
turn =

D(i)
turn

θ
(4.21)

T (i)
lost =

D(i)
turn

V (i)
(4.22)

where each of the terms in the preceding equations are defined in the Nomenclature section of this

Chapter.

Values of the elevation (E), T̂lost, max, and T̂lost, min, along with the lower (Vl) and upper (Vu)

limits of the mission cruise velocities for the different designs presented in Tables 4.1 and 4.2 are

obtained from the mission profiles presented in Figure 4.2. Values of T0, L, p̀0, R, and M presented
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Table 4.2: Values of the non-constant objective limits, adjustable variable limits, and parameters
of p(i) needed in Problem 4.1 to obtain the i-th design of set Da.

Adjustable Variable Limits Objective Limits Parameters
i Vl (m/s) Vu (m/s) T̂lost, min (s/◦) T̂lost, max (s/◦) E (m)
1 10 15 1.85/180 2.0/180 150
2 12 16 2.25/180 2.5/180 500
3 15 18 2.85/180 3.0/180 1600

Table 4.3: Variable and objective values obtained through evaluation of Problem 4.1 for the i-th
design of set Da.

Variables Objectives
i c̄∗ (m) V ∗ (m/s) b∗ (m) m∗t (kg) T̂ ∗lost (s/◦) ⇒ Tlost (s)
1 0.17 15 2.4635 2.5147 0.0103 ⇒ 1.8617
2 0.17 16 1.8259 2.3168 0.0127 ⇒ 2.2923
3 0.17 18 1.3857 2.1802 0.0159 ⇒ 2.8708

in Table 4.1 come from the 1976 International Standard Atmosphere document [125]. The variable

tw represents an equivalent thickness of the wings – approximates the wing cross sectional area as

a rectangle (See Figure 4.1). Equations used to evaluate the unmanned air vehicle’s objective space

performance (see Eqs. 4.11 and 4.12) are derived from equations presented in Nigam et al (see Eqs.

4.18 and 4.19) [123]. Equations used to calculate the density of air (see Eqs. 4.16–4.18 above)

as a function of E are obtained using the ideal gas law assumption [126]. Evaluation of Problem

4.1 was performed using a multiobjective genetic algorithm, and complete results indicating the

variable and objective values of each design are presented in Table 4.3.

Through the evaluation of Problem 4.1 above, the set Da now contains all variable values

needed to develop the module designs (see Table 4.3). Prior to developing the module designs,

information on the type, number, and desired progression of modules that are to be used to obtain

the Pareto-optimal designs contained within set Da is needed. Using the information provided in

Figure 4.1, it can be seen that a bus-modular approach was selected for this example. Examination

of the nature of the xa variables reveals that the differences in the variable b for each design in Da

is geometric, and therefore the design with the most commonality is the design with the smallest
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length of b∗ (D(3)
a ). Using this information, the desired number of modules to be developed (nm) is

chosen to be two, and the δ matrix is constructed in the following equation:

δ =

 3 2

2 1

 (4.23)

Formulation of a constrained module design routine of the form presented in Problem 3.2

is presented as follows.

Problem 4.2: UAV Example – Constrained Module Design

Dm := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x(i)∗m,1 ,x

(i)∗
m,2 , ...,x

(i)∗
m,nx̂m

) | ∀i ∈ {1,2}} (4.24)

x∗m is defined by:

min
xm

J(i) =
(

µ
(β )− µ̂

(i)
)2

(4.25)

defined by:

µ̂
(i) = µ

(α)+∆µ̂
(i) (4.26)

µ
(α) =

(
T̂ (α)

lost |x(α)∗
a ,x∗p ,p(α), m(α)

t |x(α)∗
a ,x∗p ,p(α)

)
(4.27)

µ
(β ) =

(
T̂ (β )

lost |x(β )∗a ,x∗p ,p(β )
, mt(β )|x(β )∗a ,x∗p ,p(β )

)
(4.28)

∆µ̂
(i) =

(
∆T̂ (i)

lost, ∆m(i)
t

)
(4.29)

where:

x(i)m = {L(i)
m ,V (β )∗} (4.30)

x∗p = {c̄∗} (4.31)

α = δi,1 (4.32)

β = δi,2 (4.33)
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Table 4.4: Variable values of the platform and module designs obtained through evaluation of
Problem 4.2.

Platform Design Module Designs
Variables Values Units Variables Module # 1 Module # 2 Units

c̄ 0.17 (m) Lm 0.2201 0.3188 (m)
b 1.3857 (m) V 16 15 (m/s)
V 18 (m/s)

∆T̂ (i)
lost = T̂lost

(
(b(α)∗+2L(i)

m ),V (β )∗, c̄∗, p(β )
)
− T̂lost

(
b(α)∗,V (α)∗, c̄∗, p(α)

)
(4.34)

∆m(i)
t = mt

(
(b(α)∗+2L(i)

m ),V (β )∗, c̄∗, p(β )
)
−mt

(
b(α)∗,V (α)∗, c̄∗, p(α)

)
(4.35)

L(i)
m = 0.5(b(β )∗−b(α)∗) (4.36)

where all variables in the preceding equations are defined in the Nomenclature section of this

Chapter.

Results of the evaluation of Problem 4.2, as well as the variable values of the platform

design are presented in Table 4.4.

4.4 Results & Discussion

Results of the evaluation of Problem 4.2 above (see Table 4.4 for complete summary) provide the

variable values needed to describe the module designs. With completion of the constrained module

design process, a UAV capable of adapting to three different mission profiles through the addition

of modules is achieved. Figure 4.3 provides a graphical representation of the Pareto frontier for

the 3 regions of interest defined in Problem 4.1, along with the objective values for the solutions

to Problem 4.1 (indicated by the symbol “◦”) and Problem 4.2 (indicated by the symbol “×”).

Confidence in the representation of the Pareto frontier provided in Figure 4.3 is two-fold: (1) A

comparison of the desired boundary points of each region of interest provided in Table 4.2 and the

end points of the Pareto frontier within each interest region of Figure 4.3 reveals that the obtained

boundary points match those provided in Table 4.2. (2) The solid line approximation of the Pareto

frontier in each region of interest was obtained by connecting straight lines to a set of 60 Pareto

points within each region of interest which were distributed between the corresponding boundary
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points. In addition, Figure 4.3 illustrates the ability of each configuration of the UAV obtained

through the addition of modules to provide the desired Pareto-optimal performance according to

the objectives, parameters, and constraints provided in Problem 4.1, and thus satisfy the intent of

the design method. The side of the Pareto frontier representing feasible solutions is indicated by

the direction of the ∧ symbols placed along the frontier.
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Figure 4.3: Graphical representation of the Pareto frontier for the 3 regions of interest defined in Problem 4.1, along
with the plotted solutions to Problem 4.1 (indicated by the symbol “◦”) and Problem 4.2 (indicated by the symbol
“×”). The plot shows that each configuration of the UAV obtained through the addition of modules provides the
desired Pareto-optimal performance from Problem 4.1. The side of the Pareto frontier representing feasible solutions
is indicated by the direction of the ∧ symbols placed along the frontier.
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CHAPTER 5. PHASE 2 METHOD DEVELOPMENT: TRAVERSING S-PARETO FRON-
TIERS

In this chapter, the second phase in the development of a multiobjective optimization design

method providing a Pareto-optimal product and module designs capable of satisfying changes in

customer needs over time is described for s-Pareto frontier design cases [77, 79, 80].

5.1 Accounting for Changing Needs With Multiple Design Concepts

Similar to the Pareto frontier, an s-Pareto frontier contains many optimal, yet functionally differ-

ent, designs representing all optimal product candidates. However, an s-Pareto frontier represents

the optimal product candidates from disparate design concepts – distinct product ideas that have

evolved to the point that there are parametric models that represent the performance of the prod-

ucts [37]. Recalling from Chapter 3 that to satisfy changes in customer needs over time through

the addition of modules requires the strategic selection of Pareto designs based on their ability

to facilitate adaptability, the focus of this chapter is to demonstrate how the method presented in

Chapter 3 can be expanded to incorporate the strategic selection of s-Pareto designs.

Figure 5.1(a) illustrates the intent of the expanded method to satisfy changing customer

needs by selecting an s-Pareto-optimal product platform design which, through the addition of

modules, expands to other s-Pareto designs. As was the case in Figure 3.1 (reproduced in this

chapter as Figure 5.1(b)), the first (µ1) and second (µ2) objectives are represented along the hori-

zontal and vertical axis, respectively. From Figure 5.1(a) it is seen that the platform design, shown

as µ(1), adapts to become µ(2) through the addition of Module 1. In like manner, the subsequent

target designs identified as µ(3), and µ(4) are also achieved through Modules 2 and 3 respectively.

In comparing Figures 5.1(a) and (b), it can be seen that the phase 1 method developments

presented in Chapter 3 would be represented by µ(2) being a platform design, and Module 2, which

scales of the system design from µ(2) to µ(3) on the same frontier. As such, the method extensions
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Figure 5.1: (a) Graphical representation of the intent of the expanded method to provide a product that expands from
one s-Pareto-optimal design to another through the addition of modules. (b) Repeated illustration from Figure 3.1.

presented in this chapter are to also enable the identification of modules that can span different

concepts (Modules 1 and 3 in Figure 3.1).

Figure 5.2(a) provides a flow chart that illustrates the six primary steps of the expanded

multiobjective optimization design method developed in this chapter. By comparing Figure 5.2(a)

and Figure 3.2 (reproduced in this chapter as Figure 5.2(b)) it can be seen that the major difference

between Figures 5.2(a) and (b), is the insertion of an additional step between Steps C and D of

Figure 5.2(b) in which the s-Pareto frontier within the anticipated regions of interest is assembled.

Although Steps A-C and E-F of Figure 5.2(a) appear to be identical to Steps A-E of Figure 5.2(b),

due to the use of multiple design concepts, the MOP formulations, and functions of these steps,

must necessarily change. The expanded function of each of these steps is described in the following

sections.

5.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjective design space to evaluate and characterize

the effects of each design variable on the objective space performance. As presented in Figure

5.3, when multiple design concepts are needed to satisfy the future product needs, this step of the
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Figure 5.2: (a) Flow chart describing the six-step multiobjective optimization design method developed in this
chapter. (b) Repeated illustration from Figure 3.2.

method requires that an MOP for each design concept be evaluated and represented in the same

design space (i.e., Pareto frontier of each concept is identified).

5.3 Step B: Define Anticipated Regions of Interest

A key idea of the presented method is that changes in the desired system performance are equiv-

alent to changes in the desired values of one or more design objectives. To that end, the second

step of the method captures the predicted changes in product/system needs over time, and repre-
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sents them as Anticipated Regions of Interest of the multiobjective design space, as illustrated in

Figure 5.4.
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Figure 5.4: Representation of the construction of Anticipated Regions of Interest for known changes in customer
needs for three intervals. The anticipated regions of interest in (a) provide inequality constraints for µ1. The anticipated
regions of interest in (b) provide inequality constraints for µ1, and µ2.

For each anticipated region of interest presented in Figure 5.4, a new MOP, with a reduced

design space, for the corresponding design concepts is defined by additional objective constraints

based on known changes in customer needs. Further definition of the anticipated region of interest

is unnecessary due to the function of a MOP of finding solutions along the s-Pareto frontier. For
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the examples presented in Figure 5.4, as was the case for the examples provided in Figure 3.3,

the information capturing the changes in customer needs over time for each design in the set is

expressed as additional boundary constraints for the acceptable values of µ1 and µ2.

In considering the identification and characterization of future needs, it is observed that

such needs fall into two classes. The first class involves needs that are known or reasonably pre-

dicted (e.g., cost reductions over time, availability of increased CPU speeds, better gas mileage).

The second class involves needs that are not yet known or not reasonably predicted. Note that

this chapter does not attempt to address the complexities of identifying this second class of un-

known needs. However, some potential methods that could be used in identifying/characterizing

future needs are: (i) to identify external drivers of change and then identify components that are

likely to change in response [93], and (ii) to gather information by adapting common methods for

identifying current needs (e.g. focus groups, surveys, observation). In terms of the method pre-

sented in this chapter, once again it will be assumed that future needs are known or can be reliably

characterized as anticipated regions of interest.

5.4 Step C: Select Platform Variables

The third step of the method uses the disparate Pareto frontiers within the anticipated regions of

interest identified previously to identify those variables that are best suited as platform variables

(xp). As is illustrated in Figure 5.5, by selecting platform variables, it is likely that the Pareto

frontier of the different design concepts will shift. To insure that the resulting shift in the Pareto

frontiers has not placed an anticipated region of interest in what is now infeasible space, Steps A

and B of the method must be repeated as shown in Figure 5.2(a).

Identifying platform variables across multiple concepts can be noticeably more difficult

than doing the same for a single concept model. The following guidelines for selection can ease

this difficulty: (i) platform variables should be common across all concept analysis models, (ii)

platform variables should be related to concept features that do not need to change over time, and

(iii) platform variables should cause minimal variation along the Pareto frontiers within many (if

not all) anticipated regions of interest. As described in Yearsley and Mattson [12], one approach to

identify minimal variation is to calculate the standard deviation of each common design variable

47



µ1u
(3)µ1l

(1) µ1u
(1) µ1l

(2) µ1u
(2) µ1l

(3) µ1

µ2

Old
Frontiers

Shifted
Frontiers

Figure 5.5: Illustration of the expected shift in the Pareto frontiers from Figure 5.4 due to the selection of platform
variables. The anticipated regions of interest presented in Figure 5.4(a) are also shown.

for all concept-specific Pareto points within the regions of interest. However, any other suitable

method may be used.

It is observed that as the number of concepts and regions of interest increases, the likelihood

of identifying a suitable platform decreases. This is due to the reduced likelihood of identifying

system concepts that all lend themselves to facilitating modularity across the identified regions

of interest. As such, the ability of the method to provide good solutions is dependent on: (i) the

designers selection of concepts; and (ii) the level to which the concepts lend themselves to modu-

larity. In situations where a good platform cannot be identified for a given set of system concepts

and regions of interest, the designer should ask the following question: In order to progress the

design, is there a subset of concepts that a platform can be identified for?

If the answer to this question is yes, then the designer has two options: (i) Use the identified

subset of concepts and continue with the method (subset must contain solutions in all identified

regions of interest); or (ii) Alter/replace any concept(s) to incorporate the identified platform or

a different platform. If the answer to this question is no, then there is no modular design that

can satisfy the identified needs. As such, the designer has two options: (i) Refine the regions of

interest; and/or (ii) Alter/replace the considered concepts to enable the identification of a common

platform.
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5.5 Step D: Assemble the s-Pareto Frontier Within Each Region of Interest

The fourth step of the method identifies the platform-constrained solutions from the various sys-

tem concepts within each region of interest that are best suited as s-Pareto – globally optimal –

solutions. Notice that because the platform-constrained Pareto frontier of each system concept

was obtained in the previous step of the method, the current step may be easily accomplished

through the use of Pareto-filtering methods as described in Section 2.2. Alternatively, the s-Pareto

frontier can be generated directly based on the chosen platform variables and regions of interest

using Problem 2.2. or any other suitable method. Figure 5.6 illustrates the result of this step of the

method.
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(3) µ1

µ2

s-Pareto
Frontier

Figure 5.6: Illustration of the resulting s-Pareto frontier within the anticipated regions of interest from Figure 5.4(a).

5.6 Step E: Select the Optimal Design Within Each Region of Interest

The fifth step of the method implements an optimization routine to select one design within each

region of interest that will be used in the final step of the method as targets for the platform and

module combinations developed. The resulting optimal design set Da, containing all variable val-

ues of x∗p and x∗(i)a , is obtained through the following optimization formulation:
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Problem 5.1: s-Pareto MOP Formulation for Optimal Adaptive Product Identification

Da := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x∗(i)a,1 ,x∗(i)a,2 , ...,x∗(i)

a,n(i)xa

) | ∀i ∈ {1,2, ...,nt}} (5.1)

x∗p ,x
∗(i)
a , and n(i)xa defined by:

min
xp,x

(i)
a

{
nt

∑
n=1

w(i)J(i)(x(i)a ,xp)

}
(5.2)

where:

J(i)(x(i)a ,xp) = min
k

{
min

x(k)a , xp

J(k)(x(k)a ,xp)

}
(5.3)

subject to:

g(k)q (x(k)a ,xp, p(k))≤ 0 ∀q ∈ {1, ...,n(k)g } (5.4)

h(k)v (x(k)a ,xp, p(k)) = 0 ∀v ∈ {1, ...,n(k)h } (5.5)

xa, j,l ≤ x(k)a, j ≤ xa, j,u ∀ j ∈ {1, ...,n(k)xa } (5.6)

xp,r,l ≤ xp,r ≤ xp,r,u ∀r ∈ {1, ...,nxp} (5.7)

µ
(k)
y,l ≤ µ

(k)
y ≤ µ

(k)
y,u ∀y ∈ {1, ...,n(k)

µ̃
} (5.8)

where the adjustable variables (xa) represent all non-platform design variables (variables that are

either scaled or discretely adjusted) for each design concept; k, 1 ≤ k ≤ ndm, denotes the k-th de-

sign concept; w(i) are weights associated with the local preference within the i-th region of interest;

J(i) and J(k) are aggregate objective functions for the i-th region of interest and k-th concept re-

spectively; and the superscript (k) on p, g, and h indicate that parameters and constraints can be

different (non-constant) for each system concept. It should be noted that the introduction of the

superscript k in Problem 5.1 captures the extension of the presented method from a single system

concept to multiple concepts. As such, if nc = 1, Problem 5.1 reduces to the original formulation

presented in Problem 3.1.

Figure 5.7 is a representation of how the solution to Problem 5.1 for a set of three antic-

ipated regions of interest and the corresponding s-Pareto frontiers are used to identify the values
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Figure 5.7: Theoretical identification of the values of xp and x(i)a for a set of three anticipated regions of interest and
s-Pareto frontier from the MOP formulation presented in Problem 5.1.

of x∗p and x∗(i)a . In addition, Figure 5.7 illustrates the outcome of evaluating Problem 5.1, which

is the identification of a single system design (µ(i)
1 , µ

(i)
2 ) within each region of interest defined by

Equation 5.8.

Considering the design objective space performance of each design identified through Prob-

lem 5.1, the final step of the method identifies the variables and values of the module specific design

variables (xm) that target the performance of the identified designs in Da.

5.7 Step F: Develop Modules That Move From One Region of Interest to Another

By this step in the process, the set Da now contains all variable values that can be used to develop

the module designs. Developing these designs is now, as was described in Section 3.6, a matter

of constrained module design. To complete this final step of the method and obtain the module

designs requires the following:

1. Select a modular architecture type – Identify the desired functionality of the platform and

modules as a whole, and select an applicable modular architecture [20, 127].

2. Identify the system platform design and module interfaces – The target system identified

through Problem 5.1 with the most commonality to the other target designs is selected as the
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platform. Module interfaces are then defined based on the selected architecture type (i.e.,

begin developing concept module designs).

3. Determine the desired number of modules and modular progression – Identify the number

of modules to be developed, and the corresponding module progression matrix (δ ) defin-

ing the intended module progression sequences (i.e., a module connecting µ(1) and µ(2) in

Figure 5.1(a) would correspond to a row entry of [1 2] in δ ). Additional information on

the form and definition of δ is provided in Section 3.6. It should be noted that in situations

where the desired modular progression bridges two or more different concepts, modular

system/product concepts must now be developed that are capable of creating the needed

connections between concepts.

4. Identify and calculate the values of module design variables – Complete the development

of all module concepts, and determine the optimal values of the module specific design

variables (x∗(i)m ) that will enable the combined platform and modules to obtain the target

system performances identified in Problem 5.1.

For more detailed information on each of these four parts, see Section 3.6. The expanded

n-dimensional optimization problem formulation for constrained module design is presented as

follows:

Problem 5.2: s-Pareto Optimization Problem Formulation for Constrained Module Design

Dm := {(x∗p,1,x∗p,2, ...,x∗p,nxp
,x∗(i)m,1 ,x

∗(i)
m,2 , ...,x

∗(i)
m,n(i)xm

) | ∀i ∈ {1,2, ...,nm}} (5.9)

x∗m is defined by:

min
xm

J(i) =
∣∣∣∣∣∣µ(β )− µ̂

(i)
∣∣∣∣∣∣ (5.10)

where:

α = δi,1 (5.11)

β = δi,2 (5.12)

µ̂
(i) = µ

(α)+∆µ̂
(i) (5.13)
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defined by:

µ
(α) =

(
µ1|x∗(α)

a ,x∗p ,p(α), µ2|x∗(α)
a ,x∗p ,p(α), ..., µnµ

|
x∗(α)

a ,x∗p ,p(α)

)
(nµ ≥ 2) (5.14)

µ
(β ) =

(
µ1|x∗(β )a ,x∗p ,p(β )

, µ2|x∗(β )a ,x∗p ,p(β )
, ..., µnµ

|
x∗(β )a ,x∗p ,p(β )

)
(nµ ≥ 2) (5.15)

∆µ̂
(i) =

(
∆µ̂1(x(i)m ,x∗p , p̂(i)), ∆µ̂2(x(i)m ,x∗p , p̂(i)), ..., ∆µ̂nµ̂

(x(i)m ,x∗p , p̂(i))
)

(nµ̂ = nµ) (5.16)

where all variables and functions are as described in Section 3.6. It should also be noted that

the current formulation now allows the variables contained in xm to be different for each module

designed (See Equation 5.9).

With completion of the constrained module design process, a product capable of adapting

to changes in customer needs over time through the addition of modules is achieved. In addition,

each configuration of the product obtained through the addition of modules provides the optimal

performance according to the objectives provided in Problem 5.1 (see Section 5.6).

In the following chapter, the development of a hurricane and flood resistant modular resi-

dential structure is provided as an example of the implementation of the method described in this

chapter.
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CHAPTER 6. PHASE 2 EXAMPLE: HURRICANE & FLOOD RESISTANT STRUC-
TURE

Over the past 30 years, the frequency and intensity of tropical cyclones has steadily increased [128].

In Latin America alone, approximately 2.5 million people were made homeless by cyclones and

other natural disasters between 1990 and 1999 due in large part to the quality of local infrastructure

[128]. As a result, international entities, including the World Bank, have called for the development

of infrastructure solutions capable of withstanding these increasingly occurring disasters [128].

One implemented concept for addressing this challenge within residential markets is to el-

evate the living space above the expected flood levels [129]. Building on this idea, this section

presents a tri-objective implementation of the phase 2 method developments described in Chap-

ter 5, involving four hurricane and flood resistant residential structure design concepts. Represent-

ing these concepts as plane frames, a graphical summary of each concept and the assumed loading

conditions is provided in Figure 6.1. It is recognized that the concepts presented in Figure 6.1

could be presented as parameterized versions of each other. However, in order to illustrate the abil-

ity of the method to account for multiple system concepts, each is analyzed with a distinct concept

analysis model.

6.1 Plane Frame Analysis Model Assumptions

In order to analyze the concept plane frame models represented in Figure 6.1, the following

assumptions are made:

1. Column sections are selected from among 28 AISC sections ranging from W12X336 to

W12X16.

2. Beam sections are selected from among 57 AISC sections ranging from W33X169 to W18X35,

all with width between 0.1524 and 0.3048 meters.
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Figure 6.1: Graphical summary of four hurricane and flood resistant residential structure concepts and assumed
plane frame loading conditions.

3. Cross brace sections are selected from among 35 AISC hollow square sections ranging from

HSS6X6X5/8 to HSS18X6X1/4, all with width of 0.1524 meters.

4. Topology optimization that maintains symmetry in concepts 3 and 4 is performed for all

cross braces shown in Figure 6.1.

5. The uniformly distributed wind load (wwind) is 9.46 kN/m.

6. The uniformly distributed weight load (wweight) is 10.95 kN/m.

7. The triangular distributed flood water load (swater) is 6.34 kN/m.

8. The allowable inter-story drift is 0.01016 meters.

9. All joints connected to ground are assumed to be fixed.

10. The connections for shared beam joints are constrained to be the same for displacements and

rotations.
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11. The safety factor for buckling is 2.

12. The cost to material volume ratio of the structure is 1.

13. The allowable normal stress (σallow) is 206842.72 kN/m2 for column and beam sections, and

190295.3 kN/m2 for cross brace sections.

14. The allowable shear stress (τallow) is 137895.15 kN/m2 for column and beam sections, and

126863.53 kN/m2 for cross brace sections.

15. Half of the width of the first bay (L1) can be values in 0.1524 meter increments between

2.286 and 4.572 meters.

16. The width of the second bay plus half of the width of the first bay (L2) can be values in

0.1524 meter increments between 6.858 and 13.716 meters.

17. Columns and beams on the same level all have the same respective cross section.

18. Cross braces in the same bay and level have the same cross section.

19. The structures are assumed to extend 9.144 meter out of plane (used to calculate livable

area).

6.2 Method Implementation

Prior to implementing the method described in Chapter 5, the objectives are identified as

(1) minimize cost (C); (2) minimize the max stress to allowable stress ratio (σ̂max = σmax/σallow);

and (3) maximize the livable area of the building (A in m2) . Using these objectives, the bounds of

four anticipated regions of interest in terms of these objectives are provided in Table 6.1.

Figure 6.2 provides a graphical illustration of the candidate s-Pareto target designs identi-

fied within each region of interest through Step D of the method. These results were obtained using

a custom multiobjective genetic algorithm (population = 500, blend crossover rate = 0.4, mutation

rate = 0.2, and number of generations = 1200) tailored to search all regions of interest simultane-

ously. Analysis of the optimization objectives (C, σ̂max, and A) for the plane frame structures were

performed using a matrix stiffness computer program developed in Balling 2009 [68].
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Table 6.1: Objective limits for the i-th anticipated region of interest.

Objective Limits
i C(i)

l C(i)
u σ̂

(i)
maxl σ̂

(i)
maxu A(i)

l A(i)
u

1 6500 9000 0 1 41.81 55.74
2 9600 12500 0 1 139.35 153.29
3 13000 17000 0 1 236.90 250.84
4 18000 25000 0 1 278.71 306.58

Results of the objective values for the optimal design set proceeding from Step E of the

method are presented in Table 6.2. It should be noted that the selected designs do not represent

platform and module designs. Instead, they represent the non-modular system designs chosen by

the method to be the best suited for conversion into platform and module designs in the remaining

steps of the method. To obtain these results, the regional weights required by Equation 5.2 of

Problem 5.1 are w(i) = {0.6,0.5,0.2,0.1}. These weights were selected based on the assumption

that aggregate objective function values for designs selected in the first two regions of interest are

more highly emphasized then in the last two regions. Although, it is noted that for this example the

sensitivity of the resulting target designs to the values of w(i) is very low. In addition, the aggregate

objective function required by Equation 5.3 is identified in Equation 6.1 as a Substitute Objective

Function [130, 131].

J(k) =
nµ

∏
j=1

 µ
(i)
j,max−µ

(k)
i

µ
(i)
j,max−µ

(i)
j,min

 (6.1)

where µ
(i)
j,max/min is the maximum/minimum non-shifted s-Pareto value of the j-th objective within

the i-th region of interest.

The cross-brace topology, along with the values of L1, L2 (See Figure 6.1), and the selected

cross sections is presented in Figure 6.3. Since the design selected in the fourth region of inter-

est also represents the designs from the other regions, this design is the only one represented in

Figure 6.3.

57



0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

x 104

0

0.2

0.4

0.6

0.8
0

600

1200

1800

2400

3000

3600

C

σmax

A

Concept/Region #2
Concept/Region #1

Concept/Region #3
Concept/Region #4

Key

^

Figure 6.2: The candidate s-Pareto target designs within each region of interest identified through Step D of the
method.

Table 6.2: Objective values of the optimal design selected within the i-th region of interest
(column 1) obtained through Step E of the method. The design concept (k) corresponding

to the design selected within each region is equal to the i-th region (see column 1).

Optimal Objective
Values

i,k C∗(i) σ̂
∗(i)
max A∗(i)

1 5969 0.6483 41.81
2 9489 0.4440 144.93
3 13009 0.3975 256.41
4 17102 0.6433 298.22

Prior to developing the module designs, information on the type, number, and desired pro-

gression of modules that are to be used to obtain the s-Pareto designs contained identified in Ta-

ble 6.2 is needed. For this example, a slot-modular approach was selected for the modular archi-

tecture [20, 78]. By examining the concepts presented in Figure 6.1, it is observed that the design

that is common to all other concepts will correspond to concept/region one (i.e., D(1)
a ). Using this

information, and the assumption that the customer preference is to progress sequentially from one
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Figure 6.3: Graphical representation of the optimal topology, along with the values of L1, L2, and the selected cross
sections corresponding to the fourth region of interest.

region to the next, the desired number of modules to be developed (nm) is chosen to be three. In

addition, the matrix δ (see Section 5.7), defining the desired modular progression, is constructed

in Equation 6.2. Columns 1 and 2 in δ respectively refer to the starting and target design in Da

for each module (rows in δ ). Note that although this example presents a modular progression that

is sequential (modules move sequentially through the regions of interest), the method is not con-

strained to do this (i.e., a module could be identified to result in a jump from interest region 1 to

interest region 3).

δ =


1 2

2 3

3 4

 (6.2)

Results from evaluating a constrained module design routine of the form presented in Prob-

lem 5.2 are presented in Table 6.3. The modular variables identified in Table 6.3 are: (i) the length

of the beam sections for module 1 (L1), (ii) the length of the beam sections for module 2 (L2), (iii)

the AISC cross-section of the top level columns (Sc), and (iv) the AISC cross-section of the top

level beam (Sb). All other variables defining the module designs are identified within the selected

platform design.

59



Table 6.3: Variable values of the module designs (i) obtained through evaluation of a constrained
module design routine of the form presented in Problem 5.2.

Module Variables
i L∗1 (m) L∗2 (m) Sc Sb

1 11.2776 – – –
2 – 11.2776 – –
3 – – W12X22 W21X48

6.3 Discussion of Results

With completion of the constrained module design process, a modular residential structure

capable of expanding through the addition of three different modules is achieved. To illustrate the

selected platform and three module designs identified in Table 6.3, Figure 6.4 is provided.
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W18X35
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W18X35
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Figure 6.4: Graphical representation of the selected platform and three module designs identified in Table 12.4.

It should be remembered that the anticipated regions of interest identified in Step B of the

method (see Table 6.1) represent what the customer/designer wishes to achieve over time. As such,

the identified solutions are deemed to be good for three reasons: (i) the designs identified in Step

E of the method (see Table 6.2) are within the designer-defined regions of interest; (ii) the selected

platform variables enabled the identified solutions to be located on the original Pareto frontiers of
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each concept (shift from s-Pareto frontier to accommodate modularity was minimized); and (iii)

modules that enable the system to traverse the identified s-Pareto solution set using the selected

platform were identified.

Due to the optimization formulations found in Steps E and F, these results are not surpris-

ing. The formulation in Step E serves to ensure that identified designs are within the regions of

interest, while the formulation of Step F ensures that the modules developed are as close to the

s-Pareto designs selected in Step E as possible.
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CHAPTER 7. PHASE 3 METHOD DEVELOPMENT: IDENTIFYING DYNAMIC S-
PARETO FRONTIERS

As described in Chapter 2, engineering design is a multifaceted decision making process that often

involves several conflicting design objectives. One facet that is not commonly considered is how

the resolution of conflicts changes over time. That is, how to consider changes in both the pref-

erences that dictate the selection of Pareto designs, and changes in the Pareto or s-Pareto frontier

itself over time. When developing a single product for multiple scenarios, a common approach in

multiobjective optimization is to combine the product performance in each scenario into a single

aggregate performance [131]. As a result, valuable information about the design space for individ-

ual scenarios is lost, and the effect of design decisions on the performance of a product in a given

scenario is difficult to interpret.

In terms of individual design scenarios, the idea of changing design selection due to changes

in preference is illustrated is Figure 7.1(a) where the points µ(1), µ(2), and µ(3) represent the de-

signs selected along the Pareto frontier (bold line) at times 1, 2, and 3 respectively. Recognizing

that Pareto/s-Pareto frontiers, and the resulting design space, may be dynamic due to model, con-

cept, or environmental changes, Figure 7.1(b) demonstrates the concept of both dynamic s-Pareto

frontiers and preferences. From these figures it is observed that in situations where these changes

can be predicted, these dynamic s-Pareto frontiers and preferences can and should be considered

when making design decisions in the present. Examples of situations where these changes could

be predicted include changes in manufacturing cost models due to economies of scale, planned

implementation of new technologies, ranges of known operating environments, and governmental

performance regulation changes (i.e., gas mileage requirements of vehicles).

This phase of the research explores the idea of dynamic s-Pareto frontiers and preferences.

Specifically, what they are (see Figure 7.1), how they are obtained (see Section 7.2), and how

they can be used to make better decisions in the present (See Chapter 8). In order to facilitate this

exploration, in Section 7.1 a discussion of the types of changes that existing methods could address
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Figure 7.1: (a) Design selections over time due to changing preference. (b) Design selections due to both changing
preference and changing models, concepts, and/or environment.

is provided. Section 7.2 presents a new optimization formulation capable of constructing dynamic

Pareto frontiers in the presence of known/predicted changes in preferences, models, concepts, and

operating environment.

7.1 Sources of Change & Existing Methods

As described in Section 2.2, the selection of a Pareto-optimal solution typically involves the con-

struction of an aggregate objective function that implements knowledge of the objective function

parameters and sometimes constraints to capture customer needs or preferences [131,132]. Within

the context of this dissertation, changes in Pareto solutions and preferences over time introduce

unique challenges in selecting Pareto-optimal solutions. These changes can result from preference,

model, concept, or environmental changes, where in this dissertation we assume the following de-

scriptions of these sources of change:

(i) Preferences refer to the customer desires/needs that dictate the selection of Pareto designs;

(ii) Models refer to the design models used to analyze a design;

(iii) Concepts refer to the design concepts that the design models analyze; and

(iv) Environment refers to the operating environment of the design concept;
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In order to illustrate what combinations of changes have received attention in multiobjective

optimization literature Table 7.1 is provided. Table 7.1 presents every possible combination of

these potential sources of change, along with references to chapters of this dissertation, and other

publications, presenting methods capable of allowing for the identified combination.

Table 7.1: Presentation of potential sources of change (columns 1-4), along with references
(column 5) to chapters of this dissertation, and other publications, that allow for the

indicated sources of change. For each combination, only sources of change with
an ”x” in the corresponding column are considered to change.

Sources of Change Publications
Preference Model Concept Environment Y/N Citations

x x x x N –
x x x N –
x x x N –
x x x Y Chapter 5, [24, 80, 133]

x x x N –
x x N –
x x Y Chapter 5, [24, 80, 133]
x x Y Chapters 3 & 5, [24, 30–32, 78, 80, 133]

x x N –
x x N –

x x Y Chapter 5, [24, 80, 133]
x Y Chapters 3 & 5, [24, 30–32, 78, 80, 133]

x N –
x Y [24, 133]

x Y [30, 30, 31, 31, 32, 32, 134–136]
Y Traditional MOP

It should be observed from Table 7.1 that publications exist that have the potential to allow

for changes in concept, preference, and environment, but are for specific design approaches (e.g.,

modular products [78, 80], families of products [24, 133], and reconfigurable/adaptable/flexible

systems [30–32]). In addition, it should be observed that no publications/methods exist for com-

binations that contain changes in design models. This gap in publications is in part due to the

form of the traditional MOP (see Section 2.2), and the inherent difficulty this formulation has in

adapting to an evolving design problem [83, 84]. As such, a new MOP formulation that efficiently
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identifies a dynamic s-Pareto frontier resulting from changes in preference, model, concept, and

environment is needed.

7.2 Generic Dynamic s-Pareto Frontier Formulation

The purpose of the dynamic MOP presented in this section is to overcome the inefficien-

cies of tradition MOP formulations in adapting to changes in preferences, concepts, models, and

environments by identifying the dynamic s-Pareto frontier for a series of known sources of change

combinations. The efficient identification of this dynamic s-Pareto frontier will then enable and

encourage the use of this information to guide and improve design decisions.

As MOP formulations change, what was a design parameter in one formulation could be

an inequality constraint in the next formulation. Thus to avoid confusion, any variable, param-

eter, constraint, or objective associated with a design is termed a design object [83, 84]. With

this understanding, we present a generic dynamic multiobjective optimization problem capable of

identifying the s-Pareto frontier for each time step:

Problem 7: Dynamic s-Pareto MOP Formulation

Dx := {(x∗(k
(t))

1 , ...,x∗(k
(t))

n(k
(t))

x

)|∀t ∈ (1,2, ...,nt)} (7.1)

x∗(k
(t)) is defined by:

min
k(t)

{
min
y(k(t))

{
µ
(k(t))
1 (x(k

(t))), ..., µ
(k(t))

n(k
(t))

µ

(x(k
(t)))

}
(n(k

(t))
µ ≥ 2)

}{
k = 1, ...,n(t)k

}
(7.2)

subject to:

x(k
(t))

l,i ≤ x(k
(t))

i ≤ x(k
(t))

u,i {i = 1, ...,n(k
(t))

x } (7.3)

where:

µ
(k(t)) = χ

(k(t)) · x(k
(t)) (7.4)
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Table 7.2: Conditions for specifying design objects and object limits.

Design Object xi Condition

Minimized Objective χ
(k(t))
i,i = 1

Maximized Objective χ
(k(t))
i,i =−1

Non-Objective χ
(k(t))
i,i = 0

Inequality Constraint x(k
(t))

l,i 6= x(k
(t))

u,i AND i > n(k
(t))

y

Equality Constraint x(k
(t))

l,i = x(k
(t))

u,i AND i > n(k
(t))

y

Design Variable x(k
(t))

l,i 6= x(k
(t))

u,i AND i≤ n(k
(t))

y

Design Parameter x(k
(t))

l,i = x(k
(t))

u,i AND i≤ n(k
(t))

y

χ
(k(t)) =


χ
(k(t))
1,1 . . . 0
... . . . ...

0 . . . χ
(k(t))

n(k
(t))

x ,n(k
(t))

x

 (7.5)

x(k
(t)) =

[
y(k

(t))
1 , ...,y(k

(t))

n(k
(t))

y

,z(k
(t))

1 (y(k
(t))), ...,z(k

(t))

n(k
(t))

z

(y(k
(t)))

]T

(7.6)

n(k
(t))

x = n(k
(t))

y +n(k
(t))

z (7.7)

where x(t) is a vector composed of independent (y(k
(t))) and dependent (z(k

(t))) design objects at

time step t; and the objectives identifier matrix, χ(k(t)), is a diagonal matrix for time step t, where

χ
(k(t))
i,i ∈ {−1,0,1}.

It should be noted that, with a few exceptions, Problem 7 is very similar to the generic

s-Pareto MOP formulation (Problem 2.2) presented in Section 2.2. For instance, the nature of x

has changed to include independent and dependent design objects, while in Problem 2.2, x only

contained independent design variables. The role of each design object is determined by Equa-

tions 7.3–7.5, and the conditions determining a design object’s behavior are summarized in Ta-

ble 7.2 [83, 84]. Additionally, we note that Problem 7 is minimized over y(k
(t)) rather than x(k

(t)) to

ensure that the problem is mathematically valid.

It should be noted that Problem 2.2 and Problem 7 will yield the same s-Pareto frontier for

a given t. However, the benefit of the formulation of Problem 7, is that the MOP is established to
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be able to quickly and efficiently identify the dynamic s-Pareto frontier for all selected values of

t. As such, the ability to use this information to guide and improve design decisions is provided.

In the next chapter, implementation of the presented dynamic formulation and the ability of the

resulting dynamic s-Pareto frontier to improve design decisions is illustrated through a simple

aircraft example with three design scenarios.
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CHAPTER 8. PHASE 3 EXAMPLE: SIMPLE AIRCRAFT DESIGN PROBLEM

This chapter implements the formulation presented in Problem 7 (see Section 7.2) for an example

based on numerical aircraft performance models presented in Heintz (2002) [137] and Nigam and

Kroo (2008) [123]. Motivation for this example comes from the Lockheed C-130 Hercules, which

was designed in 1951 to meet the needs of the Korean War [138]. Initial design requirements of

the C-130 specified cargo capacity, the ability to take off from short airstrips, and the ability to

fly slow enough for paradrops. Though different from the missions considered in the design, the

C-130 has also successfully operated as a cargo transport, a refueling aircraft, a weather reconnais-

sance aircraft, and a combat gunship. To perform these new missions the aircraft was modified to

meet these roles after being produced as standard C-130 models, providing a versatility that has

made the platform a success [139]. In light of the focus of this dissertation and the various mod-

ifications that the C-130 has received over the years, the question arises of how the C-130 might

have been designed if the many different missions this aircraft would need to perform were known

and considered during the aircraft’s development. Building from the concept of this question, the

given example sets forth a method of illustrating how an optimization problem can be formulated

to account for many different changes.

For this example all identified sources of change described in Section 7.1 are considered.

Changes in preference and environment are represented in three scenarios as a series of changes

in the aircraft mission profile for each scenario/time-step. Figure 8.1 provides the generic mis-

sion profile implemented in this example. The mission parameters shown in Fig. 8.1 are defined

with the model descriptions provided in Section 8.1. The three profiles implemented in this exam-

ple correspond to (1) a bombing mission (high sprint speed and high cargo weight), (2) a cargo

transportation/drop mission (both medium sprint speed and cargo weight), and (3) a high altitude

surveillance mission (low sprint speed and low cargo weight).
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Figure 8.1: Generic mission profile used to define the needed aircraft performance at different time-steps. Parameter
definitions are provided in Section 8.1.

A summary of the concepts and objectives considered at each time-step are provided in

Table 8.1, where W is the total aircraft weight, P is a measure of the aircraft take-off/climb per-

formance, and T̂lost is the surveillance time lost per degree of turn. Changes in aircraft concepts

are differentiated by the ranges of available engine power (ϕ) in billion horse power (bhp), maxi-

mum flaps down lift coefficient (CL,fd), and the aircraft wing span (b) in feet. Changes in concepts

over time are represented in Table 8.1 by the introduction of Concept 3 at time-step two, and the

removal of Concept 1 at time-step three. Changes in model are also represented in Table 8.1 by

the introduction of a new objective and corresponding analysis model for the final time-step. The

introduction of T̂lost as an objective in the final time-step (t = 3) indicates that for this mission the

aircraft will be performing surveillance tasks, and consequently needs to be able to turn as quickly

as possible, which assumes that no usable surveillance is captured while executing a turn.

Table 8.1: Summary of the concepts and objectives considered at each time-step (t).

t Concepts Objectives
1 1, 2 min{W, P}
2 1, 2, 3 min{W, P}
3 2, 3 min{W, P, T̂lost}
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8.1 Analysis Model Descriptions

In order to identify the s-Pareto frontiers at each time-step (obtain the dynamic s-Pareto

frontier) for the objectives identified in Table 8.1 requires two analysis models. The first model

calculates values of P and W , and comes from Heintz (2002) [137]. The needed analysis functions

are provided below:

Wf = E · rf ·ϕ (8.1)

Wu = Wf +Wc (8.2)

W = Wu · (1+ reu) (8.3)

Sfd =
391W

V 2
s,fd ·CL,fd

(8.4)

Sc =
391W

V 2
s,c ·CL,c

(8.5)

S = max(Sfd,Sc) (8.6)

Vmax = 180 3

√
ϕ

S+100
(8.7)

P =

(
W
S

)
·
(

W
ϕ

)
(8.8)

A =
b2

S
(8.9)

Vz =
7000 · 4

√
A

W/ϕ
(8.10)

Zmax = 16 ·Vz (8.11)

V̂max =

 max(Vcr ,Vsp ) , for t 6= 2

max(Vcr ,Vsp ,Vturn ) , else
(8.12)

Ẑmax = max(Zcr ,Zsp ) (8.13)

The second model calculates values of T̂turn, and comes from Nigam and Kroo (2008) [123].

The needed analysis functions are provided below:

ηmax =
1.0752 ρ V 2

turn ·S ·CL,c

W − Wf
4

(8.14)
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Rturn =
2.1503 V 2

turn

g
√

η2
max−1

(8.15)

D̂turn =
π Rturn

180
(8.16)

T̂lost =
D̂turn

Vturn
(8.17)

where the variable definitions in the above models, along with any other variables implemented in

this example are given as follows.

ϕ Engine horse power (bhp)

rf Fuel consumption rate (lbs/hr-bhp)

E Required endurance (hrs)

Wf Useful load (lbs)

Wc Weight of cargo and occupants (lbs)

Wu Useable weight (lbs)

reu Ratio of empty weight to usable weight (lbs/lbs)

Vs,fd Stall velocity with wing flaps down (mph)

CL,fd Coefficient of lift with wing flaps down

W Total Aircraft Weight (lbs)

Sfd Area of flaps down wings (ft2)

CL,c Coefficient of lift with clean wings

Vs,c Stall velocity of clean wings (mph)

Sc Area of clean wings (ft2)

S Minimum needed wing area (ft2)

b Wing span (ft)

P Maximum takeoff/climb performance (lbs2/ft2-bhp)

Vmax Maximum possible aircraft velocity (mph)

A Wing aspect ratio

Vz Maximum possible rate of climb (ft/min)

V̂max Maximum required mission velocity (mph)
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Vturn Aircraft Velocity while executing a turn (mph)

Vcr Required mission cruise speed (mph)

Vsp Required mission sprint speed (mph)

Zmax Service ceiling (maximum possible flight elevation) (ft)

Ẑmax Maximum required mission elevation (ft)

Zcr Mission cruise elevation (ft)

Zsp Mission sprint elevation (ft)

g Gravitational Constant (ft/s2)

ρ Density of air (lbs/ft3)

ηmax Maximum aircraft load factor

Rturn Minimum aircraft turn radius (ft)

D̂turn Distance traveled per degree of turn (ft/deg)

T̂lost Surveillance time lost per degree of turn (s/deg)

8.2 Optimization Results and Discussion

Using these two models and the information in Table 8.1, a problem of the form of Prob-

lem 7 (see Section 7.2) was created and implemented using the FMINCON function in Matlab.

Design object limits and χ
(k(t))
i,i values implemented in this example for each concept and time-

step are summarized in Appendix A. The resulting s-Pareto frontier at each time-step is shown in

Figure 8.2.

Identification of the s-Pareto frontier/surface for each time-step was accomplished by ex-

ecuting a simple line/grid search within the changing objective space, followed by the use of a

Pareto filter to remove any non-Pareto designs [37]. As such, areas of the s-Pareto surface for

the third time-step where the distribution of s-Pareto designs appear to be sparse, are due to the

removal of identified designs by the Pareto filter.

From Figure 8.2 it can be observed that the s-Pareto frontier, as anticipated, changes over

time due to the changes in preferences, concepts, models, and environments. As described in

Chapter 7, the purpose of obtaining these optimal designs within each time-step is to enable better

decisions to be made in the present (t = 1). One such decision that is required is to determine what
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Figure 8.2: Representation of s-Pareto frontier obtained for each time step using Matlab, and aircraft Concept 2
designs (4, �, ∇, and◦) selected using four different aggregate approaches.

type of aircraft will be created to account for the identified changes. Some available options would

include: (i) a single non-modular/non-adjustable aircraft designed to operate in every scenario; (ii)

a series of related aircraft designs that build on common platforms (product family); (iii) a recon-

figurable/adjustable aircraft; or (iv) a modular aircraft that adapts to different scenarios through

the addition or subtraction of modules. Recognizing that options (ii)-(iv) require additional de-

sign methods and considerations, for this example, option (i) was selected. In addition, due to the

selection of option (ii), Concept 2 was selected as the preferred concept since it appears in each

time-step, and has a more moderate trade-off between W and P.

In order to select a single aircraft design for Concept 2, four different aggregate approaches

were implemented. In each case, the dynamic formulation (of the form of Problem 7) used to
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obtain the dynamic s-Pareto frontiers shown in Figure 8.2 was adapted by replacing Equation 7.2

in Problem 7 with the following:

min
ŷ(k)

{
J(µ(k(1)), µ

(k(2)), ..., µ
(k(nt )))

}
(8.18)

where ŷ(k) is a vector composed of all common independent design objects (y(k
(1))∪ y(k

(2))∪ ...∪

y(k
(nt ))) for the k-th design concept; and J is an aggregate objective that is a function of the objective

values at each time-step.

The first aggregate approach used is assumed to be similar to that of the C-130, where the

aircraft design was selected based on the specific requirements at one initial time. In this case, the

aggregate objective function was a weighted sum of the objective values at t = 1 (objective weights

for P and W were both 0.5). Selecting a design from the previously identified s-Pareto designs at

t = 1, the resulting performance at each time-step is represented in Figure 8.2 by the symbol “4”.

It should be observed that the design selected at t = 1 is on the s-Pareto frontier. However, the

performance of this design at the other time-steps (t = 2 and 3) is highly non-optimal due to the

distance/offset of the selected design from the dynamic s-Pareto frontier.

The second aggregate approach used was to combine all objective values of a design at each

time-step using a Substitute Objective Function [130, 131] (multiplies the normalized objective

values for all t together). The resulting design for this approach is represented in Figure 8.2 by the

symbol “�”. Once again, it is observed that the design selected at t = 1 appears to be on the s-

Pareto frontier, but the performance of this design at the other time-steps is even more non-optimal

then for the first approach.

The third aggregate approach combined all objective values of a design at each time-step

using a weighted sum. The weights used to scale the values of P at each time-step were 0.5. The

weights used to scale the values of W at each time-step were 0.5, 0.5, and 0.3 respectively. The

weight used to scale the value of T̂lost for t = 3 was 0.2. The resulting design for this approach

is represented in Figure 8.2 by the symbol “∇”. Again, it is observed that the design selected at

t = 1 appears to be on the s-Pareto frontier. However, the performance of this design at the other

time-steps, although still highly non-optimal, is closer to the s-Pareto frontier then for the first two

approaches.
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Table 8.2: Summary of the aircraft design offsets from the nearest dynamic s-Pareto point using
the four aggregate approaches (4, �, ∇, and ◦) shown in figure 8.2.

Aggregate 1 Aggregate 2 Aggregate 3 Aggregate 4
t Offsets Offsets Offsets Offsets
1 0 0.08 0.65 0.03
2 22.89 23.55 19.66 11.28
3 22.83 23.47 19.58 11.29

Note that for each of these three approaches, the design comparisons are focused around the

distance/offset of these designs from the identified s-Pareto frontiers, and not simply the objective

values, at each time-step. As such, a noted value of using the dynamic s-Pareto formulation is the

ability to seek designs that minimize the offset from the dynamic s-Pareto frontier at each time-

step. With this in mind, the final aggregate approach combined the offset of a given design at each

time-step using a weighted sum. The weights used to scale the offset value at each time-step that

resulted in the lowest offsets for t = 2 and 3 were 0.1, 0.75, and 0.15 respectively. The resulting

design for this approach is represented in Figure 8.2 by the symbol “◦”. Note that the design

selected at t = 1 appears to be on the s-Pareto frontier, and that the offsets of the selected design

from the s-Pareto frontier for the remaining time-steps is significantly improved.

It should be noted that the third aggregate approach is capable of selecting the same design

as the offset approach (Aggregate 4). However, in order to maintain consistency with the weights

used in Aggregate 1, this solution was not shown in Figure 8.2. In addition, it is observed that

the selected design for Aggregate 4 at t = 1 is at the limits of the s-Pareto points corresponding to

Concept 2. Due to this, and the weights of Aggregate 4 required to minimize the design offsets

for t = 2 and 3, it was concluded that the design requirements for t = 1 are what limits the design

offset in the other scenarios.

To summarize the results of the four aggregate approaches described above, Table 8.2

presents the offset of each approach.

8.3 Conclusions

In response to the question of how the resolution of conflicts changes over time due to changes

in preferences, concepts, models, and environments, the idea of dynamic s-Pareto frontiers and
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preferences was presented in Chapter 7. Specifically, changes in both the preferences that dictate

design selection, and changes in the s-Pareto frontier over time through the use of a dynamic

MOP formulation was explored. The application of the presented dynamic MOP formulation (see

Problem 7), and the ability to use the resulting dynamic s-Pareto frontier to guide/improve design

decisions, was illustrated in this chapter through a simple aircraft example for three different time-

steps.

Through the presented example, the ability to directly explore a changing design space, and

identify the resulting dynamic s-Pareto frontier by using the dynamic s-Pareto formulation was

demonstrated. In addition, the ability to use the identified dynamic s-Pareto frontier to evaluate

design selections based on the offset from the frontier and thus improve design decisions is also

shown.
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CHAPTER 9. PHASE 4 METHOD DEVELOPMENT: TRAVERSING DYNAMIC S-
PARETO FRONTIERS

In this chapter, the fourth phase in the development of a multiobjective optimization design

method providing a Pareto-optimal product and module designs capable of satisfying changes in

preferences, concepts, environments, and analysis models over time is described [81, 87]. In this

section the limitations of the Phase 2 method developments (see Chapter 5) are identified. This

discussion is then followed by the presentation of an improved five-step method that incorporates

the Phase 3 developments (see Chapter 7), and thus enables the use of the dynamic s-Pareto MOP

formulation to overcome the majority of these limitations.

9.1 Phase 2 Method Limitations

The purpose of this section is to describe the limitations of the six-step optimization-based

method presented in Chapter 5. This provides the motivation and foundation for the improved

method presented in this chapter. Specifically, the notable limitations of this method include the

following:

(1) The method is only capable of accounting for changes in preferences and environment. The

multiobjective problem formulation implemented in Step E of the method does not allow dif-

ferent sets of concepts or analysis models to be considered within each region of interest (i.e.,

considered concepts and analysis models cannot change over time).

(2) The method assumes that a useful set of design variables that are common to all concepts

considered can be identified as platform variables. This requirement of only considering non-

modular concepts that collectively contain a set of common variables predefines the optimiza-

tion results, and does not allow for concepts with potential improvements in objective space

performance to influence the modular-system concepts that are developed.
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(3) The optimization of each module is performed separate from the other elements of the modular-

system, and assumes that the platform and specified module combinations achieve the desired

performance. Consequently, the constrained module optimization formulation in Step F does

not account for the possibility that the performance of system configurations achieved through

the addition of specific modules do not match the target performances identified in Step E of

the method.

(4) Due to the use of predicted changes in preferences and environments, along with the desire

to allow changes in analysis models and concepts, uncertainty is an inherent issue that is not

incorporated or discussed in the current optimization formulations.

It is generally accepted that uncertainties caused by variations in customer perception,

available market data, material properties, manufacturing precision, and other sources can – and

should – significantly affect the selection of product designs. In considering the anticipated sources

of uncertainty within the context of this research, three general groups that emerge are parame-

ter/variable uncertainty, analysis model output uncertainty, and current/future preference uncer-

tainty.

In the literature are found two broad categories of approaches to determining the level of

uncertainty in decision making. The first category are reliability-based design methods [140–142]

which focus on assessing the probability of design failure, and seek to reduce such probabilities

by shifting the mean performance away from constraint limits [142]. The second are robust design

based methods [51, 143–148] which focus on optimizing the mean performance, and minimizing

performance variation, while maintaining feasibility with probabilistic constraints [146, 149, 150].

Some of the common methods of performing uncertainty analysis include: (i) Monte Carlo

and Sampling techniques [151–154], (ii) Univariate Dimension Reduction [155, 156], (iii) Deter-

ministic Error by Model Composition [157], (iv) Error Budgets [158, 159], (v) Interval Analysis

Methods [160], (vi) Bayesian Inference [161,162], (vii) Anti-Optimization Techniques [163,164],

and (viii) Taylor Series and Central Moments [150, 165–167].

Note that the analysis of multiple predicted design scenarios inherent in the presented

method will often decrease the likelihood of being able to obtain statistical data of the parame-
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ters/variables and analysis model outputs for each concept/scenario. As such, to enable the use of

either statistical or bounded uncertainty parameter domains, and ensure that designs are selected

such that the wost case scenarios will satisfy all design constraints, the optimization formulations

developed and presented in this chapter will incorporate Anti-Optimization techniques.

9.2 Improved Five-Step Modular System Optimization Design Method Using Dynamic s-
Pareto Frontiers

This section presents an optimization-based method that builds on the presented developments in

multiobjective problem formulations of dynamic s-Pareto frontiers (see Chapter 7), and addresses

the limitations of the method identified in the previous section. Figure 9.2 illustrates the intent of

the method to select an s-Pareto optimal platform design that, through the addition of modules,

becomes other designs within anticipated regions of interest along the dynamic s-Pareto frontier.

For example, the figure shows that the platform design, labeled µ̂(1), adapts to become µ̂(2) through

the addition of Module 1. In like manner, the subsequent design identified as µ̂(3) is also achieved

through the addition of Module 2.

µ1

µ2

t = 3

t = 2

t = 1

µ1

µ1

µ2

µ2

s-Pareto
Frontier
Interest
Regions

Platform
Design

Module 2 Module 1

Concept D

Concept C

Concept B

Concept A

Concept B

µ (1)

µ (2)

µ (3)

Figure 9.1: Graphical representation of the intent of the improved method to provide a system that expands from
one dynamic s-Pareto design to another through the addition of modules. Also notice that the designs that it can adapt
to are within designer defined regions of interest.

Figure 9.2 provides a flow chart that represents the five primary steps of the multiobjective

optimization design method developed herein. Each of these steps is described below. It is im-
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Define Anticipated Regions of Interest for each
Time-Step

Calculate the Optimal Values of the Modular-
System Design Objects

A
Characterize the Dynamic Multiobjective

Design Space

D Develop Concepts & Analysis Models for the
Desired Platform and Modules

C
Determine the Desired Number of Modules and

Modular Progression

Figure 9.2: Flow chart describing the five-step multiobjective optimization design method developed in this chapter.

portant to note that the titles of some of the steps are similar to the steps/sub-steps of the method

presented in Figure 5.2(a). However, each of these steps requires new and essential extensions to

enable the method to identify systems capable of traversing a dynamic s-Pareto frontier.

9.3 Step A: Characterize the Dynamic Multiobjective Design Space

The first step of the method is to explore the dynamic multiobjective design space to evaluate and

characterize the effects of each design variable on the dynamic objective space performance. In

addition, as seen in Figure 9.2, in order to consider multiple system concepts over time to satisfy

the future system needs, the expanded function of this step of the method requires the evaluation of

a Dynamic s-Pareto Optimization Formulation as presented in Chapter 7. Noting that this dynamic

formulation enables design variables, models, concepts, and constraints to change seamlessly, re-

call that as MOP formulations change, what was a design parameter in one formulation could be

an inequality constraint in the next formulation. Thus, to avoid confusion, any variable, parameter,

constraint, or objective associated with a design is termed a design object (see Section 7.2).
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As described in the previous section, there also exists the need to incorporate uncertainty

analysis into the method presented in this chapter. With this understanding, a generic dynamic

multiobjective optimization problem capable of identifying the s-Pareto frontier for each time step

[2], and incorporating anti-optimization is presented below.

Problem 9.1: Dynamic s-Pareto MOP Formulation with Anti-Optimization

min
k(t)

{
min
y(k(t))

{
µ
(k(t))
1 (x(k

(t))), ... , µ
(k(t))

n(k
(t))

µ

(x(k
(t)))

}
(n(k

(t))
µ ≥ 2)

}{
k = 1, ...,n(t)k

}
(9.1)

subject to:

y(k
(t))

l,i ≤ y(k
(t))

i ≤ y(k
(t))

u,i {i = 1, ...,n(k
(t))

y } (9.2)

g(k
(t))

max, j ≤ 0 { j = 1, ...,2n(k
(t))

z } (9.3)

where:

µ
(k(t)) = χ

(k(t)) · x(k
(t)) (9.4)

χ
(k(t)) =


χ
(k(t))
1,1 . . . 0
... . . . ...

0 . . . χ
(k(t))

n(k
(t))

x ,n(k
(t))

x

 (9.5)

x(k
(t)) =

[
y(k

(t))
1 , ...,y(k

(t))

n(k
(t))

y

,z(k
(t))

1 (y(k
(t))), ...

... , z(k
(t))

n(k
(t))

z

(y(k
(t)))

]T (9.6)

n(k
(t))

x = n(k
(t))

y +n(k
(t))

z (9.7)

where x(t) is a vector composed of independent (y(k
(t))) and dependent (z(k

(t))) design objects at time

step t; and the objectives identifier matrix (χ(k(t))) is a diagonal matrix for time step t satisfying

the condition χ
(k(t))
i,i = {−1,0,1}; Note that µ

(k(t))
i will be maximized or minimized for values of

χ
(k(t))
i,i =−1 and χ

(k(t))
i,i = 1 respectively. In addition, the values of g(k

(t))
max, j come from the following

anti-optimization:
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max
c(k(t))

{
g(k

(t))
j (y(k

(t)),c(k
(t)))
}

(9.8)

subject to:

h(k
(t))

v (c(k
(t)))≤ 0 {v = 1, ...,n(k

(t))
h } (9.9)

where:

g(k
(t))

j =


z(k

(t))
j (y(k

(t)),c(k
(t)))− z(k

(t))
u, j , j ≤ n(k

(t))
z

−z(k
(t))

j−n(k
(t))

z

(y(k
(t)),c(k

(t)))+ z(k
(t))

l, j−n(k
(t))

z
, else

(9.10)

where c(k
(t)) is a vector of uncertain parameters which reside in the domain defined by Equation 9.9.

Note that for discrete representations of the s-Pareto frontier at each time step, the corresponding

x∗(k
(t)) vector and corresponding k(t) for each discrete point are collected in the sets Dx and Dk.

The mathematical definitions of these sets are: Dx := {(x∗(t)1 , ...,x∗(t)
n(t)p

)|∀t ∈ (1,2, ...,nt)} and Dk :=

{(k∗(t)1 , ...,k∗(t)
n(t)p

)|∀t ∈ (1,2, ...,nt)}, where n(t)p is the number of discrete s-Pareto points identified

for the t-th time-step.

As described in Chapter 7, the bi-objective graphical result of Problem 9.1 (identification

of the dynamic s-Pareto frontier) is illustrated in Figure 9.3.

µ1

µ2

t = 3

t = 2

t = 1

µ1

µ1

µ2

µ2

s-Pareto
Frontier

Figure 9.3: Graphical representation of a bi-objective dynamic s-Pareto frontier resulting from the evaluation of
Problem 9.1 in Step A of the presented method
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9.4 Step B: Define Anticipated Regions of Interest for each Time-Step

As with the method presented in Chapter 5 [80], a key idea of the method presented in this section

is that changes in the desired system performance are equivalent to changes in the desired values

of one or more design objectives. To that end, the second step of the method captures the predicted

changes in system needs over time, and represents them as Anticipated Regions of Interest of the

dynamic multiobjective design space, as illustrated in Figure 9.4. It is important to note that these

regions represent predicted future needs regarding objective performance. To maintain simplicity

in the graphical presentation of Figure 9.4, regions of interest involving only one objective (µ1) are

shown. However, as in Chapter 5, it is expected that regions of interested would be specified for as

many of the objectives as desired.

As described in Section 9.1, the identification/use of current and predicted future prefer-

ences naturally introduces uncertainty in the bounds of the regions of interest identified in this step

of the method. Whether statistical data or simple uncertainty bounds are known, it is suggested that

at this stage in the method the bounds of the regions of interest be set to provide the largest possible

regions. As a result, the upper bounds of each region of interest will be increased and the lower

bounds decreased. The mitigation of the uncertainty in the bounds of the regions of interest will be

addressed in the final step of the method where the designs of the modular product configurations

are selected.

Although not represented in Figure 9.2, it should be observed that in some situations this

step of the method may occur before the method begins. One situation where this could occur is

when available products on the market have predefined the acceptable ranges of system perfor-

mance that is desired. In these situations the anticipated regions of interest should be incorporated

into the upper and lower design object limits (x(k
(t))

u and x(k
(t))

l respectively) implemented in the dy-

namic s-Pareto frontier formulation presented in Problem 9.1. In situations where this step occurs

after the evaluation of Problem 9.1, all identified dynamic s-Pareto designs outside of the antici-

pated regions of interest and that do not satisfy Equation 9.3 are filtered out of Dx and Dk as shown

in Figure 9.4.
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Figure 9.4: Graphical representation of theoretical anticipated regions of interest identified in Step B of the presented
method

9.5 Step C: Determine the Desired Number of Modules and Modular Progression

The purpose of this step is to leverage the knowledge gained through the characterization of the

dynamic multiobjective design space in Step A in determining the number of modules to be devel-

oped, and the desired modular progression of the system. In order to determine this progression

requires that a modular architecture type [20,29] enabling the desired functionality of the platform

and modules as a whole and platform design target region of interest be identified. In general, it

is assumed that the platform target region corresponds to t = 1. However, the constrained mod-

ule optimization formulation presented and evaluated in Step E is written to enable any region of

interest to be selected as the platform target region.

The target result of this step of the method is the corresponding module progression matrix

(δ ) defining the intended module progression sequences. The definition and expected form of δ is

provided below.

δ =


α0 β0

α1 β1
...

...

αnm βnm

 (9.11)

where the platform target region is identified by the values of α0 and β0 satisfying the condition

β0 = α0; and the values of αi and βi (i > 0) respectively refer to the starting and the ending regions
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of interest that the i-th module is bridging (i.e., a module connecting regions of interest at times

one and two in Figure 9.2 would correspond to a row entry of [1 2] in δ ). It is noted that for the

constrained module optimization formulation presented and evaluated in Step E (see Section 9.7),

it is assumed that the values of βi corresponding to each region of interest only appear once in the

second column of δ .

9.6 Step D: Develop Concepts & Analysis Models for the Desired Platform and Modules

In the fourth step of the method, concepts and analysis models are developed for the platform

and module designs that incorporate the selected modular architecture and facilitate the desired

modular progression. An important aspect of these analysis models that is essential to the final

step of the method is the characterization of the change in the overall system objective space

performance obtained through the addition of each module. Another important goal of this step

is to identify the set of modular-system design objects (x̂) that define the platform (x̂(0)) and i-th

modular configuration (x̂(i)).

9.7 Step E: Calculate the Optimal Values of the Modular-System Design Objects

The fifth step of the method implements an optimization routine to identify the values of the in-

dependent modular-system design objects (ŷ). The goal of this optimization for the system per-

formance of the combined platform and modules is two-fold. The first is to minimize the dis-

tance/offset from the dynamic s-Pareto designs within each region of interest identified in the sets

Dx and Dk (Θ̂). The second is to minimize functions that calculate a penalty value for configura-

tions of the product that are within areas of the regions of interest where preference uncertainties

exist (Λ̂). Graphical illustrations of Θ̂ and Λ̂ are provided in Figure 9.5.

Building on the dynamic formulation presented in Step A (see Section 9.3), the generic

multiobjective optimization formulation identifying the optimal values of the modular-system de-

sign objects (Dm := {(x̂∗(i)1 , ..., x̂∗(i)
n(i)x

)|∀i ∈ (0,1, ...,nm)}) is presented as below.

Problem 9.2: Dynamic s-Pareto Constrained Module MOP Formulation with Anti-Optimization

min
ŷ

{
Λ̂
(i)(µ̂(i), µ̂

(i)
l , µ̂

(i)
u , µ̂

(i)
l,unc, µ̂

(i)
u,unc),Θ̂

(i)(x̂(i)) | ∀i ∈ (0,1, ...,nm)
}

(9.12)
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Figure 9.5: Graphical representation of the distance/offset from the dynamic s-Pareto designs within a region of
interest (Θ̂), and the penalty function for configurations of the product that are within areas of the regions of interest
where preference uncertainties exist (Λ̂).

subject to:

ŷ(i)l,q ≤ ŷ(i)q ≤ ŷ(i)u,q {q = 1, ...,n(i)ŷ } (9.13)

ĝ(i)max, j ≤ 0 { j = 1, ...,2n(i)ẑ } (9.14)

where:

ŷ = ŷ(0)∪ ŷ(1)∪ ...∪ ŷ(nm) (9.15)

Θ̂
(i) = min

(∣∣∣∣∣∣µ∗(β )v − µ̂
(i)
∣∣∣∣∣∣∀v ∈ {1, ...,n(β )p

})
(9.16)

µ̂
(i) = χ̂

(i) · x̂(i) (9.17)

x̂(i) =

[
ŷ(i)1 , ..., ŷ(i)

n(i)ŷ

, ẑ(i)1 (ŷ(i)), ..., ẑ(i)
n(i)ẑ

(ŷ(i))
]T

(9.18)

n(i)x̂ = n(i)ŷ +n(i)ẑ (9.19)

χ̂
(i) =


χ̂
(i)
1,1 . . . 0
... . . . ...

0 . . . χ̂
(i)

n(i)
χ̂
,n(i)x̂

 (9.20)

86



µ
∗(β )
v =

{
χ
(k(β )v ) · x∗(β )v

}
→ µ̂

(i) (9.21)

α = δi,1 (9.22)

β = δi,2 (9.23)

where the values of ĝ(i)max, j come from the following anti-optimization:

max
ĉ(i)

{
ĝ(i)j (ŷ(i), ĉ(i))

}
(9.24)

subject to:

ĥ(i)v (ĉ(i))≤ 0 {v = 1, ...,n(i)
ĥ
} (9.25)

where:

ĝ(i)j =


ẑ(i)j (ŷ(i), ĉ(i))− ẑ(i)u, j , j ≤ n(i)ẑ

ẑ(i)
l, j−n(i)ẑ

− ẑ(i)
j−n(i)ẑ

(ŷ(i), ĉ(i)) , else
(9.26)

where ĉ(i) is a vector of the i-th modular system configuration uncertain parameters which reside

in the domain defined by Equation 9.25; Dm is the set of modular-system design object values (x̂∗)

for the platform (i = 0) and modular configurations (i > 0); the vector µ̂(i) represents the objective

space performance of the i-th system configuration; ŷ(i) represents the values of independent design

objects that characterize µ̂(i); µ̂
(i)
l/u are the upper/lower bounds that characterize µ̂(i); µ̂

(i)
l/u,unc are

the upper/lower bounds within the regions of interest where the desirability of designs outside of

these bounds is uncertain; x̂ is a vector composed of independent (ŷ(i)) and dependent (ẑ(i)) design

objects for the i-th system configuration; χ̂(i) is a diagonal matrix of objective identifiers for the

i-th system configuration satisfying the condition χ̂
(i)
q,q = {−1,0,1}; the vector µ∗(β ) characterizes

the objective space performance of the target designs within the region of interest for time-step β

mapped to (→) µ̂(i); χ(k(β )v ) is the diagonal, objective identifier matrix for concept k identified in

Equation 9.5 of Problem 9.1 for the v-th s-Pareto design of time-step β ; and x∗(β )v is the design

object vector for the v-th s-Pareto design of time-step β contained in Dx. Note that the i-th module

transitions the system from the system configuration in time-step α to time-step β .

It should be observed that Equation 9.12 will result in the identification of many modular-

system candidates with varying values of Θ̂, Λ̂, and the corresponding µ̂ . Since the desired result
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of this final step of the method is typically a single modular-system, Equation 9.12 will generally

be replaced with an aggregate objective function similar in form to:

min
ŷ

J(Θ̂, Λ̂, µ̂) (9.27)

It should also be observed that Problem 9.2 does not provide a suggested form of the penalty

function (Λ̂) used in Equation 9.12. The form of the penalty function is not provided so as to allow

a suitable penalty to be determined by the designer. An example form of Λ̂ is provided in the

following chapter through the presented example implementation of the method. The graphical

results if this final step of the method are illustrated in Figure 9.6.

µ1

µ2

t = 3

t = 2

t = 1

µ1

µ1

µ2

µ2

s-Pareto
Frontier
Interest
Regions

Platform
Design

Module 2 Module 1

µ (1)

µ (2)

µ (3)

Figure 9.6: Graphical representation of the selection of a modular system with a minimized offset (Θ̂(i)), and
uncertain regions of interest penalty function (Λ̂) for each system configuration.

With completion of the method, a product capable of adapting to changes in preferences,

environments, concepts, and models through the addition of modules is achieved. In addition,

each configuration of the product obtained through the addition of modules provides the optimal

performance according to the objectives provided in Problems 9.1 and 9.2.

In the following chapter, a modular truss design problem is provided as an example of the

implementation of the method described in this chapter.
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CHAPTER 10. PHASE 4 EXAMPLE: MODULAR TRUSS DESIGN PROBLEM

This section implements the method presented in Section 9.2 using a simple truss example where

it is assumed that the sources of change include material volume preferences, analysis models,

concepts, and the operation environment. For this example the objectives being considered are

to minimize the material volume (V ) and the maximum stress ratio (σ̄max = max(σmax/σallow,

σmax,compression/σcr).

10.1 Sources of Change & Model/Concept Descriptions

The source of the changing environment comes from the identification of three different

loading conditions. These loading conditions, along with the concepts considered for each case are

presented in Figure 10.1. Notice that for the first two loading conditions the concepts considered

are the same, but due to changes in the directions of the applied loads the analysis models will be

different. For all of the concepts presented in Figure 10.1, it is assumed that the truss members are

circular tubes, and that the nominal diameter (d) of the truss members and base width (B) of the

structures will be fixed values. In addition, the wall thickness (tw) and structure height (H) will be

treated as the independent design objects (y(k
(t))) for all k and t.

A summary of each concept’s design objects for t = {1,2,3}, along with the corresponding

values of χ(k(t)), x(k
(t))

l , and x(k
(t))

u needed to evaluate Problem 9.2 are provided in Table 10.1. It

should be noted that the bounds of the anticipated regions of interest as defined in Section 9.4

(Step B) are presented in Table 10.1 as the listed values of V (k(t))
l and V (k(t))

u . In addition, for this

example it is assumed the values of y(k
(t)) have bounded uncertainties that result in the domain (h)

of the uncertain parameters (c) being defined as c(k
(t))

l ≤ c(k
(t)) ≤ c(k

(t))
u . The values of c(k

(t))
l and

c(k
(t))

u needed to evaluate Problem 9.1 are also provided in Table 10.1.
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Figure 10.1: Summary of the loading conditions and considered concepts at each time-step

10.2 Method Implementation

Using a Plane Truss analysis program presented in Balling 2009 [68] and MATLAB’s fmincon

function, the dynamic s-Pareto frontier for each time step within the identified regions of interest

was identified (see Figure 10.2). From Figure 10.2, it can be seen that due to the changes in loading

conditions, concepts, and required analysis models, the s-Pareto frontier does indeed change over

time.

At this point Steps A and B of the method are complete. In Step C, a Type II modular

architecture [29] approach is selected, and the definitions of nm and δ are as follows:

nm = 2 (10.1)
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Table 10.1: Values of the objective identifiers, design object, and uncertain parameter domain
limits for the truss example

k = 1,2 and t = 1
H tw B d E σallow F1 F2 σ̄max V

(in) (in) (in) (in) (kpsi) (kpsi) (kips) (kips) (kpsi) (in3)
χ 0 0 0 0 0 0 0 – 1 1
xl 10 0.125 20 2 30000 90 50 – 0 25
xu 100 0.5 20 2 30000 90 50 – 1 75
cl -0.1 -0.005 -0.1 -0.005 -20 -10 -2 – – –
cu 0.1 0.005 0.1 0.01 20 10 3 – – –

k = 1,2 and t = 2
H tw B d E σallow F1 F2 σ̄max V

(in) (in) (in) (in) (kpsi) (kpsi) (kips) (kips) (kpsi) (in3)
χ 0 0 0 0 0 0 – 0 1 1
xl 10 0.125 20 2 30000 90 – -80 0 100
xu 100 0.5 20 2 30000 90 – -80 1 175
cl -0.1 -0.005 -0.1 -0.005 -20 -10 – 3 – –
cu 0.1 0.005 0.1 0.01 20 10 – -2 – –

k = 1 and t = 3
H tw B d E σallow F1 F2 σ̄max V

(in) (in) (in) (in) (kpsi) (kpsi) (kips) (kips) (kpsi) (in3)
χ 0 0 0 0 0 0 0 0 1 1
xl 10 0.125 20 2 30000 90 50 -80 0 200
xu 100 0.5 20 2 30000 90 50 -80 1 250
cl -0.1 -0.005 -0.1 -0.005 -20 -10 -2 3 – –
cu 0.1 0.005 0.1 0.01 20 10 3 -2 – –

δ =


1 1

1 2

2 3

 (10.2)

Using this knowledge of the desired modular progression, the two modular-system concepts

shown in Figure 10.3 were developed in Step D. The first concept (Figure 10.3(a)) uses a two-bar

truss as the platform design, and then adds modules that convert the two-bar truss into the three-

bar truss at t = 2, and the five-bar truss at t = 3 (referred to hereafter as the 2-3-5 concept). The

second concept (Figure 10.3(b)) also uses the two-bar truss as the platform, but only adds modules
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Figure 10.2: Representation of s-pareto frontier obtained for each time-step (loading condition) using MATLAB

to extend the lengths of the two-bar truss members at t = 2, and then converts the two-bar truss

into the five-bar truss at t = 3 (referred to hereafter as the 2-2-5 concept).

In order to facilitate the identification of the modular system, and the creation of the needed

analysis models of the platform and intended system configurations, the variables t̂w, B̂, d̂, Ê, and

σ̂allow were selected as the fixed independent module design objects for all product configurations

(ŷ). In addition, the other independent module design objects for the i-th system configuration

(ŷ(i)) for the platform and two modules were identified as the height of the truss platform design

(H0), the additional structure height added by each module (∆Ĥ1 and ∆Ĥ2 respectively), and the

loads applied to each system configuration (F̂1 for the platform and second module, F̂2 for both

modules).
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Figure 10.3: Illustrations of the two modular-system concepts developed in Step D of the method. (a) starts as a
two-bar truss, and then becomes a three-bar and five-bar truss through module additions. Concept is referred to as
the 2-3-5 concept. (b) starts as a two-bar truss, and then becomes two-bar (with longer members) and five-bar truss
through module additions. Concept is referred to as the 2-2-5 concept.

The resulting upper and lower limits of the modular-system independent design objects (ŷu,

and ŷl), and the corresponding upper and lower domain limit vectors of the modular-system uncer-

tain parameters (ĉu and ĉl) needed to evaluate Problem 9.2 are provided in Table 10.2. A summary

of the dependent modular-system design objects (ẑ(i)) for i = {0,1,2}, along with the values of ẑu,
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ẑl , µ̂l,unc, µ̂u,unc, and the corresponding diagonal entries in χ̂ needed to evaluate Problem 9.2 are

provided in Table 10.3.

Table 10.2: Values of ŷl , ŷu, ĉl , ĉu, and the corresponding diagonal entries in χ̂ for the modular
truss concepts

t̂w B̂ d̂ Ê σ̂allow Ĥ0 ∆Ĥ1 ∆Ĥ2 F̂1 F̂2
(in) (in) (in) (kpsi) (kpsi) (in) (in) (in) (kips) (kips)

χ̂ 0 0 0 0 0 0 0 0 0 0
ŷl 0.125 20 2 30000 90 10 0 0 50 -80
ŷu 0.5 20 2 30000 90 100 50 50 50 -80
ĉl -0.005 -0.1 -0.005 -20 -10 -0.1 -0.05 -0.05 -2 3
ĉu 0.005 0.1 0.01 20 10 0.1 0.05 0.05 3 -2

Table 10.3: Values of ẑu, ẑl , µ̂l,unc (see Figure 10.4), µ̂u,unc (see Figure 10.4), and the
corresponding diagonal entries in χ̂ for the modular truss concepts.

System Platform Platform/Module 1 Platform/Modules 1 & 2
(i = 0) (i = 2) (i = 2)

ˆ̄σ (0)
max V̂ (0) Θ̂(0) ˆ̄σ (1)

max V̂ (1) Θ̂(1) ˆ̄σ (2)
max V̂ (2) Θ̂(2)

(kpsi) (in3) (kpsi) (in3) (kpsi) (in3)
χ̂(i) 1 1 – 1 1 – 1 1 –
ẑl 0 25 0 0 100 0 0 200 0
ẑu 1 75 ∞ 1 175 ∞ 1 250 ∞

µ̂
(i)
l,unc – 30 – – 110 – – 215 –

µ̂
(i)
u,unc – 65 – – 150 – – 235 –

Analysis and optimization of the modular system was also performed using Balling’s Plane

Truss analysis program [68] and MATLAB’s fmincon function. The optimization problem for

Step E of the method was evaluated for both of the modular system concepts presented in Fig-

ure 10.3, and system concepts were selected using a weighted-sum aggregate objective function

(wJ = {0.5,0.5,1}). The definition of this aggregate objective function, along with the penalty
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function (Λ̂) used to evaluate Problem 9.2 are provided below in Equations 10.3 and 10.4, respec-

tively.

J(Θ̂, Λ̂) =
nm

∑
i=0

w(i)
J ·
(

Θ̂
(i)+ Λ̂

(i)
)

(10.3)

Λ̂
(i) =



2 ·

(
1−
(

V̂ (i)−µ̂
(i)
u,unc

V̂ (i)
u −µ̂

(i)
u,unc

+1
)−1

)
, V̂ (i) > µ̂

(i)
u,unc

2 ·

(
1−
(

µ̂
(i)
l,unc−V̂ (i)

µ̂
(i)
l,unc−V̂ (i)

l

+1
)−1

)
, V̂ (i) < µ̂

(i)
l,unc

0 , else

(10.4)

10.3 Results & Discussion

The objective space results for the two concepts are presented in Figure 10.4. From this figure

it can be observed that although both selected modular-system designs are within the identified

regions of interest, their performance in terms of Θ̂ and Λ̂ are much different. Specifically, the 2-3-

5 concept had and average Θ̂ and Λ̂ of 0.0938 and 0 respectively, while for the 2-2-5 concept these

averages were 0.2751 and 0.7302 respectively. From this it is determined that the 2-3-5 concept is

the better solution due to the lower average Θ̂, and because none of the system configurations are

within the uncertain areas of the regions of interest.
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Figure 10.4: Representation of the s-pareto frontier obtained for each time step and the resulting modular systems
for the 2-3-5 and 2-2-5 concepts using Matlab.
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CHAPTER 11. UNIFYING DESIGN APPROACH

In this chapter, the modular product design method developments described in this disserta-

tion, and the parallel research developments summarized in Chapter 2 are brought together through

the identification of a four-step unifying design approach. Motivation for this contribution, as iden-

tified in Chapter 1, comes from the recognition that modular/adaptive products only represent one

approach for dealing with changes in preferences, environments, models, and/or concepts. As

such, this chapter connects the research presented in this dissertation with traditional product de-

velopment processes, and enables the use of design methods that include, but are not limited to, the

development of: (i) single non-modular/non-adjustable products; (ii) a series of related products

that build on common platforms (platform-based modular products and product families); (iii) a

series of related products that build on each other, with no specified platform (sectional and type II

modular products); and (iv) reconfigurable/adjustable products that adapt to new scenarios through

reconfiguration of product components, instead of the addition/subtraction of modules.

Figure 11.1 provides a flow chart that represents the four primary steps of the unifying

design approach, and each of these steps is described below. Recognizing that the steps identified

in Figure 11.1 are similar to steps from traditional product development processes [19, 20], the

discussion provided in the following sections will focus on the considerations that are required

to incorporate methods accounting for changes in preferences, environments, models, and/or con-

cepts.

11.1 Identify an Opportunity

Product development, as defined by Krishnan and Ulrich [168], can be viewed as the trans-

formation of a market opportunity into a product available for sale. As such, the first step of the

approach presented in this chapter is to identify an opportunity. Although the topic of opportunity

identification is not commonly discussed in engineering research, there exists a significant body
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Figure 11.1: Flow chart describing the four-step unifying design approach developed in this chapter.

of research in the fields of technology management, technology innovation, and entrepreneurship

focusing on the topic of opportunity recognition [169–175].

In light of the focus of this dissertation, this step is particularly targeting the recognition

of opportunities due to changes in customer expectations, available technologies, and/or use en-

vironments [172]. The value of recognizing these opportunities is illustrated in the literature by

the observed success of firms that were capable of adapting their products as these changes oc-

curred [176]. As such, if it is assumed that these changes can be predicted – a key assumption of

the research presented in this dissertation – it would also be assumed that this success could be

improved by the ability to strategically plan for these changes instead of reacting to them as they

occur.

Due to the use of these predicted changes to identify opportunities, a consideration that is

of particular relevance in the context of this dissertation is determining whether pursuing the op-

portunity will result in a lasting/meaningful impact. Although this is not the research focus of this

dissertation, potential methods/approaches that could be used to do this include, but are not limited

to: (i) cognitive approaches that look at the stable cognitive qualities that entrepreneurs use to eval-

uate opportunities [173]; (ii) using past experiences to make connections and observe meaningful

patterns [174]; (iii) observe attributes of successful opportunities within a given network [177];

and (iv) evaluation tools testing the assumptions of the identified opportunities [178].
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11.2 Gather Information

Prior to the development of most successful products, unmet needs or desires are either observed or

identified. Similarly, Ulrich and Eppinger [20] states that the ability to identify and quickly create

low cost products that meet the needs of customers is directly related to the economic success of

most firms. In terms of the research presented in this dissertation, the identification of needs is

particularly focused on situations where the identified needs are predicted/known to be changing

over time (i.e., gas mileage efficiency requirements of cars, power requirements of aircraft engines,

etc.).

As mentioned in Chapter 3, there are a number of methods that exist for identifying needs

(i.e., Interviews, Focus Groups, Observation, Surveys, Ethnography Studies, etc.) [20, 127, 179–

181]. Recognizing the increased difficulty of identifying needs that are either predicted or known

to change over time, two considerations of particular importance for designers are: (i) determining

whether the identified needs are relevant and accurate; and (ii) determining whether sufficient

information is gathered to make a decision in the next step of the unifying approach.

In terms of the relevance and accuracy of the needs, one method that could be used is to

prioritize the needs with respect to their customer importance [182, 183]. Potential methods that

are available for determining these priorities include subjective scoring by the development team,

customer rating approaches, and conjoint analysis [184].

In order to determine whether sufficient information has been gathered, the development

team should be able to answer “yes” to the following questions:

1. Are the changes in customer needs over the established time-intervals identified?

2. Are the number of desired product iterations/Configurations/variants identified?

It should also be noted that in situations where the identified target customers belong to a

market that is unfamiliar to the development team, this step also includes the implementation of

the principles identification method [5, 117] described in Section 2.5. The identification of these

principles will also assist in interpreting the customer needs identified through this step.

99



11.3 Determine/Select the Design Method to be Implemented

Using the information related to the list of questions at the end of Step 2 above, the design method

that will be implemented is selected. For each of the design method outcomes mentioned at the

beginning of this chapter, guidelines/reasons for selecting each of them are provided below:

(i) Single non-modular/non-adjustable products – this method outcome is best suited for sit-

uations where the desire is to have one product with zero additional configurations that is

designed to operate in multiple scenarios (see the research developments presented in Chap-

ters 7-8);

(ii) Platform-based modular products – this method outcome is best suited for situations where

the desire is to have a series of platform related product configurations that differ through the

addition/subtraction of modules (see the research developments presented in Chapter 9);

(iii) Sectional and type II modular products (i.e., Collaborative products) – this method outcome

is best suited for situations where the desire is to reduce the number of products required

to achieve a given number of tasks. This is accomplished by having a set of two or more

independently functional products that are capable of being reconfigured/adjusted to enable

recombination as an additional product (see collaborative product design method described

in Section 2.4).

(iv) Reconfigurable/adjustable products – this method outcome is also best suited for situations

where the desire is to reduce the number of products required to achieve a given number of

tasks. However, in this case the focus is to reduce the number of products to one. This is

accomplished by having a single product that is capable of performing a variety of tasks by

reconfiguring specific components of the product, instead of by adding/subtracting modules

(i.e., multi-tools). Although each of the reconfigurable components could be considered

modules, the idea here is that once the product is purchased, adaptation to different tasks is

strictly through the reconfiguration of already present product components.

Although not illustrated in Figure 11.1, prior to moving to the final step of the unifying

approach, and implementing the selected design method, the information gathered in the previous
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step should be reviewed to verify that all needed information for proper execution of the selected

design method has been identified. For example, if the modular product design method presented

in Chapter 9 is selected, check that the bounds of the regions of interest have been identified. If

any additional information is needed, then the team should return to Step 2 to obtain the needed

information.

11.4 Execute the Selected Design Method

In the final step, the gathered information is used to execute the steps of the selected design method.

Recognizing the potential that the resulting product(s) may not be successful, an important element

of this step is determining if the decision to implement the selected method is a good or bad

decision. In order to determine whether the selected method will be likely to result in a successful

product, the development team should develop concepts appropriate to the selected method, and

then be able to answer ”yes” to the following questions:

1. Do any of the concept solutions have the potential to meet the identified needs?

2. Are the characteristics and attributes of the design in agreement with the principles for the

target market?

3. Do the identified needs have sufficient importance to merit the increased complexity of im-

plementing the selected design approach?

In order to demonstrate the implementation of the design approach presented in this chap-

ter, two case studies are presented. The first case study involves the development of a modular

irrigation pump for developing countries (Chapter 12). The second case study involves the devel-

opment of a modular plywood cart that is also intended for developing countries (Chapter 13).
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CHAPTER 12. CASE STUDY: MANUAL IRRIGATION PUMP DESIGN

This chapter implements the design approach presented in Chapter 11 in the identification of a

modular irrigation pump for developing countries. Background for the motivation and selection

of this example is provided in Sections 12.1–12.3, followed by the implementation of the selected

design method in Section 12.4. In Section 12.5, the predicted and measured pump performance is

compared. Finally, improved optimization results are presented in Section 12.6 based on observa-

tions from the physical performance of the pump prototype.

12.1 Step 1: Identify an Opportunity

Over the past thirty years there have been notable advances in using engineering as a resource to

address the challenges of poverty alleviation efforts [116]. Published literature has indicated that

poverty alleviation approaches with the most measurable, and sustainable effect on poverty possess

the following attributes:

• Foster self-sufficiency by increasing income [185–187]

• Create individual opportunities [186, 188]

• Offer choices [185, 186, 188]

• Encourage self-esteem [186, 188]

For example, there are some engineered products on the market today that have helped

more than 17 million people to escape poverty by increasing their income [186,189]. These results

have served to strengthen the position of those who advocate that the best way to help people

escape poverty is to provide them with a way to make more money [187, 190].

In considering that 75% of those individuals who are in extreme poverty are rural farmers

[191], the ability to grow and irrigate additional crops during seasons of the year when there is

little or no rain-fall would represent a potential means of increasing their income. As such, one
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opportunity for helping these individuals is to enable them to more efficiently irrigate their crops

during these seasons of the year.

12.2 Step 2: Gather Information

One of the most commonly implemented ways of irrigating crops during seasons of the year when

there is little or no rain-fall is by pumping water from streams, wells, or other water sources

[186, 187, 190]. Three successful irrigation pumps that are currently sold on the market today are

represented in Figure 12.1 in terms of the measured water flow rate (in L/s) and sales price (in US

dollars) of each pump.
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Figure 12.1: Graphical comparison of three non-modular water pumps that are currently sold on the market. The
horizontal axis represents the sales price (S) in US dollars, and the vertical axis represents the potential water flow rate
(Q) in liters per second [76].

The products represented in Figure 12.1 can be viewed as satisfying a range of what more

than 12 million individuals have considered affordable [186]. Despite the measurable impact of

these irrigation pumps, the large initial investment required to purchase many such products (∼2-3

months income) has limited their distribution due to the financial risks involved if the product fails

to produce additional income [185, 186, 192]. To overcome these financial risks and increase the

use and distribution of these products, Lewis et al. 2010 [76] presented the concept of creating low

cost modular products. In this situation, one notable advantage of a modular product is the ability

to reduce the initial investment required to purchase a product. Furthermore, the income generated
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through the initial purchase then serves as a means for financing future upgrades that are made

affordable through use of the product.

For example, a modular irrigation pump could be purchased in a series of upgrades. The

initial investment of the first platform would be smaller (on the order of the MoneyMaker Hip

Pump), yet yield a modest increase in income. This income could then be used to finance the

purchase of an add-on or module. This upgrade would then increase the pump performance and

subsequently its income generating potential.

12.3 Step 3: Select a Design Method

It is noted that many of the challenges in designing income-generating products for those in ex-

treme poverty could be viewed as conflicting design objectives (i.e., minimize cost, maximize

income-generation potential, maximize efficiency, etc.). In addition, increases in income will re-

sult in changes in what individuals view as affordable, resulting in changes in the preferences

that dictate the acceptable pump sales prices over time. As such, the research presented in this

dissertation has direct application.

For this case study, uncertainties in model inputs, model outputs, and changes in prefer-

ences are ignored. In addition, there are three types of changes that are identified: (i) preferences;

(ii) concepts; and (iii) operating environments. In considering this combination of changes, it can

be observed from Table 7.1 that the optimization-based modular-product design method presented

in Chapter 5 [80] can be used. In addition to the implementation of the method presented in Chap-

ter 5, this case study will test the feasibility of creating modular income-generating products. This

is accomplished by using the method to identify a theoretical modular irrigation pump design con-

sisting of a platform and two modules. Using the theoretical results, a physical prototype of the

pump was built and tested to validate both the analytical models used to optimize the theoretical

design, and the concept of creating a physical product with the desired product configurations.

12.4 Step 4: Method Implementation in Identifying a Modular Irrigation Pump Design

The purpose of this section is to describe the theoretical and physical prototype pump design that

resulted from implementing the modular design method presented in Chapter 5. The following
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subsections provide analytical models required to evaluate Problems 5.1 and 5.2, followed by the

development of a modular pump from the theoretical optimization results to a physical prototype.

12.4.1 Analytical Pump Models

Assuming that suitable objectives for this study are to minimize the pump sales price and

maximize the pump flow rate (see Figure 12.1), this section presents the analytical models needed

to evaluate Problems 5.1 and 5.2 and optimize these objectives. First, basic architectures for the

analytical models of flow rate (Q) and sales price (S) were developed, and are presented in Fig-

ures 12.2 and 12.3 respectively for three pump concepts.

Fl,Fh

lc

lo

ls

zin
zout

hc

dc

lp,outlp,in

dp

Figure 12.2: Graphical illustration of the basic pump architecture and loading conditions used in the development
of the analytical pump fluid models of Q.

Descriptions of the variables and parameters shown in Figure 12.2, along with any other

variables implemented in this case study are as follows:

lo Distance from the pivot to the operator (m)

lc Distance from the pivot to the pump cylinder (m)

lc Distance from the pivot to the pump cylinder (m)

dp Inner diameter of the inlet/outlet pipe (m)
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(c)(b)(a)

Figure 12.3: Renderings of 3D solid CAD models depicting the basic architectures for the analytical financial
models of S described in this section.

dc Inner diameter of the piston cylinder (m)

hc Distance traveled by the cylinder piston head (m)

ls Length of the operator stroke (m)

lp,in Length of the inlet pipe (m)

lp,out Length of the outlet pipe (m)

zin Vertical distance from the pump to the water source (m)

zout Vertical distance from the pump to the pipe outlet (m)

F Force applied by the operator during hand and leg operation of the pump (N)

n(k)c number of cylinders in the k-th concept

ϕ costs scaling factor

Ap cross sectional flow area of the pipe (m2)

Ac cross sectional flow area of the cylinder (m2)

mw mass of the water in the entire pumping system (kg)

ρ density of water (kg/m3)

g gravitational constant (m/s2)

hL head loss in the pump system

fp/c friction coefficients in the pipe (p) and piston cylinders (c) respectively

KL minor head loss coefficients from Munson et al [193]

Fin force applied at the cylinder head (N)

Vp average flow velocity in the pipes (m/s)

Vc average flow velocity in the cylinders (m/s)
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Q̂ flow rate in the system assuming a constant flow (L/s)

ts stroke time of the operator (s)

Cj manufacturing cost of the j-th component of the pump ($)

Mm manufacturing cost margin

Md distributor cost margin

Ms sales cost margin

The mathematical definitions of Q and S are presented below using the variables identified

in Figure 12.2, and the three physical architectures presented in Figure 12.3. Note that for each

architecture presented in Figure 12.3, there is a corresponding model of Q and S indicated by

the value of k in Equations 12.1-12.23 below, where k = 1,2,3 corresponds to Figure 12.3(a),

Figure 12.3(b), and Figure 12.3(c) respectively.

Analytical Models of Flow Rate (Q) and Sales Price (S):

Q(k) =

 0.5 · Q̂ , nc = 1

Q̂ , otherwise
(12.1)

S(k) =

n(k)comp

∑
j=1

C(k)
j

 ·(1+M(k)
m +M(k)

d +M(k)
s

ϕ

)
(12.2)

with general fluid model equations:

n(k)c =

 1 , k ≤ 2

2 , else
(12.3)

hc =

(
lc

lo

)
· ls (12.4)

Ap = π ·
(dp)

2

4
(12.5)

Ac = π · (dc)
2

4
(12.6)

m(k)
w =

 ρ · (Ac ·hc +Ap · lp,in) , n(k)c = 1

ρ · (Ac ·hc +Ap · (lp,in + lp,out)) , else
(12.7)
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h(k)L,major =


fc·hc·d4

p
(dc)

5 +
fp·lp,in

dp
, n(k)c = 1

fc·hc·d4
p

(dc)
5 +

fp·(lp,in+lp,out)
dp

, else
(12.8)

h(k)L,minor =

 KL,1 +KL,3 , n(k)c = 1

KL,1 +KL,2 +KL,3 , else
(12.9)

KL,1 = 0.5 (12.10)

KL,2 = 0.45−0.625 ·
(

dp

dc

)
(12.11)

KL,3 =

(
1−

dp

dc

)2

(12.12)

λ = 1+h(k)L,major +h(k)L,minor (12.13)

F(k)
in = η ·

(
lo

lc

) Fh , k = 1

Fl , else

 (12.14)

V (k)
p =



√
2 ·
(

F(k)
in ·hc

λ ·m(k)
w

+ g
λ
· zin

)
, n(k)c = 1√

2 ·
(

F(k)
in ·hc

λ ·m(k)
w

+ g
λ
· (zin− zout)

)
, else

(12.15)

Vc = V (k)
p ·

(
dp

dc

)2

(12.16)

ts =
hc

Vc
(12.17)

Q̂ = 1000 ·Vp ·Ap (12.18)

with general financial model supporting equations:

Cpipe = (lp,in + lp,out) ·ψp,w (12.19)

Cbase = wpa · (lo +1.524) ·ψplank +wpa ·ψp,st +(wpa · lo +hpivot ·0.1524) ·ψplate (12.20)

C(k)
piston =

n(k)c · (hc +0.03635) ·ψcyl +n(k)c ·ψvalve

+n(k)c · (0.8 ·Ac ·ψplate +π ·dc ·ψseal)
(12.21)

C(k)
treadle =

 2 · (lo +0.1524) ·ψtube , k > 1

0 , else
(12.22)

Chandle =

(√
(lo− lc−0.0762)2 +(1.2192−hp)2 + la

c +0.0762
)
·ψtube (12.23)
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Table 12.1: Limits describing three anticipated regions of interest within the design space of flow
rate (Q) and sales proce (S). Limit values, in terms of S and Q, for the i-th region are based on

the performance of the MoneyMaker Hip Pump (i = 1), MoneyMaker Plus (i = 2), and the
Super MoneyMaker (i = 3).

i Smin ($) Smax ($) Qmin (L/s) Qmax (L/s)
1 20 45 0.25 1.0
2 45 70 0.80 1.3
3 80 110 1.30 2.0

Note that the models of Q presented in Equations 12.1-12.18, were derived from the En-

ergy Equation of the First Law of Thermodynamics as presented in Munson et al [193]. As such,

assumptions made in the development of Equations 12.1-12.18 are as follows: (1) Frictional flow

losses due to bends in the inlet/outlet pipes are ignored; (2) Water flow is always turbulent; (3) The

corresponding friction coefficients for flow in the pump cylinder ( fc) and pipes ( fp) are approx-

imated by the average friction value for the expected flow speeds and the ratios of the surface

roughness (ε) to dp and dc respectively; (4) The force transmission efficiency of the pump (η)

is constant and equal to 80%; (5) During leg operation of the pump, Fl is constant and equal to

889.6 N; (6) During hand operation of the pump, Fh is constant and equal to 70% of Fl (622.72 N);

and (7) The design variable best suited as a platform for manufacturing a reconfigurable, modular

irrigation pump is the piston cylinder diameter (dc) .

12.4.2 Theoretical Pump Design

In this section the analytical models described above are implemented in the method pre-

sented in Chapter 5. Using the information provided in Figure 12.1, three anticipated regions of

interest within the design space are developed as required by Step B of the optimization method.

The limits describing the i-th anticipated regions of interest within the design space of Q and S are

provided in Table 12.1, and are bounded around the indicated performance of the MoneyMaker

Hip Pump (i = 1), MoneyMaker Plus (i = 2), and the Super MoneyMaker (i = 3).

It should be noted that some model input variables are naturally discrete – values for dc

could be constrained to standard sizes, and it is impossible to have non-integer values of nc. Due
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Table 12.2: Values of the limits and step sizes of the selected discrete model inputs.

Variable Lower Upper Step
(units) Limit Limit Size
lo (m) 0.25 0.91 0.01
lc (m) 0.17 0.25 0.01

Table 12.3: Values of the fixed model inputs.

Parameter
(units) Value

Parameter
(units) Value

g (m/s2) 9.80665 ρ (kg/m3) 1000
ε (m) 0.0015 η (%) 80
Fl (N) 889.6 Fh (N) 622.72
ls (m) 0.3048 dp (m) 0.0254

lp,in (m) 3.0 lp,out (m) 1.0
zin (m) -2.0 zout (m) -1.0

fc 0.05 fp 0.075
t(k=1,2,3)
s,min (s) 0.3 t(k=1,2,3)

s,max (s) 2.5
wpa (m) 0.4064 hpivot (m) 0.4

dc ($/m) 0.1023 ψplank ($/m3) 10.63
ψplate ($/m3) 201.50 ψcyl ($/m) 105.12

ψtube ($/m) 25.59 ψseal ($/m) 2.89
ψp,w ($/m) 4.36 ψp,st ($/m) 6.30

ψvalve ($) 10 ϕ 4
M(k=1,2,3)

d 5 M(k=1,2,3)
s (%) 3

M(k=1,2,3)
m (%) 25

to the need to include discrete input variables in the optimization routines executed in the imple-

mented optimization method, a multiobjective genetic algorithm was implemented. Although it is

possible to have continuous input variables in genetic algorithms, all other model inputs are defined

as either discrete or fixed variables in order to reduce the number of variable value combinations

explored. The ranges and value step sizes of lo and lp are given in Table 12.2. In addition, the fixed

values of the remaining model inputs are provided in Table 12.3.
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From the values for lp,in, lp,out, zin, and zout presented in Table 12.3 it should be observed

that the pump was being designed to pull water from a water source that is two meters below the

pump, and then discharge it into a ditch or furrow one meter below the pump. The modular pump

concept that resulted from implementing the method discussed in Chapter 5 is a hand-operated

irrigation pump that transforms into a two-cylinder treadle irrigation pump through the addition

of two modules. These modules are characterized by the following configuration descriptions: (1)

Hand actuated with single cylinder, (2) Foot actuated with a single cylinder, and (3) Foot actuated

with two cylinders. The variable values of the platform and module designs identified through the

method are presented in Tables 12.4 and 12.5 respectively, where lt is the length of the i-th treadle

extension (m) and n̂c is the number of cylinders added by the i-th module. A representation of

the predicted flow rate and sales price for the three configurations of the pump are provided in

Figure 12.4, along with the target pump designs from Figure 12.1.
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Figure 12.4: Graphical comparison of the predicted modular pump configurations and the three benchmark non-
modular water pumps.

12.4.3 Physical Hardware

Using the optimization results presented in Tables 12.4 and 12.5, a physical prototype of

the pump was created. The purpose of this subsection is to present the physical modular pump
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Table 12.4: Variable and objective values of the platform pump design.

Variables Objectives
lo (m) lc (m) nc (m) Q (L/s) S ($)
0.32 0.17 1 0.63 42.30

Table 12.5: Variable and objective values of the modular pump configurations obtained by adding
the i-th module design.

Variables Objectives
i lt (m) lc (m) n̂c (m) Q (L/s) Sm ($)
1 0.56 0.17 0 0.94 59.45
2 0.35 0.17 1 1.67 83.07

design and compare the actual dimensions and sales price (in US dollars) of the prototype to the

optimization results from Section 12.4.2.

It should be noted that the optimization results from the previous subsection only provided

the dimensions for key attributes of the modular pump (cylinder location, length of treadles/treadle

extensions, etc.). This is because a conceptual stage model (not a detailed stage model) was used

to optimize the design. In order to create a physical prototype of the optimal design, we developed

a detailed concept of the pump design. This included defining (i) the shape of the pump support

frame; (ii) the material and cross-section of the pump frame members, handle, and treadles; and

(iii) the module interfaces for the handle, the single/double cylinder configurations of the pump

pistons, and the frame/treadle extensions. Using the optimization results from the previous sec-

tion, the physical prototype of the detailed pump concept was then built to match the identified

key dimensions (see Tables 12.6 and 12.7). Figure 12.5 shows the physical prototype that was

developed.

In order to facilitate the discussion of the theoretical and physical prototype pump perfor-

mance in Section 12.5, the measurements of the key dimensions reported in Tables 12.4 and 12.5,

along with the measured values of the operator stroke length (ls) of each pump configuration are

provided in Tables 12.6 and 12.7.
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(a) (b) (c)

Figure 12.5: Three configurations of the modular irrigation pump prototype. The first configuration (a) is a hand
operated single-cylinder pump indicated in blue. The second configuration (b) is a foot operated single-cylinder pump
with the upgrade identified in yellow. The third configuration (c) is a foot operated dual-cylinder pump with the
upgrade indicated in red.

Table 12.6: Variable values of the prototype platform pump design.

lo (m) lc (m) nc (m) ls (m)
0.32 0.17 1 0.305

12.5 Physical & Theoretical Pump Performance Comparison & Observations

The purpose of this section is to describe the performance of the prototype pump. This discussion is

divided into the following areas: (i) prototype performance in relation to the identified optimization

objectives, and (ii) other observations about the performance of the pump not represented by those

objectives.

Table 12.7: Variable values of the prototype modular pump configurations obtained by adding the
i-th module design.

i lt (m) lc (m) n̂c (m) ls (m)
1 0.56 0.17 0 0.255
2 0.34 0.17 1 0.25
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Figure 12.6: Comparison of the measured and predicted flow rate of the different configurations of the modular
pump for values of zin and zout ranging from 0–4.25 meters (0–8.5 meters total elevation change between the inlet and
outlet of the piping).

12.5.1 Performance: Optimization Objectives

As stated in Section 12.4.1, the selected optimization objectives were to minimize the sales

price (S) and maximize the flow rate (Q) of the pump. As such, the measured and predicted

values for Q and S of the pump platform and modules for the operating conditions used in the

optimization method are presented in Table 12.8. From this table it can be seen that the measured

S of the prototype, adjusted for assembly/production, is able to follow the same approximate trend
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Table 12.8: Comparison of the measured ([ ]meas) and predicted ([ ]pred) sales price (S in US
dollars) and flow rate (Q in L/s) of the pump platform (i = 0) and two modules (i = 1,2).

i Qmeas ($) Qpred ($) Smeas ($) Spred ($)
0 ∼0.63 0.63 ∼40 42.30
1 ∼0.84 0.94 ∼20 17.15
2 ∼1.35 1.67 ∼25 23.62

predicted by the optimization. However, the measured and predicted flow rate for the prototype

and theoretical design have errors starting at ∼0% error and ending at 19% error. Causes of this

increasing error in the measured flow rate (Qmeas) between different pump configurations are likely

due to: (i) pressure losses in the pistons from air leaking around the piston head, and (ii) differences

between the assumed and measured operator stroke lengths (ls) presented in Tables 12.3, 12.6, and

12.7.

In order to better determine the validity and accuracy of the analytical flow rate models,

each configuration of the pump was also tested for values of zin and zout ranging from 0–4.25 me-

ters (0–8.5 meters total elevation change between the inlet and outlet of the piping). In all, the hand

operated and single cylinder treadle pump configurations were tested at eighteen combinations of

zin and zout, and the dual cylinder treadle pump configuration was tested at thirteen combinations.

The results of these tests in terms of the measured flow rate of the pump are presented in Fig-

ure 12.6. Also included in this figure is the predicted flow rate of the pump for the specified values

of zin and zout, along with the values of lo, lc, nc, ls, and lt presented in Tables 12.6 and 12.7. As

indicated in Figure 12.6, the measured flow rate of the physical prototype is represented by the

solid lines, and the predicted flow rate is represented by the dashed lines.

From the results in Figure 12.6(a), it can be seen that the platform pump design recorded

a higher flow rate than that predicted by the analytical fluid model. Based on these results, the av-

erage difference between the measured and predicted flow rate for this configuration of the pump

is 0.06 L/s. Similarly, for the plots provided in Figures 12.6(b) and (c), the average difference

between the measured and predicted flow rate for the single and dual cylinder treadle pump con-

figurations are 0.03 and 0.08 L/s respectively.
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It is noted that there is a difference in the maximum flow rate values shown in Figure 12.6

compared to those shown in Figure 12.4. This is due to the setup required to perform the tests

recorded in Figure 12.6. One example of changes in the setup that were not included in the exe-

cution of the optimization routines are 50 meter hoses used to draw the water from 4 meters and

push it up to 4 meters. As a result, in the 100 meters of hose, there were additional losses in the

system that were not considered in the previous optimizations. However, from the discussion of

the differences between the predicted and measured flow rate of the pump, the models can still

be used in the future to improve the optimization results, and subsequent pump performance to

provide an overall better design for people living in poverty.

12.5.2 Performance: Additional Observations

Recall that the method described in Chapter 5 was used to determine the values of the key

design variables. When developing concepts of how to make the pump with the desired modules,

several challenges were encountered. In the original architectures shown in Figure 12.3, and in the

early modular concepts that were considered, the cylinders were aligned below the treadles with

the user unsafely positioned higher off the ground. An example of one of these modular concepts

is provided in Figure 12.7. In order to keep the user as close to the ground as possible, the design

was changed and the cylinders were repositioned above the treadles as shown in Figure 12.5.

An unanticipated result of repositioning the cylinders with the pistons facing down was a loss in

the efficiency of the piston seal that resulted in leaking. Unfortunately, this was not observed as

a problem until tests were run trying to pull/push water more than two meters below/above the

pump.

Due to the inherent physical exertion that is required to operate the pump, the physical

endurance of the person operating the pump is an important issue. For the optimization results

in Section 12.4.2, a constraint is used that limits the minimum time to complete a single pump

stroke to 0.3 seconds, and was intended to address this issue. However, during the pump testing

described in the previous subsection, it became clear that the physical endurance of the pump

operator was not adequately considered and represented in the implemented optimization routine.

Due to the number of strokes required to achieve the flow rate data and the subsequent results
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Figure 12.7: CAD model of one of the modular concepts showing the cylinders aligned below the treadles.

shown in Figure 12.6, it would not be physically sustainable for an extended period of time while

using the dual-cylinder foot-operated pump configuration.

The major cause for this result stems from the evaluation of the flow rate (Q) in L/s. In

the presented evaluations of Q in Equations 12.1-12.18 for the different pump configurations, the

optimization searches for designs that result in the fastest L/s flow rate of water during a single

stroke of the pump. As a result, the optimization increased the length of the treadles in order to

increase the force applied to the piston head. However, without considering the amount/volume of

water moving through the system over an extended period of time, the increased treadle lengths

resulted in shorter strokes in the pistons. This in turn required the user to increase the number of

strokes needed to move the same volume of water in a given time interval.

12.6 Prototype Informed Optimization Improvements & Results

The purpose of this section is to provide suggested improvements to the design of the modular

pump. This includes (i) detailing changes to the optimization method inputs based on the ob-

servations and results presented in Section 12.5, and (ii) presenting the results of the improved

optimization.
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Table 12.9: Updated values of the fixed model inputs.

Parameter
(units) Value

Parameter
(units) Value

ls,min (m) 0.1524 ls,max (m) 0.4572
hc (m) 0.1524 tl (s) 0.1

ϕ 3.75 M(k=1)
m (%) 15

M(k=2)
m 25 M(k=3)

m (%) 60
t(k=1,2,3)
s,min (s) 0.3 t(k=1,2,3)

s,max (s) 2.5

12.6.1 Optimization Model & Input Changes

Based on the results and observations presented in Section 12.5, changes to the optimiza-

tion focus on the selected formulation of the optimization flow rate (Q) objective, and the model

inputs used to optimize the modular pump configurations. As described in Section 12.5.2, by only

considering the L/s flow rate of water during a single stroke, the optimization resulted in designs

with small, fast piston strokes. To solve this problem the evaluation of Q was changed from con-

sidering the L/s of a single stroke, to the L/8-hr-day potential of the pump assuming the pump

is used for 8 hours per day. Also, the length of the piston stroke (hc) previously calculated in

Equation 12.4, was changed to a model input. This required that the operator stroke length (ls) be

calculated and constrained to reasonable values. The values of hc, and the upper/lower limits of ls

are provided in Table 12.9.

The new measure of Q and the calculation of ls is obtained by respectively replacing Equa-

tions 12.18 and 12.4 with Equations 12.24 and 12.25 below.

Q̂ =
1000 ·hc ·Ac ·8 ·602

ts + tl
(12.24)

ls =

(
lo

lc

)
·hc (12.25)

where tl is the pump operator’s lag time between piston strokes. The assumed value of tl is provided

in Table 12.9.
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Table 12.10: Updated values of the limits and step sizes of the selected discrete model inputs.

Variable Lower Upper Step
(units) Limit Limit Size
lo (m) 0.25 .65 0.01
lc (m) 0.15 0.2 0.01

To further improve the optimization results, and better reflect the costs associated with

manufacturing the pump, the manufacturing margin (Mm) for each financial analysis model (k =

1,2,3) and the cost scaling factor (ϕ) were also changed. The updated values of Mm and ϕ for

each pump configuration are provided in Table 12.9. Note that the initial (k = 1) value of Mm is

lower then the value presented in Table 12.3. This was done to encourage individuals to purchase

the initial pump. However, in order to ensure that making the pump would still be profitable for

the manufacturer, the final value of Mm (k = 3) was set to result in an average Mm of 33%.

The only other changes to the model inputs for the optimization method were the up-

per/lower limits of the operator stroke time (ts) for the hand operated pump (k = 1), the horizontal

distance from the pivot to the operator (lo), and from the pivot the pump cylinder (lc). The limits

for lo and lc are presented in Table 12.10, and were set to further focus the optimization algorithm

on designs with increased flow rates as calculated in Equation 12.24. The new value of ts for the

hand operated pump was set to better reflect the speed that the operator can perform a stroke, and

is provided in Table 12.9.

12.6.2 Optimization Results

In this section the optimization model and input changes described above are implemented

in the method presented in Chapter 5 to identify an improved modular pump design. The new

variable values of the platform and module designs identified through the method are presented

in Tables 12.11 and 12.12 respectively. As in Section 12.4.2, lt is the length of the i-th treadle

extension (m) and n̂c is the number of cylinders added by the i-th module. A representation of the

predicted flow rate (L/8-hr-day) and sales price ($) for the three configurations of the pump are

provided in Figure 12.8, along with the original theoretical optimization results and target pump
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Table 12.11: Improved optimization variable and objective values of the platform pump design.

Variables Objectives
lo

(m)
lc

(m) nc
Q

(L/8-hr-day)
S

($)
0.32 0.15 1 1.6681×104 40.82

Table 12.12: Variable and objective values of the modular pump configurations obtained by
adding the i-th module design.

Variables Objectives

i
lt

(m)
lc

(m) n̂c
Q

(L/8-hr-day)
Sm

($)
1 0.33 0.15 0 2.1278×104 53.05
2 0.14 0.15 1 4.4215×104 85.79

designs from Figure 12.4. Note that the presented flow rate values of the original optimization

were obtained using Equation 12.24 as described in the previous subsection.

From the graphical results illustrated in Figure 12.8 and presented in Tables 12.11 and

12.12, it can be seen that the current optimization has improved the design in two ways. First,

the sales price of the hand-operated (platform) and single-cylinder foot-operated pumps have re-

spectively decreased by ∼4% and ∼11%, while maintaining approximately the same flow rate

as the original optimization results. Second, the flow rate (L/8-hr-day) of the dual-cylinder foot-

operated pump has increased by ∼25% of the original optimization results, while only increasing

the predicted sales price by ∼3%.
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Figure 12.8: Graphical representation of the improved (◦) and original prototype (×) optimization results for the
modular pump configurations and the three benchmark non-modular water pumps. The Pareto frontiers corresponding
to the single-cylinder hand-operated (SCHO), single-cylinder foot-operated (SCFO), and dual-cylinder foot-operated
(DCFO) pump configurations are also illustrated.
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CHAPTER 13. MODULAR PLYWOOD CART CASE STUDY

This chapter implements the unifying design approach presented in Chapter 11 in the identification

of a modular plywood cart system for developing countries. Background for the motivation and

selection of this example is provided in Sections 13.1–13.3, followed by the implementation of the

selected design method in Section 13.4.

13.1 Step 1: Identify an Opportunity

As noted in Section 12.1, 75% of those individuals who are in extreme poverty are rural farmers

[191]. As such, the ability to transport goods more efficiently would represent a potential means of

increasing their income. In addition to these individuals, others could also benefit from the ability

to obtain an inexpensive means of transporting goods and other cargo.

13.2 Step 2: Gather Information

One of the most commonly implemented ways for those in poverty to transport large quantities of

goods is by using a human or animal drawn cart. Noting that increases in income will result in

changes in what individuals view as affordable, preferences dictating the acceptable sales prices of

carts for various cargo types/capacity will also change over time. In addition, the other sources of

change for this case study include the cart structure analysis models and concepts due to various

load scenarios (i.e., operation environments). These load scenarios come from the identification of

three different types of cargo. A description of these cargo types are provided below.

(1) Stackable Cargo: This cargo is characterized by objects that can be stacked or placed next to

each other, and only require a tie-down (i.e., rope or other lashing) to secure the cargo onto the

cart. Examples of this cargo type include bricks, buckets, barrels, boxes, etc.
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(2) Low Density Non-Stackable Cargo: This cargo is characterized by objects that are low in

density, and can only be stacked if there is a structural aspect of the cart to contain the cargo

within the boundaries of the cart bed (sides). Examples of this cargo type include foam, straw,

clothing, etc.

(3) High Density Non-Stackable Cargo: This cargo is characterized by objects that are high in den-

sity, and again require a structural aspect of the cart to contain the cargo within the boundaries

of the cart bed. Examples of this cargo type include soil, gravel, fresh produce, etc.

13.3 Step 3: Select a Design Method

In light of the focus of this dissertation, and the observed opportunity described above, the optimization-

based modular-product design method presented in Chapter 9 [87] is used in this case study in the

identification of a modular plywood cart. In order to identify a starting/reference point for the

development of the modular cart system, Figure 13.1 presents non-modular concept plywood cart

designs providing the structural elements identified in the cargo type definitions. The time se-

quence that these concepts are assumed to be desired, based on the relative costs of the concepts,

is also illustrated in the figure by the assignment of t = 1,2,3 to the stackable cargo (Concept A

– Flatbed Cart), low density non-stackable cargo (Concept B – Poles w/Cloth Sides Cart, Concept

C – Wood Slats w/Cloth Sides Cart), and high density non-stackable cargo (Concept D – Wood

Sided Cart) type concepts, respectively.

13.4 Step 4: Method Implementation in Identifying a Modular Plywood Cart

With a knowledge of the various cargo types and cart concepts being considered, the re-

sults and necessary information for implementation of the method presented in Chapter 9 are now

provided.

Method Steps A & B: For this example the objectives being considered are to minimize

the sales price (S) and to maximize the cart bed area or volumetric capacity (A and V respec-

tively), depending on whether or not the concept has sides. In order to characterize the dynamic

multiobjective design space, analysis models for each of the identified cart concepts are needed.
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Cargo Type #1 (t = 1)

Concept A

Cargo Type #2 (t = 2)

Concept B Concept C

Cargo Type #3 (t = 3)

Concept D

Figure 13.1: CAD models of concept plywood cart designs for each cargo type.

In addition to the models of S (sum of the material, machining, and distribution costs ) and

A or V , stress models of the frame (two different loading conditions), axle, and side concepts are

developed. The first frame loading condition (Figure 13.2(a)) is applied to all concepts, assumes

a maximum operational load (L) is uniformly distributed along the cart bed length (lb), and is

supported on the cart frame rails (long side members of the cart frame) by the reaction loads from

the wheels (Fw) and cart operator (Fu) . The second frame loading condition is only applied to

Concept D, assumes the same distributed load, but is now supported by the operator and the end

of the cart frame (See Figure 13.2(b)) – simulates the operator lifting the front of the cart to dump

out the load. For all of the concepts, the axle stress model looks at half of the axle (frame prevents
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the center deflection of the axle), and applies the wheel load from Figure 13.2(a) as illustrated

in Figure 13.2(c). For the three cart concepts with sides (Concepts B, C, and D), the assumed

loads and boundary conditions used to determine the stress in the side structures are provided in

Figures 13.2(d)–13.2(f) respectively.
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Figure 13.2: (a) Cart frame loading for Concepts A-D. (b) Cart frame loading for dumping (only used by Concept
D). (c) Axle loading for Concepts A-D. (d) Cart bed sides loading for Concept B. (e) Cart bed sides loading for
Concept C. (f) Cart bed sides loading for Concept D.

It should be noted that for each concept, the frame is connected without metal fasteners,

and the axle passes through the rails. As a result, the beams in Figures 13.2(a)–(b) include stress

concentrations in the form of circular holes to approximate the highest stress location cut-out for

the implemented mortise and tenon joints (larger centered hole), and for the location of the axle

(smaller non-centered hole). The formulas for both stress concentration factors come from Charts

4.88 and 4.89 of Pilkey and Pilkey 2008 [194].
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Definitions of the design objects (variables) shown in Figure 13.2, and all other design

objects pertaining to this example, are now provided:

lr Cart frame rail length (mm)

hr Overall height of the rails (mm)

lo Length of the bed overhanging the frame (mm)

ls Length of the plywood sheet (mm)

ws Width of the structure plywood sheet (mm)

ts Thickness of the structure plywood sheet (mm)

h1 Axle center-height from the bottom edge of the rail (mm)

l1 Axle center-distance from the rail end (mm)

da Diameter of the axle (mm)

L Maximum desired operational cart load (N)

lb Length of the cart bed (mm)

wb Width of the cart bed (mm)

hc Height of the mortise cut-out in the rails (mm)

h f Height of the cart frame beam members (mm)

Fu Reaction force applied by the operator (N)

Fw Reaction force applied by one wheel (N)

Fud Reaction force applied by the operator when dumping the cart load (N)

Fg Reaction force applied by the ground when dumping the cart load (N)

la Length of the axle (mm)

dpo Outer pole diameter for Concept B (mm)

dpi Inner pole diameter for Concept B (mm)

hps Height of Concept B sides (mm)

np Number of poles used in Concept B (mm)

hws Height of Concept C and D sides (mm)

tws Sheet thickness of Concept C and D sides (mm)

nt Number of tenons securing the Concept C sides

L(i)
fail Cart failure load (N)
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LF Load multiplier for calculating L(i)
fail

hu Average waist height of the cart operator (mm)

dw Diameter of the plywood cart wheels (mm)

dt Diameter of the router tool (mm)

fr Feed rate of the router (mm/s)

φmach Hourly machining rate ($/hr)

φa Axle material price ($/mm)

φp Material price for pole sides ($/mm)

φws Material price for the wood sides ($/mm2)

Cbwnp Cost of bolts, washers, nuts, and pins ($)

σ f Maximum frame stress (MPa)

σa Maximum axle stress (MPa)

σps Maximum stress in pole sides (MPa)

σws Maximum stress wood sides (MPa)

θ Bed angle while transporting cargo (rad)

ḡ1 Calculated difference between lb/2 and l1 (mm)

ḡ2 Calculated difference between lr and lb (mm)

ḡ3 Calculated clearance of the Concept D sides above the wheels (mm)

ḡ4 Calculated difference between ls and lr (mm)

ḡ5 Calculated left-over sheet width (mm), assuming the rails/bed are cut as in Figure 13.3

A summary of each concept’s design objects for t = {1,2,3}, along with the correspond-

ing values of x(k
(t))

l , x(k
(t))

u , the diagonal entries in χ(k(t)), the bounds of the uncertainty parameter

domain (h), and the bounds of the anticipated regions of interest as defined in Section 9.4 (Step B)

are presented in Appendix B. Using MATLAB’s fmincon function, the dynamic s-Pareto frontier

for each time step within the identified regions of interest was obtained (see Figure 13.4). From

Figure 13.4, it can be seen that due to the changes in loading conditions, concepts, and required

analysis models, the s-Pareto frontier does change. In addition, it should also be observed that

although Concepts B and C are considered for t = 2, Concept C does not contribute to the s-Pareto
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frontier for t = 2 because it is always dominated by Concept B in terms of the objectives for t = 2

to minimize the sales price (S) and maximize the volumetric cart capacity (V ).

Method Steps C & D: In considering the differences between the concepts that comprise

the dynamic s-Pareto frontier shown in Figure 13.4, a slot modular architecture [20] approach is

selected for the modular cart development. The subsequent definitions of nm and δ are as follows:

nm = 2 (13.1)

δ =


1 1

1 2

1 3

 (13.2)

Using this knowledge of the desired modular progression and architecture, the modular

cart system concept is developed. In order to reduce the cost of the modular system, the goal of

the developed concept is to obtain all structural elements of the platform cart design (flat bed cart)

from a single sheet of 19.05 mm or 28.58 mm plywood. The flat sheet part layout of this concept,

including the necessary interface features for pole and box sides is illustrated in Figure 13.3. Also

shown in Figure 13.3 are images of the CAD models of the assembled system configurations, the

two modules (pole w/cloth and box side), and a picture of a preliminary physical prototype that

was built and field tested in Peru to validate the modular system concept architecture (prototype

created with 28.58 mm plywood).

Method Step E: In order to facilitate the modular system identification, the limits of the

modular-system design objects (x̂u/l), the corresponding diagonal entries in χ̂ , the domain of the

modular-system uncertain parameters (ĥ), and the bounds of the uncertain areas of the regions of

interest (Ŝ(i)u/l,unc) needed to evaluate Problem 9.2 are provided in Appendix B.

Optimization of the modular system is also performed using MATLAB’s fmincon function,

with the modular cart system design being directly selected using a weighted-sum aggregate objec-

tive function (wJ = {0.5,1,1}, Ĉ = {Â(0),V̂ (1),V̂ (2)},wĈ = 1.5). The aggregate objective function

and penalty function (Λ̂) definitions used to evaluate (P2) are provided below:
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Flat Sheet Part Layout (i = 0) Flat Bed Platform Configuration (i = 0)

Module #1 Parts Pole/Cloth Sides Configuration (i = 1)

Module #2 Parts/Sheet Layout Wood Sides Configuration (i = 2)

Modular System Architecture Prototype

Figure 13.3: Illustrations of the modular cart system concept configurations, the flat sheet part layouts for the
platform and module #2, the module #1 parts, and a preliminary physical prototype that was field tested in Peru.

J =
nm

∑
i=0

(
w(i)

J ·
(

Θ̂
(i)+ Λ̂

(i)
)
−wĈ ·Ĉ

(i)
)

(13.3)

Λ̂
(i) =


1−
(

V̂ (i)−µ̂
(i)
u,unc

V̂ (i)
u −µ̂

(i)
u,unc

+1
)−1

,V̂ (i) > µ̂
(i)
u,unc

1−
(

µ̂
(i)
l,unc−V̂ (i)

µ̂
(i)
l,unc−V̂ (i)

l

+1
)−1

,V̂ (i) > µ̂
(i)
l,unc

0 ,else

(13.4)
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Figure 13.4: Representation of the s-pareto frontier obtained for each time-step (cargo type), along with the perfor-
mance of each configuration of both the preliminary prototype in Figure 13.3 and the optimized modular cart system.

Figure 13.4 presents the objective space results for the optimized modular cart system and

preliminary prototype. Although both systems are within the identified regions of interest, the

prototype system has an average Θ̂ and Λ̂ of 0.57 and 0.33, while the optimized system has averages

of 0.04 and 0 respectively – represents ∼93% and 100% respective improvements. Figure 13.5

provides images of a physical prototype implementing the optimization results.
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Flat Bed Platform Configuration (i = 0) Pole/Cloth Sides Configuration (i = 1)

Wood Sides Configuration (i = 2)

Figure 13.5: Images of a physical prototype created with 19.05 mm plywood implementing the modular cart system
optimization results represented in Figure 13.4.
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CHAPTER 14. CONCLUSIONS

This dissertation has addressed an important limitation of current methods of module-based

product design in accounting for natural changes in customer needs (preferences), analysis models,

design concepts, and implementation environments over time. In response to this limitation, a

multiobjective optimization design method has been developed and demonstrated. The presented

approach involves the strategic use of a series of optimization formulations that ultimately result

in modular products that can adapt to changing preferences, concepts, models, and environments

by moving from one design on the dynamic s-Pareto frontier to another through the addition or

subtraction of a module.

One of the most common approaches used to address the challenge of satisfying a variety

of preferences and operating environments is through the development of a family of products that

provide diverse product performance. The strength of this approach is in the ability to provide a

range of products that satisfy the current variation in customer needs across multiple market seg-

ments. An important element of the research presented in this dissertation is that changes in needs

over time do not always require the significant changes in product performance that would result

in a diversely performing product family. As a result, the objectives of traditional product family

approaches to maximize both product family performance diversity and product commonality will

not always be considered/satisfied. Thus, by overcoming these limitations the present approach

enables the design of a new kind of product that is based on changes in preferences, concepts,

models, and environments over time.

Development of the method presented in this dissertation was separated into four phases.

The first phase of these developments focused on design cases where there is a single non-dynamic

Pareto frontier (changes in concepts, models, and environments that effect the Pareto frontier are

ignored), and resulted in a five-step design process. An example implementation of this first phase

in the method development was provided through the design of a modular UAV. This example il-
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lustrates the ability of the method to identify platform and module designs that provide the desired

Pareto-optimal performance according to the changing objectives, parameters, and constraints over

time identified within the problem description. The second phase in the method developments fo-

cused on the changes required to adapt the five-step process for single Pareto frontier cases to

multiple Pareto frontier design cases. As a result, a six-step design process which implements the

identification of a s-Pareto frontier was provided. To illustrate implementation of this second phase

in the method development, the design of a hurricane and flood resistant modular residential struc-

ture was provided. Similar to the example of the UAV, the modular residential structure example

demonstrates the ability of the method to design a product that is capable of traversing the s-Pareto

frontier over time through the addition of modules based on predicted changes in preferences and

operational environments that determine the selection of s-Pareto design over time.

The traditional optimization problem formulations that serve as the foundation to the first

and second phase method developments are not well suited to allowing changes in concepts, mod-

els, and environments. To overcome these limitations, the third phase of developments focuses

on identifying a generic optimization formulation capable of identifying the dynamic set of non-

dominated designs that result from these changes. Implementation of this new dynamic-s-Pareto

frontier problem formulation was illustrated through a simple aircraft design example that was in-

spired by the Lockheed C-130 Hercules. Finally, the fourth phase of method developments adapts

the method resulting from the phase two developments to incorporate the new dynamic optimiza-

tion formulation from the phase three developments, and allow for the identification of modular

systems that account for changing preferences, environments, models, and concepts. Implementa-

tion of this method was then illustrated through the development of a modular truss system.

Noting that modular/adaptive products only represent one approach for dealing with changes

in preferences, environments, models, and concepts, parallel research performed in the areas of col-

laborative products [4] (modular products created by combining two or more independently func-

tional products) and design principle identification [5] were also described. In order to connect

these different methods, the final research contributions gather the presented and parallel research

developments into a unifying design approach, with two case studies presented to illustrate the

implementation of this method in the development of a modular irrigation pump and a modular

plywood cart for developing countries.
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Through the variety of examples presented in this dissertation, it is seen that the modular

product design method developed herein is broadly applicable to diverse applications. In the case

of the UAV and Aircraft Examples, the method successfully provides designs based on known

changes in mission profiles. In the case of the pump, cart, residential housing, and truss examples,

the method was used to provide designs based on changes in the target customer’s view of af-

fordability and desired product/system performance. In addition, noting the inherent uncertainties

related to the use of predicted future preferences, concepts, models, and environments, the cart and

truss examples also illustrate the ability of the method to account for and incorporate uncertainty

analysis.

Although the use of modularity is a key aspect of the work presented herein, there are

consequences of using this design approach. Modularity necessitates the design of many differ-

ent individual components where normally one single component could be used (i.e., redundant

physical architectures occur at module interfaces) [17]. Although in the cases of the cart and water

pump this allows for reconfiguration to facilitate the purchase of incremental upgrades by reduc-

ing the initial financial risk, the increased number of joints gives way to increased likelihood of

structural failures at the module interfaces. For this reason, the decision of whether to develop a

modular product, a set of independent products, a family of related products, or a single product

that performs as best as possible in all situations is a complex decision.

Recognizing that one of the fundamental assumptions of the method developed herein is

that the changes in customer needs over time are known, future research related to this dissertation

should include the identification of methods for determining and quantifying the future needs of

a product. One example of an approach for identifying these needs that was implemented in the

pump case study, was to assume that the performance of current products on the market represented

the customer preferences over time. As such, additional work should also look at developing meth-

ods for identifying those customer preferences that define anticipated regions of interest within the

optimization design space. This is due to the inherent impact these regions have on the modular

products identified, and the ability these products have to reduce the perceived financial risks of

income generating products.

In current approaches of product development there are many methods available for deter-

mining the present customer needs of a product. The benefit of these methods comes in the ability
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of the designer to characterize these needs and translate them into performance specifications and

attributes that are used to guide the design of the product. However, as has been demonstrated

in this dissertation, through the development of methods for determining and quantifying the fu-

ture needs of a product, it is possible to translate these needs into performance specifications and

attributes that are used to guide the design of products that adapt to satisfy changing needs over

time. In the development of these methods of determining future customer needs, it is anticipated

that many of the methods currently used for determining the current customer needs (e.g. focus

groups, surveys, observation) could be adapted to provide the desired outcomes. In addition, more

mathematical studies of the movement of customers between market segments and the emergence

of additional market segments could be used to develop gradient based methods that would use

previous information detailing the past changes in customer needs to forecast the future customer

needs.

From the case studies presented in Chapters 12–13, an additional area of potential future

work in relation to designing products for the developing world comes from an observed limitation

of the modular product design optimization method presented in this dissertation. Specifically, the

implemented method does not include a system of accounting for the social, environmental and

political factors that determine the success of a product upon implementation in the developing

world. Future work to be done in this area should focus on the identification of a metric that can

measure, and potentially predict, how successfully a product accounts for the complexities of these

social factors.
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APPENDIX A. AIRCRAFT EXAMPLE DYNAMIC S-PARETO FORMULATION IN-
PUTS

For the aircraft design example presented in Chapter 8 there are three concepts. The vari-

able values for these different concepts are presented in Tables A.1 – A.3. The units and descrip-

tions of these variables are given in Section 8.1. The rows of the tables at each time-step are the

values of the diagonal matrix (χ(k(t))) and design object limits (x(k
(t))

l , x(k
(t))

u ) for the corresponding

concept. For example, the rows corresponding χi,i, xl , and xu for Concept 1 at t = 1 represent

the χ
(1(1))
i,i values of equation 7.5, x(1

(1))
l values of equation 7.3, and x(1

(1))
u values of equation 7.3,

respectively.
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Table A.1: Values of the objective identifiers and design object limits for aircraft Concept 1 (k = 1)

ϕ CL,fd CL,c b Vturn rf reu Vs,fd Vs,c E Wc Zcr Zsp Vcr Vsp g ρ W P T̂lost

t=
1 χi,i 0 0 0 0 – 0 0 0 0 0 0 0 0 0 0 0 0 1 1 –

xl 95 2.2 1.1 30 – 0.40 1.4 45 50 3 450 13e3 5e3 90 120 32.2 0.0584 0 75 –
xu 125 2.5 1.4 50 – 0.40 1.4 45 50 3 450 13e3 5e3 90 120 32.2 0.0584 1500 120 –

t=
2 χi,i 0 0 0 0 – 0 0 0 0 0 0 0 0 0 0 0 0 1 1 –

xl 95 2.2 1.1 30 – 0.40 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 0 75 –
xu 125 2.5 1.4 50 – 0.40 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 1500 120 –

t=
3 χi,i – – – – – – – – – – – – – – – – – – – –

xl – – – – – – – – – – – – – – – – – – – –
xu – – – – – – – – – – – – – – – – – – – –

Table A.2: Values of the objective identifiers and design object limits for aircraft Concept 2 (k = 2)

ϕ CL,fd CL,c b Vturn rf reu Vs,fd Vs,c E Wc Zcr Zsp Vcr Vsp g ρ W P T̂lost

t=
1 χi,i 0 0 0 0 – 0 0 0 0 0 0 0 0 0 0 0 0 1 1 –

xl 85 1.8 1.1 25 – 0.4 1.4 45 50 3 450 13e3 5e3 90 120 32.2 0.0584 0 75 –
xu 110 2.1 1.4 45 – 0.4 1.4 45 50 3 450 13e3 5e3 90 120 32.2 0.0584 1500 120 –

t=
2 χi,i 0 0 0 0 – 0 0 0 0 0 0 0 0 0 0 0 0 1 1 –

xl 85 1.8 1.1 25 – 0.36 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 0 75 –
xu 110 2.1 1.4 45 – 0.36 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 1500 120 –

t=
3 χi,i 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

xl 85 1.8 1.1 25 90 0.36 1.4 45 50 3.5 402 12e3 7e3 90 90 32.2 0.0584 0 75 6.9e-4
xu 110 2.1 1.4 45 115 0.36 1.4 45 50 3.5 402 12e3 7e3 90 90 32.2 0.0584 1500 120 8e-4
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Table A.3: Values of the objective identifiers and design object limits for aircraft Concept 3 (k = 3)

ϕ CL,fd CL,c b Vturn rf reu Vs,fd Vs,c E Wc Zcr Zsp Vcr Vsp g ρ W P T̂lost

t=
1 χi,i – – – – – – – – – – – – – – – – – – – –

xl – – – – – – – – – – – – – – – – – – – –
xu – – – – – – – – – – – – – – – – – – – –

t=
2 χi,i 0 0 0 0 – 0 0 0 0 0 0 0 0 0 0 0 0 1 1 –

xl 75 1.5 1.1 20 – 0.30 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 0 75 –
xu 90 1.8 1.4 35 – 0.30 1.4 45 50 3 430 11e3 5e3 90 110 32.2 0.0584 1500 120 –

t=
3 χi,i 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

xl 75 1.5 1.1 20 90 0.30 1.4 45 50 3.5 402 12e3 7e3 90 90 32.2 0.0584 0 75 6.9e-4
xu 90 1.8 1.4 35 115 0.30 1.4 45 50 3.5 402 12e3 7e3 90 90 32.2 0.0584 1500 120 8e-4
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APPENDIX B. CART EXAMPLE OPTIMIZATION FORMULATION INPUTS

A summary of each non-modular plywood cart concept’s design objects for t = {1,2,3},

along with the corresponding values of x(k
(t))

l , x(k
(t))

u , and the diagonal entries in w(k(t)) needed to

evaluate Problem 9.1 are provided in Tables B.1 and B.2. It should be noted that the bounds of the

anticipated regions of interest as defined in Section 9.4 (Step B) are presented in Table B.1 as the

listed values of S(k
(t))

l and S(k
(t))

u . In addition, for this example it is assumed the values of y(k
(t)) have

bounded uncertainties that result in the domain (h) of the uncertain parameters (c) being defined

as c(k
(t))

l ≤ c(k
(t)) ≤ c(k

(t))
u . The values of c(k

(t))
l and c(k

(t))
u needed to evaluate Problem 9.1 are also

provided in Table B.2.

Limits of the modular-system design objects (x̂u/l), the corresponding diagonal entries in

ŵ, the domain limit vectors of the modular-system uncertain parameters (ĉu/l), and the bounds of

the uncertain areas of the regions of interest (Ŝ(i)u/l,unc) needed to evaluate Problem 9.2 are provided

in Table B.3.

Table B.1: Values of zl/u and the objective identifiers (diagonal entries in χ(k(t))) for the cart
example evaluation of Problem 9.1.

t = 1 t = 2 t = 3
k = 1 k = 1 k = 2 k = 1

z (units) χ zl zu χ zl zu χ zl zu χ zl zu
S ($) 1 60 105 1 95 153 1 95 153 1 112 154

A (m2) -1 0.697 1.333 – – – – – – – – –
V (m3) – – – -1 1.147 2.327 -1 1.147 2.327 -1 0.229 0.557
Lfail (N) 0 4448.2 22241 0 4448.2 22241 0 4448.2 22241 0 4448.2 22241

σ f (MPa) 0 0 76.532 0 0 76.532 0 0 76.532 0 0 76.532
σa (MPa) 0 0 344.7 0 0 344.7 0 0 344.7 0 0 344.7
σps (MPa) – – – 0 0 99.63 – – – – – –
σws (MPa) – – – – – – 0 0 76.532 0 0 76.532

θ (rad) 0 0 0.297 0 0 0.297 0 0 0.297 0 0 0.297
Fu (N) 0 0 444.8 0 0 444.8 0 0 444.8 0 0 444.8
Fud (N) – – – – – – – – – 0 0 2224.1
ḡ1 (mm) 0 0 ∞ 0 0 ∞ 0 0 ∞ 0 0 ∞

ḡ2 (mm) – – – – – – – – – 0 0 ∞

ḡ3 (mm) 0 686 762 0 686 762 0 686 762 0 686 762
ḡ4 (mm) 0 0 ∞ 0 0 ∞ 0 0 ∞ 0 0 ∞

ḡ5 (mm) 0 0 ∞ 0 0 ∞ 0 0 ∞ 0 0 ∞
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Table B.2: Values of yl/u, cl/u, and the objective identifiers (diagonal entries in χ(k(t))) for the cart example evaluation of Problem 9.1.

t = 1 t = 2 t = 3
k = 1 k = 1 k = 2 k = 1

y (units) χ yl yu cl cu χ yl yu cl cu χ yl yu cl cu χ yl yu cl cu
da (mm) 0 19.05 19.05 -0.051 0 0 19.05 19.05 -0.051 0 0 19.05 19.05 -0.051 0 0 19.05 19.05 -0.051 0
lb (mm) 0 1143 1625.6 -0.254 0.254 0 1143 1625.6 -0.254 0.254 0 1143 1625.6 -0.254 0.254 0 1143 1625.6 -0.254 0.254
wb (mm) 0 609.6 812.8 -0.254 0.254 0 609.6 812.8 -0.254 0.254 0 609.6 812.8 -0.254 0.254 0 609.6 812.8 -0.254 0.254
h f (mm) 0 95.25 107.95 -0.254 0.254 0 95.25 107.95 -0.254 0.254 0 95.25 107.95 -0.254 0.254 0 95.25 107.95 -0.254 0.254
l1 (mm) 0 508 711.2 -0.254 0.254 0 508 711.2 -0.254 0.254 0 508 711.2 -0.254 0.254 0 508 711.2 -0.254 0.254
h1 (mm) 0 25.4 34.9 -0.254 0.254 0 25.4 34.9 -0.254 0.254 0 25.4 34.9 -0.254 0.254 0 25.4 34.9 -0.254 0.254
ts (mm) 0 19.05 28.58 -1.778 0 0 19.05 28.58 -1.778 0 0 19.05 28.58 -1.778 0 0 19.05 28.58 -1.778 0
ws (mm) 0 1193.8 1193.8 -1.588 0 0 1193.8 1193.8 -1.588 0 0 1193.8 1193.8 -1.588 0 0 1193.8 1193.8 -1.588 0
ls (mm) 0 2438.4 2438.4 -1.588 0 0 2438.4 2438.4 -1.588 0 0 2438.4 2438.4 -1.588 0 0 2438.4 2438.4 -1.588 0
lo (mm) 0 38.1 38.1 0 0 0 38.1 38.1 0 0 0 38.1 38.1 0 0 0 38.1 38.1 0 0
dt (mm) 0 9.525 9.525 0 0 0 9.525 9.525 0 0 0 9.525 9.525 0 0 0 9.525 9.525 0 0
fr (mm/s) 0 50.8 50.8 0 0 0 50.8 50.8 0 0 0 50.8 50.8 0 0 0 50.8 50.8 0 0

L (N) 0 2224.1 2224.1 0 0 0 2224.1 2224.1 0 0 0 2224.1 2224.1 0 0 0 2224.1 2224.1 0 0
LF 0 2 100 0 0 0 2 100 0 0 0 2 100 0 0 0 2 100 0 0

hc (mm) 0 47.625 53.975 -0.255 0.254 0 47.625 53.975 -0.255 0.254 0 47.625 53.975 -0.255 0.254 0 47.625 53.975 -0.255 0.254
hu (mm) 0 889 889 0 0 0 889 889 0 0 0 889 889 0 0 0 889 889 0 0

φmach ($/hr) 0 20 20 0 0 0 20 20 0 0 0 20 20 0 0 0 20 20 0 0
φa ($/m) 0 4.10 4.10 0 0 0 4.10 4.10 0 0 0 4.10 4.10 0 0 0 4.10 4.10 0 0
Cbwnp ($) 0 2 2 0 0 0 2 2 0 0 0 2 2 0 0 0 2 2 0 0
lr (mm) 0 1828.8 2333.6 -0.255 0.254 0 1828.8 2333.6 -0.255 0.254 0 1828.8 2333.6 -0.255 0.254 0 1828.8 2333.6 -0.255 0.254
hr (mm) 0 254 574.7 -0.255 0.254 0 254 574.7 -0.255 0.254 0 254 574.7 -0.255 0.254 0 254 574.7 -0.255 0.254
dw (mm) 0 508 762 -0.255 0.254 0 508 762 -0.255 0.254 0 508 762 -0.255 0.254 0 508 762 -0.255 0.254
hps (mm) – – – – – 0 1219.2 1828.8 -0.255 0.254 – – – – – – – – – –

np – – – – – 0 8 8 0 0 – – – – – – – – – –
dpo (mm) – – – – – 0 33.4 33.4 -0.127 0.127 – – – – – – – – – –
dpi (mm) – – – – – 0 26.24 26.24 -0.127 0.127 – – – – – – – – – –
φp ($/m) – – – – – 0 2.38 2.38 0 0 – – – – – – – – – –
hws (mm) – – – – – – – – – – 0 254 939.8 -0.254 0.254 0 302.2 304.8 -0.254 0.254
nt (mm) – – – – – – – – – – 0 8 8 0 0 – – – – –
tws (mm) – – – – – – – – – – 0 12.7 12.7 -0.178 0 0 12.7 12.7 -0.178 0
wst (mm) – – – – – – – – – – 0 38.1 50.8 -0.254 0.254 0 38.1 50.8 -0.254 0.254

φws ($/m2) – – – – – – – – – – 0 30 30 0 0 0 30 30 0 0
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Table B.3: Limit values of the modular-system design objects (x̂u/l), uncertain parameter domain
limits (ĉu/l), and the corresponding diagonal entries in ŵ(i) needed to evaluate Problem 9.2.

x̂ ŵ(0) ŵ(1) ŵ(2) xl xu cl cu

d̂a 0 0 0 19.05 19.05 -0.051 0
l̂b 0 0 0 1143 1625.6 -0.254 0.254
ŵb 0 0 0 609.6 812.8 -0.254 0.254
ĥ f 0 0 0 95.25 107.95 -0.254 0.254
l̂1 0 0 0 508 711.2 -0.254 0.254
ĥ1 0 0 0 25.4 34.9 -0.254 0.254
t̂s 0 0 0 19.05 28.58 -1.778 0
ŵs 0 0 0 1193.8 1193.8 -1.588 0
l̂s 0 0 0 2438.4 2438.4 -1.588 0
l̂o 0 0 0 38.1 38.1 0 0
d̂t 0 0 0 9.525 9.525 0 0
f̂r 0 0 0 50.8 50.8 0 0
L̂ 0 0 0 2224.1 2224.1 0 0

L̂F 0 0 0 2 100 0 0
ĥc 0 0 0 47.625 53.975 -0.255 0.254
ĥu 0 0 0 889 889 0 0

φ̂mach 0 0 0 20 20 0 0
φ̂a 0 0 0 4.10 4.10 0 0

Ĉbwnp 0 0 0 2 2 0 0
l̂r 0 0 0 1828.8 2333.6 -0.255 0.254
ĥr 0 0 0 254 574.7 -0.255 0.254
d̂w 0 0 0 508 762 -0.255 0.254
ĥps – 0 – 1219.2 1828.8 -0.255 0.254
n̂p – 0 – 8 8 0 0
d̂po – 0 – 33.4 33.4 -0.127 0.127
d̂pi – 0 – 26.24 26.24 -0.127 0.127
φ̂p – 0 – 2.38 2.38 0 0
ĥws – – 0 302.2 304.8 -0.254 0.254
t̂ws – – 0 12.7 12.7 -0.178 0
φ̂ws – – 0 30 30 0 0
Ŝ(0) 1 – – 60 105 – –
Â(0) -1 – – 0.697 1.333 – –
L̂(i)

fail 0 0 0 4448.2 22241 – –
σ̂
(i)
f 0 – 0 0 76.532 – –

σ̂a 0 – – 0 344.7 – –
θ̂ 0 – – 0 0.297 – –
F̂u 0 – – 0 444.8 – –
ˆ̄g1 0 – – 0 ∞ – –
ˆ̄g2 – – 0 0 ∞ – –
ˆ̄g3 0 – – 686 762 – –
ˆ̄g4 0 – – 0 ∞ – –
ˆ̄g5 0 – – 0 ∞ – –

Ŝ(1) – 1 – 95 153 – –
V̂ (1) – -1 – 1.147 2.327 – –
σ̂ps – 0 – 0 99.63 – –
Ŝ(2) – – 1 112 154 – –
V̂ (2) – – -1 0.229 0.557 – –
σ̂ws – – 0 0 76.532 – –
F̂ud – – 0 0 2224.1 – –
ˆ̄g6 – – 0 0 0 – –
ˆ̄g7 – – 0 0 ∞ – –
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