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ABSTRACT

A Vision-Based Relative Navigation Approach
for Autonomous Multirotor Aircraft

Robert C. Leishman
Department of Mechanical Engineering, BYU

Doctor of Philosophy

Autonomous flight in unstructured, confined, and unknown GPS-denied environments is a
challenging problem. Solutions could be tremendously beneficial for scenarios that require infor-
mation about areas that are difficult to access and that present a great amount of risk. The goal of
this research is to develop a new framework that enables improved solutions to this problem and
to validate the approach with experiments using a hardware prototype.

In Chapter 2 we examine the consequences and practical aspects of using an improved
dynamic model for multirotor state estimation, using only IMU measurements. The improved
model correctly explains the measurements available from the accelerometers on a multirotor. We
provide hardware results demonstrating the improved attitude, velocity and even position estimates
that can be achieved through the use of this model.

We propose a new architecture to simplify some of the challenges that constrain GPS-
denied aerial flight in Chapter 3. At the core, the approach combines visual graph-SLAM with
a multiplicative extended Kalman filter (MEKF). More importantly, we depart from the common
practice of estimating global states and instead keep the position and yaw states of the MEKF
relative to the current node in the map. This relative navigation approach provides a tremendous
benefit compared to maintaining estimates with respect to a single global coordinate frame. We
discuss the architecture of this new system and provide important details for each component. We
verify the approach with goal-directed autonomous flight-test results.

The MEKF is the basis of the new relative navigation approach and is detailed in Chapter 4.
We derive the relative filter and show how the states must be augmented and marginalized each
time a new node is declared. The relative estimation approach is verified using hardware flight
test results accompanied by comparisons to motion capture truth. Additionally, flight results with
estimates in the control loop are provided.

We believe that the relative, vision-based framework described in this work is an important
step in furthering the capabilities of indoor aerial navigation in confined, unknown environments.
Current approaches incur challenging problems by requiring globally referenced states. Utilizing
a relative approach allows more flexibility as the critical, real-time processes of localization and
control do not depend on computationally-demanding optimization and loop-closure processes.

Keywords: GPS-denied flight, relative navigation, sensor fusion, quadrotor dynamics, MEKF
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CHAPTER 1. INTRODUCTION

A system capable of completing autonomous flight in unstructured, confined, and unknown

GPS-denied environments would provide a great deal of value for inspecting and surveying areas

that are difficult to access and that present a great amount of risk. Autonomous capability would

allow the vehicle to intelligently explore an environment and avoid obstacles, permitting personnel

to concentrate on the information returned by the vehicle rather than on maneuvering manually.

It would enhance search and rescue operations in damaged buildings after disasters or in under-

ground areas. It would also be valuable during reconnaissance operations in areas with limited

or intermittent GPS information, like urban canyons. The goal of this research is to develop a

new framework that enables improved solutions to this problem and validate the approach with

experiments using a hardware prototype.

Currently, most autonomous aerial vehicles relay heavily on GPS information. GPS pro-

vides a unique 3D global position measurement for a vehicle. The measurements are commonly

fused with inertial measurement unit (IMU) data to provide improved estimates of a vehicles’ lo-

cation, attitude, and velocity. As was mentioned above, however, there are areas and conditions

where GPS is unavailable. Current navigation solutions are wholly inadequate in these scenarios.

This fact has been identified and lamented by the Chief of Staff of the Air Force, General Schwartz,

who said “It seems critical, to me, that the Joint Force should reduce its dependence on GPS-aided

precision navigation...” [1]. This statement has been made more relevant by recent events where

Iran has claimed to have downed two of the United States’ advanced unmanned aerial systems

(UAS) through GPS spoofing [2, 3].

Robust navigation solutions for aerial robotics are similarly important for civilian missions.

Figures 1.1 and 1.2 present environments where visual information of the environment, conditions

of survivors, hazards, and appropriate ingress and egress points would prove invaluable to search

1



and rescue operators. Additionally, solutions to provide surveillance in urban canyon areas, like

those shown in Figure 1.3, would also need to be robust to at least intermittent GPS availability.

Figure 1.1: A building in Concepcion, Chile after the 2010 earthquake. The condition of the
building would expose rescuers to a great amount of risk. The condition also offers a tremendous
challenge in exploration. The walls could not be used as assumed structure for navigation (since
they are no longer vertical), and the slanted floors would exclude a ground robot.

Figure 1.2: An underground environment which could possibly expose personnel to a great amount
of risk. Similar to the building, there is also a tremendous challenge in autonomous exploration of
this environment. No structure can be assumed and the low light precludes the use of vision.

Figure 1.1 presents a particularly challenging environment for autonomous robotic navi-

gation, and exploration. The slant of the floor, walls, and ceiling would preclude the use of any

assumptions regarding the environment in a potential solution. A vehicle would also be required

2



Figure 1.3: An example of an urban canyon. The tall buildings obstruct and create multi-path
effects for GPS signals. Small UAS must be robust to degraded or intermittent GPS signals for
flights in these areas. Photograph ©Ad Meskens, used with permission.

to plan paths in three dimensions (3D) to maneuver around obstacles that would be present inside.

The slant of the floor would rule out the use of a ground robot as well. A highly maneuverable,

autonomous aerial robot could provide a valid solution for investigating such an environment.

An underground environment, similar to that of Figure 1.2, would also be a challenge for

autonomous vehicle navigation. There is not any structure in the environment that could be used to

simplify a solution. Lighting issues would also present a challenge. Obstacles on the floor would

severely restrict a ground robot implementation. Again, a maneuverable autonomous aerial vehicle

would be a possible solution for investigating such an environment remotely.
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Aerial surveillance of urban areas is highly desired by police agencies to reduce crime and

to aid in providing additional perspectives during difficult situations. Upon changes to federal

airspace restrictions, due in 2014, such missions may be more of a possibility. In urban canyon

areas such as the one pictured in Figure 1.3, these aerial surveillance vehicles will be required to

be robust to degradation or loss of GPS measurements. Additional sensors and algorithms will be

required to replace GPS. Switching between GPS and onboard sensors will need to be dynamic

and robust. There are not currently any solutions available that provide such capability.

Aerial flight without GPS information is a challenging problem as the robot must discover

its own location using only onboard sensors and computational resources. The situation is further

complicated by the need to control the vehicle’s fast dynamics using the localized state estimates.

Unlike ground robots, these vehicles cannot afford to pause in one place until complex algorithms

converge and state estimates are sufficiently stable to continue. In this chapter we more fully in-

troduce and discuss this problem. First, we present the aerial vehicle and the associated hardware

that is used for this research in Section 1.1. Then we address the possibilities for precision navi-

gation when GPS is unavailable in Section 1.2. The potential solutions are limited because of the

assumption of an a priori unknown environment. In Section 1.3 we discuss the relevant research

associated with vision-based GPS-denied navigation and then we finish this chapter with a brief

overview of the contributions that this research brings to the problem in Section 1.4.

1.1 Multirotor Aircraft

Multirotor aircraft,1 such as the quadrotor depicted in Figure 1.4 or the hexrotor in Fig-

ure 1.5, are ideal platforms for autonomous flight in unknown and complex environments. Their

small size and high maneuverability are conducive to operating in confined spaces and avoiding ob-

stacles. Equipped with appropriate sensors and algorithms, they could enable several applications

currently infeasible for ground robots, such as the autonomous exploration of the environments

in Figures 1.1, 1.2, or 1.3. They also provide a cheaper and mechanically-simpler alternative to

helicopters.

1We use the term multirotor aircraft to refer to aircraft such as quadrotors or hexrotors. For simplicity, we will use
the term multirotor when the number of rotors is not relevant.
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Figure 1.4: A schematic representation of the quadrotor showing coordinate frames and notation
used in the research. The inertial coordinate frame has its arbitrary origin at OI with right-handed
axes oriented in north, east, and down (i.e. aligned with gravity) directions. The body-fixed refer-
ence frame has its origin, Ob, at the quadrotor’s center of mass, assumed here to be some distance
h directly below the quadrotor’s geometric center. The body frame~ib and ~jb axes are parallel with
the vectors from the geometric center to motors 1 and 2. The~kb axis is oriented to complete a
right-handed coordinate system. The motors rotate in the directions shown.

A multirotor’s small size and maneuverability also create problems for making them au-

tonomous. The same fast dynamics that make them maneuverable require accurate and frequently

updated position, orientation, and velocity state estimates to enable autonomous control. Addi-

tionally, constraints on the energy and payload capacity of a multirotor limit the available sensors

and processing capability. These problems are especially relevant in unknown and complex 3D

environments that demand information-rich sensor data and the associated processing-intensive

algorithms.

We have developed a prototype vehicle for navigation in unstructured, confined, and un-

known GPS-denied environments. It is relatively large and supports a considerable amount of
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computation to enable development. We have in mind a smaller, more compact version for an

eventual final implementation.

Figure 1.5: The Mikrokopter hexacopter prototype that we use in experiments discussed in this
research. The only sensors we utilize are an altimeter, IMU, and front-facing RGB-D camera. All
computation is completed onboard the vehicle and it communicates with a ground station computer
using 802.11n Wi-Fi. The groundstation only provides goal locations to the platform.

We utilize a Mikrokopter hexacopter vehicle, shown in Figure 1.5 with the hardware speci-

fied in Table 1.1. The computer runs Ubuntu 12.04 Linux and all the applications are implemented

in C++ and connected using the Robot Operating System (ROS) [4]. All the processing is per-

formed onboard. Imagery from the RGB-D camera is available as fast as 30 Hz, but we routinely

down-sample it to 15 Hz, as this provides sufficient information for accurate sensor fusion esti-

mates. The IMU and altimeter provide measurements at 100 Hz and 40 Hz respectively. During

the experiments we present from this research, the CPU usage averages about 40%. From these

measurements, we believe that there is sufficient capacity for the onboard computer to run more

computationally complex algorithms.

We employ a motion capture camera system from Motion Analysis, as shown in Figure 1.6,

to provide truth data during experiments. This system provides 6DoF pose information at up to

200 Hz with sub-degree and sub-millimeter accuracy within a volume of about 14 ft by 10 ft by

6 ft. We used a filtered numerical derivative of the position data as velocity truth. The motion

capture system has proved invaluable for testing and trouble-shooting algorithms, particularly the
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Table 1.1: Hardware Details

Component Description
Vehicle Mikrokopter Hexacopter XL
Autopilot Flight-Ctrl V2.1 ME
Sonar Altimeter LV-MaxSonar®-EZ3
RGB-D Camera ASUS Xtion Pro Live
IMU MicroStrain® 3DM-GX3®-15
Motherboard Global American EPI-QM67 EPIC
Processor Intel® Core i7-2710QE
Harddrive Intel® SSD 320 120GB

estimation and control. We were also able to autonomously fly the hexrotor using the truth data

during interim steps, which aided development tremendously.

Figure 1.6: Pictured is the motion capture environment from Motion Analysis where most of the
testing was conducted for this research. The system provides 6DoF pose information at 200 Hz
with sub-degree and sub-millimeter accuracy.

1.2 Navigation without GPS

Precision navigation without GPS is a challenging problem. It is further complicated when

we assume no prior knowledge of the environment, which is often the case for buildings damaged
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by natural disasters, in caves or underground, or in areas of conflict. To provide the level of

accuracy needed for robust navigation, potential solutions typically require an exteroceptive sensor

with a motion estimation or landmark recognition capability combined with an IMU. Solutions

have employed monocular cameras [5, 6], stereo camera pairs [7, 8], planar-laser scanners [9, 10],

3D laser scanners [11], sonar [12], radar [13], and even Wi-Fi [14–16]. We will concentrate on

vision-based solutions for our aerial implementation due to a camera sensor’s low cost, low power

requirements and light weight. Furthermore, machine vision approaches are more flexible in that

they require fewer assumptions regarding the nature of the environment than do other sensors with

comparable weight and power requirements.

Regardless of the sensor suite employed for GPS-denied navigation, there are only two

known general approaches for this particularly challenging scenario: dead reckoning and simulta-

neous localization and mapping (SLAM). We introduce and briefly discuss these two approaches

below.

1.2.1 Dead Reckoning

Dead reckoning is the process of summing changes in pose or velocity provided by onboard

sensors to estimate the trajectory of a vehicle. Dead reckoning has obviously been used for a

variety of systems for quite some time, as high-quality, publicly-available GPS has only been

around since about 1994. However, without extremely high-quality, expensive sensors, such as a

high-quality inertial navigation system, precise global navigation in unknown environments using

only dead reckoning is generally only viable for short periods of time. This is especially true with

an aerial vehicle, where trajectories and motion are not as smooth as on a ground vehicle. If global

information is not required, however, vehicles can navigate indefinitely with unbounded global

drift in the estimates.

One method of conducting fairly reliable dead reckoning with vision information is visual

odometry (VO) [17]. Good practical introductions to the topic can be found in [18, 19]. VO

is the process of comparing images to find the relative six-degree-of-freedom (6DoF) change in

pose between them. Valid solutions have been achieved using monocular [20–22], stereo [23–26],

8



and RGB-D, pictured in Figure 1.7,2 cameras [27–31]. VO has been shown to provide accurate

estimates of vehicle motion over long trajectories on ground vehicles [17,32], particularly when the

results are fused with information from a high-quality IMU [23]. We discuss our VO algorithm that

uses a RGB-D camera in Chapter 3. This algorithm forms the base for our topological approach.

Figure 1.7: An RGB-D camera provided by ASUS. The infrared (IR) projector is on the left, the
regular RGB camera in the middle, and the IR receiver is on the right. Dense stereo processing,
which is completed on the device, is used on the projected IR points to find the depth in the scene.

1.2.2 Simultaneous Localization and Mapping

SLAM builds upon dead reckoning with an objective to provide globally consistent infor-

mation for the vehicle trajectory and map of the environment. It has been termed the quintessential

robotics problem [33], as it could provide a robot with the ability to navigate in an unknown envi-

ronment without the aid of an external source, thereby enabling true autonomy.

SLAM is the process of building up a map of the environment using the onboard sensors

and then localizing the vehicle within that map. The improvements to SLAM over dead reckoning

are made through the use of loop closures. A loop closure is made when a location or landmark is

2A RGB-D camera contains a regular red, green, and blue (RGB) color camera and a range camera. The range
camera consists of an infrared (IR) emitter and an IR-filtered camera. The emitter projects a dense IR pattern in the
environment which is used by the filtered camera to perform dense stereo to extract depth information. The resulting
RGB-D imagery provides depth information for each pixel of the RGB camera. The cameras were introduced for
console game systems but have proven revolutionary for the robotics industry because of the quality 3D information
provided at a very affordable cost.
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recognized as having been previously added to the map. Loop closures are essential for constrain-

ing the drift in the map and keeping it consistent.

A particularly important method of loop closure is visual place recognition using im-

ages [34–37]. Each image is classified using visual words and then compared to the other images

in the map. Loop closures can then be detected more robustly by matching similar images instead

of using the potentially drifted vehicle path alone.

SLAM is well developed in the literature. Good introductions and overviews to the topic

are found in [33, 38–41]. There remains, however, a great need for further research to develop

systems that demonstrate the high reliability required for use in military and commercial products.

Additionally, a large majority of the research that has been done was completed using ground ve-

hicles, without thought of using the location estimates for feedback control of the vehicle position

and attitude. Consequently, more work is especially needed to develop mature capability for 6DoF

aerial vehicles that utilize the localization estimates for feedback control.

There are many different variations on SLAM, however almost all of them can be placed

into one of three categories or paradigms: extended Kalman filter (EKF) SLAM, particle filter

SLAM, and graph-based SLAM. There are pros and cons to each of the three methods. A brief

description and references to some of the relevant literature are presented.

EKF SLAM

EKF SLAM uses an EKF to keep track of the position and orientation (pose) of the robot

and the locations of all the observed landmarks in a single state vector and covariance matrix [13].

Consequently, only a sparse feature-based global map of the environment is developed. This

method was the first to provide a solution to the SLAM problem and has since been employed

in extensive research [6, 20, 42–47]. It has been shown that the state estimates of the EKF become

inconsistent over time [48, 49]. By inconsistent, we mean that the error in the EKF estimate is no

longer zero-mean with a covariance within the bounds of the estimated covariance. Ways of post-

poning this inconsistency, however, have also been shown [50]. A disadvantage to this algorithm

is the computational growth and complexity that result as the state vector and covariance matrix

are appended by new landmark information. The state can grow extremely large and computation
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requirements for updating the covariance matrix become too demanding for real-time processing.

The use of sub-maps provides a solution to this problem [24, 51].

Particle Filter SLAM

The second paradigm, particle filter SLAM, uses particle filters to represent the positions

and landmarks in the map. Each particle can be thought of as a single estimate of the true state of

the robot and the landmarks. A population of many particles is then used to estimate the distribution

of the truth [40]. This method is particularly useful when multi-modal distributions are present or

in a lost-robot scenario. Probably the best-known form of this paradigm is FastSLAM [9, 39, 52].

The computation time is reduced by using Rao-Blackwell particles [53, 54]. As shown in [50], the

FastSLAM algorithm degenerates with time and becomes overconfident, regardless of the number

of particles used.

Graph SLAM

Graph SLAM is one of the newer and most popular forms of SLAM [7,8,21,34,41,55–60].

Graph theory is employed to represent locations, and sometimes landmarks, topologically as nodes

in a graph map and the relative transformations between the nodes as edges. Typically, some form

of nonlinear bundle adjustment optimization [61–63] is used to adjust the nodes in the map and

make them globally consistent. This method was originally developed as a batch process, meaning

that all the processing was completed on saved data from a robot trajectory. There have since been

many improvements to enable its real-time implementation.

We are interested in the implementations of graph SLAM that use vision. In particular, the

methods outlined in [57, 59, 64] offer benefits that we desire to incorporate into our approach. A

keyframe method for VO is used as a basis for the system. Rather than comparing each current

image to the previous image, each is compared to a reference image, called a keyframe. Once

the overlap between the current image and the keyframe becomes too small and the accuracy

of the pose estimates is reduced, a new keyframe is declared and the image comparison process

continues with respect to the new keyframe. The keyframes form the nodes in the graph map.

Instead of landmarks, the images themselves are saved to provide a high-quality representation
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of the environment at each node. This kind of graph is referred to as a pose-only graph, or pose

graph. Place recognition can then be used to match spatially consecutive keyframes in the map. An

additional benefit is the ability to marginalize out keyframes from the map to make it more sparse

for reducing computational demands when global optimization is employed.

1.3 Literature Review

It this section we review the relevant literature that applies to the problem we have laid out:

vision-based autonomous flight in unstructured, confined, and unknown GPS-denied environments.

As we have restricted the scope of our problem to vision-based solutions, we omit much discussion

of work which utilizes planar laser scanners as the main exteroceptive sensor. Many researchers

have introduced solutions using these scanners [65–67], but too many limiting assumptions must

be made about the environment to be useful within the constraints we have set. However, there are

a couple implementations that will be addressed.

1.3.1 Select Laser-based Aerial GPS-Denied Navigation Solutions

Researchers with the Robust Robotics Group at MIT were the first to provide a working

solution to this problem [68,69]. The authors provide an update to their original work in [70]. The

motivation for the work was the International Aerial Robotics Competition,3 which they won in

2009. They employed a planar laser scanner with a fast, 40 Hz, scan-matching algorithm which

they characterized as the key technology allowing their vehicle to fly. The fast scan matching was

required because they numerically differentiated the position measurements to provide velocity es-

timates for the vehicle. The authors present results for goal-directed and autonomous exploration

flight tests. An important point to make regarding their approach is that feedback from a 2D par-

ticle filter SLAM algorithm is a required input for the EKF used for sensor fusion, to reduce the

drift from the laser odometry. This is necessary as they represent the navigation metrically with

respect to a single global frame. The SLAM computation was completed on a ground station that

communicated to the vehicle via Wi-Fi. Additionally, these authors note that doubly-integrating

3http://iarc.angel-strike.com
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accelerometer measurements to obtain relative position causes very fast drift in estimates. In Chap-

ter 2 we provide a method to improve upon this approach for use with multirotor aircraft.

A more recent implementation, also using a laser and a 20 Hz scan-matching algorithm, is

the work described in [71, 72]. Impressively, all computation is completed on board the vehicle.

Many algorithm modifications were required to enable the complete onboard system. Results

are provided that demonstrate both indoor and outdoor goal-directed and autonomous exploratory

flights over multiple floors. However, the authors propose a complex system architecture that uses

multiple sensor-fusion EKFs and requires feedback into the sensor fusion from visual-recognition

loop closure and graph-based SLAM algorithms. Similarly to [70], this complicated structure

is necessary for estimates defined with respect to a single global reference frame. The authors

augment the traditional quadrotor dynamic model, described in Chapter 2, with terms to account for

unmodeled aerodynamic effects. We propose the use of an enhanced dynamic model in Chapter 2

that provides additional insight into these unmodeled terms.

1.3.2 Vision-based Aerial GPS-Denied Navigation

As we mentioned previously, planar laser scanner-based implementations require strict as-

sumptions regarding the nature of the environment. 6DoF motion estimation using vision is more

desirable due to a camera sensor’s low cost, low power requirements, and light weight. Addition-

ally, high-quality solutions can be obtained using fewer assumptions about the environment.

Some of the earliest examples of vision-based estimation for quadrotor vehicles are [73–

76]. Among the first to use vision-based estimates in the control loop was [77]. A few others uti-

lize vision-based estimates in the control loop, but must use other aids, such as off-board process-

ing [25, 78], simulated vision using motion capture data [79, 80], or artificial markers [78, 81, 82]

to enable their approaches.

Huang et al. [29] detail results from combining the quadrotor framework in [69], discussed

above, with the RGB-D VO and mapping work from [83]. They present results for 3D maps in

small environments with estimates in the control loop. Their approach, however, requires feedback

into the estimation from the visual graph-SLAM algorithm due to the use of globally referenced

states. They are unable to complete the SLAM processes of loop closure and global optimization

on board. Interestingly, the VO estimates are used to update the vehicle velocities rather than
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positions. It seems this is necessary to avoid requiring additional states to handle the relative

nature of the visual measurements. The SLAM measurements provide the only position updates.

Researchers with the Autonomous Systems Lab at ETH Zurich have worked over the past

several years to develop an autonomous vision-based quadrotor [22, 77, 78, 80, 84, 85]. Their ap-

proach uses measurements from a pressure sensor and an IMU at 1000 Hz, and a down-pointed

camera using a modified version of parallel tracking and mapping (PTAM) [21], computed at a

rate between 12 to 20 Hz. PTAM is a graph-SLAM approach and has been shown to work well

and provide globally-consistent results in small environments. It retains a sparse map of strong 3D

features of the environment. The authors modify the original PTAM algorithm to keep only a fixed

number of keyframes to avoid the convergence delays that occurred in the original system [77].

This modification results in a rolling window mapping and localization approach. The measure-

ments are fused using a multiplicative extended Kalman filter (MEKF) [86] to provide globally

consistent state estimates. Their system also provides calibration refinement for the transformation

between the body-fixed frame and the camera. In one of the most recent papers [22], they add

40 Hz measurements from an optical flow algorithm to the PTAM. The optical flow is necessary

to maintain stability of the vehicle when the global navigation fails and needs to be reinitialized.

The authors provide results demonstrating the accuracy of the state estimates compared to truth

and results for autonomous hover and waypoint-directed flights for small indoor and outdoor envi-

ronments. As the camera points downward, however, they are unable to do motion planning with

obstacle avoidance.

Tomic et al. [26] introduce a quadrotor designed for urban search and rescue missions

which utilizes navigation based on either stereo VO or laser scan matching, a combination which

provides robustness. The authors organize the system into low-level and high-level components

and adopt a novel distributed computation approach. The relative position measurements from the

VO or scan matching are fused with IMU measurements using an indirect filter based on stochastic

cloning [86, 87]. The approach does not maintain a metric map but it does keep a locally topo-

logical one containing known landmarks for small environments. Relative measurements to these

landmarks are sent to the sensor fusion for drift reduction of the position states. The authors define

and demonstrate a high-level controller that provides some cognitive behavior such as recognizing,

tracking, and flying through a window; such behavior is facilitated by the topological map. The
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authors report qualitative autonomous flight results of the vehicle moving from indoor to outdoor

environments. They discuss the difficulties in dealing with relative measurements from the VO

and jumps that occur in position estimates with the recognition of landmarks. As the system uti-

lizes constraints set by the IMAV competition4 for map initialization and landmark recognition,

the system is not configured for use in general a priori unknown environments.

Work by members of the Computer Vision and Geometry Lab at ETH Zurich [30, 88]

has culminated in a quadrotor capable of vision-based autonomous flight and exploration. The

approach uses stereo VO from forward-looking cameras and optical flow from a downward looking

camera and sonar altimeter. The objective of the approach is to provide a 3D textured global

map of the environment in real time for operator use and for autonomous exploration and path

planning onboard the quadrotor. Most of the computation is completed onboard, including the

textured 3D map. Graph SLAM in the form of global optimization and loop closure are required

for global states and these must be computed offboard. The fusion of position information derived

from the VO and optical flow algorithms is accomplished using only a low-pass filter and attitude

information is provided directly from the IMU. The authors present results for exploration and

mapping in unknown indoor and outdoor environments and also localization within a known map.

They emphasize that the optical flow of the downward-pointing camera is essential for the system

to function. We note that the improved model we explain and utilize in Chapter 2 can reduce the

need for such an optical flow algorithm.

In almost all the work cited above [22, 26, 29, 70, 71, 77, 78, 80, 84, 85, 88, 89] and in many

other published papers about multirotors, a subtle mistake is made when relating gravity to the

accelerometer measurements. In Chapter 2, we clarify this issue and provide an improved method

for finding quality attitude and velocity estimates of the vehicle using only IMU measurements.

These improved estimates, in turn, can then contribute to a lower dependence on exteroceptive

sensor or GPS position measurements for a system. As we demonstrate, correctly modeling the

accelerometer measurements has a significant impact on position, velocity, and attitude estimates.

4http://www.imav2011.org
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1.3.3 Relative Navigation Background

As a general rule in unmanned systems research, robots utilize a metric representation of

the environment with respect to a global coordinate frame. By this, we mean that a map is em-

ployed which tracks the global coordinates of elements in the environment, like the textured 3D

maps produced in [88], and navigation is always referenced to a single global frame. This prin-

ciple is emphasized by the literature discussed previously, where all the approaches but one [26]

incorporate this ideology, even though a majority of the approaches employ graph SLAM meth-

ods with an underlying topological framework. There are many problems with using a globally

metric approach. They are particularly noticeable and challenging when sensor fusion estimates

must be used in controlling a vehicle with fast dynamics. The biggest issue is the requirement

of feedback from computationally expensive optimization algorithms into the sensor fusion algo-

rithm(s), causing the optimization to be in the critical path for real-time estimation and control.

This arrangement incorporates non-trivial delays, which if unaccounted for, can cause instability

and crashes [71, 78]. Very often, additional terms are required by the estimation to handle the

relative measurements provided by the vision processing [?, 26, 86]. Finally, additional logic is

necessary to handle large jumps in position information after states are updated when loop closure

constraints are added and optimization is performed.

An alternative is to use a more flexible, topological representation of the world; an approach

that uses the relative relationships between locations and landmarks, and de-emphasizes the use

of a single global frame of reference. This is more aligned with how a human perceives and

navigates in the world [90]. In a topological framework, places are represented as nodes, and

edges represent relative transformations connecting the nodes. Metric information can be build

upon the topological framework as needed for path planning and navigation [58]. This concept

has been studied for quite awhile [8, 58, 91–93], but has not been widely adopted in the SLAM

community. We note that this topological idea is approximated by many of the graph-SLAM

approaches mentioned earlier. However the main objective of those approaches is to globally

optimize the produced topological map to reference a single global coordinate frame.

A key enabler for a consistent topological framework is visual place recognition [34]. The

ability to recognize locations using images, without any prior metric information, is critical to
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establishing the appropriate constraints to eliminate drift and allow a robot to maneuver through

the world based on the relative relationships.

In [32], the authors contend that a purely relative, topological representation of both lo-

cations and landmarks is both necessary and sufficient for long-term autonomous navigation in

typical human environments. They present a method for relative bundle adjustment [62] that pro-

vides optimization in relative space and that achieves constant-time complexity. This approach

seems robust, however we believe that there are times when globally consistent information is im-

portant and helpful. This is especially true with a UAS that often must report back information to

remote operators.

We detail in this research a new architecture for aerial vehicles that employs a relative

navigation approach that is more flexible than a globally metric one. We accomplish this by sepa-

rating the critical, real-time processes that are essential for navigation and control from any need of

globally consistent information. The algorithms providing real-time estimation and control use a

relative coordinate frame based on the keyframes from the VO. A lower priority back end provides

globally consistent information for the topological map when desired. We detail the advantages

and flexibility of this proposed system, along with details of the system architecture, in Chapter 3.

We provide additional detail specifically for the relative estimation approach in Chapter 4.

1.4 Summary of Contributions

The contributions of this research were made while developing a platform for vision-based

autonomous flight in unstructured, confined, and unknown GPS-denied environments. In devel-

oping the prototype, we created a new framework for GPS-denied aerial navigation, which offers

many advantages and a greater flexibility compared to current systems. The highlights of this

framework, which correspond to the contributions made by this research, are summarized by chap-

ters below.

• Several new filtering concepts using a drag-force-enhanced model are discussed in Chapter 2.

– A tutorial is provided for an improved understanding of the behavior of accelerometers

on multirotor vehicles.
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– Results for improved attitude, velocity, and position estimates are shown that were

generated using only the cheap MEMs-based IMU data available on a multirotor.

– The capability to estimate the drag coefficient in the state is proved; which demonstrates

the simplicity with which the improved estimation methods can be implemented.

• A new relative navigation approach for aerial vehicles is described in Chapter 3.

– The approach combines graph methods with a multiplicative extended Kalman filter

(MEKF) for relative mapping and localization.

– A new architecture framework separating the essential real-time processes for flight

from computationally expensive optimization and loop closure algorithms is developed.

– The approach allows flexibility as changes to the map do not affect the relative local-

ization and control.

– The keyframes designated by the VO algorithm provide the basis for the relative coor-

dinate frames .

– Some general path planning and control algorithms are modified to work in a changing,

relative frame of reference.

• Chapter 4 details a MEKF that provides state estimates relative to a changing local coordinate

system.

– A MEKF is derived that uses relative states and the improved dynamic model from

Chapter 2.

– The unique setup of the filter provides a way to easily incorporate the relative position

measurements provided by the VO.

– A method is shown that provides proper handling of the state and covariance when a

change of coordinate systems is made.

– The ability to estimate and refine IMU to camera calibration parameters in the state is

demonstrated.

Each of the chapters in this work is based heavily on at least one publication. We often

expand the concepts in these chapters compared to the content available in the publications as
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additional space is available. Chapter 2 is based on [94, 95]. Chapter 3 is an expanded version of

the original content in [96, 97]. Finally, the MEKF of Chapter 4 is documented in [79, 98].
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CHAPTER 2. QUADROTORS & ACCELEROMETERS
STATE ESTIMATION WITH AN IMPROVED DYNAMIC MODEL

Quadrotors are ideal platforms for autonomous flight in unknown and complex environ-

ments. Their small size and maneuverability are conducive to operating in confined spaces and

avoiding obstacles. Equipped with appropriate sensors and algorithms, quadrotors could enable

several applications currently infeasible for ground robots.

A quadrotor’s small size and maneuverability also create problems for making them au-

tonomous. The same fast dynamics that make quadrotors maneuverable require accurate and fre-

quently updated position, orientation, and velocity state estimates to enable autonomous control.

Additionally, the amount of energy and payload available on a quadrotor limits the available sen-

sors and processing capability. These problems are especially relevant in unknown and complex

3D environments that demand more processing-intensive algorithms and information-rich sensor

data.

A few research groups have made noteworthy progress toward deploying fully autonomous

quadrotors. The authors of [70] present their system while noting that one of the major challenges

is estimating the position and velocity. To address this problem they develop a sophisticated laser

scan-matching algorithm. They characterize that algorithm as the key technology that allows their

vehicle to fly.

In [71] the authors present a quadrotor system also using a scanning laser rangefinder. They

state that the fast vehicle dynamics require pose estimates with update rates of 20 Hz. Several of

their design decisions are driven by the need to meet the system’s computational limitations.

The authors of [81] rely on the increased information available from cameras at the expense

of increased computation. They emphasize that the estimated velocity is critical to damp the sys-

tem. Their estimator relies on a simple constant-velocity motion model that raises the minimum

update rate the filter requires from the vision processing.
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It is clear that accurate and timely state estimates, of attitude and velocity in particular, are

key ingredients to enable an autonomous quadrotor. In this chapter, we present results showing

how velocity and attitude estimates can benefit from an improvement to the traditional quadrotor

dynamic model.
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Figure 2.1: A schematic representation of the quadrotor showing coordinate frames and notation
used in the chapter. The inertial coordinate frame has its arbitrary origin at OI with right-handed
axes oriented in north, east, and down (i.e. aligned with gravity) directions. The body-fixed refer-
ence frame has its origin, Ob, at the quadrotor’s center of mass, assumed here to be some distance
h directly below the quadrotor’s geometric center. The body frame~ib and ~jb axes are parallel with
the vectors from the geometric center to motors 1 and 2. The~kb axis is oriented to complete a
right-handed coordinate system. The motors rotate in the directions shown.

An assumption of the widely-used (e.g. [25,65,67,77,99–102]) traditional quadrotor model

is that the only significant forces acting on the vehicle are gravity and the thrust produced by

the rotors (see Figure 2.1). This assumption leads to a dynamic model for the quadrotor’s linear

acceleration given by 
u̇

v̇

ẇ

= Rb
I


0

0

g

−


0

0
T
m

 , (2.1)
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where u̇, v̇, and ẇ are the components of acceleration along the body-fixed~ib, ~jb, and ~kb axes,

as shown in Figure 2.1. Rb
I is the rotation matrix from the inertial to the body-fixed reference

frame. The constants g and m represent the gravitational acceleration and the quadrotor’s mass.

The combined thrust of the rotors is T and is an input to the system.

This model is acceptable for some applications, such as designing a controller, because it

captures the external forces with the most significant magnitudes. However, it leads to an interest-

ing paradox that was articulated in [103]. The model implies accelerometers aligned with the~ib

and ~jb axes will always measure zero. Yet many successful quadrotor implementations using this

model also use the accelerometer measurements to effectively improve estimates of the quadrotor’s

orientation.

An improved quadrotor model should explain how to more appropriately use the data from

the accelerometers aligned with the~ib and ~jb axes. Many papers acknowledge that some drag force

must act on the vehicle’s body, but this is reasonably dismissed as being small as it is proportional

to the square of the vehicle’s linear velocity. Other researchers include a drag force that is directly

proportional to the quadrotor’s linear velocity. For example, [104], [105], [106] and [107] identify

similar terms. However, the authors’ emphasis on control algorithms avoids any discussion of the

physics that generate the drag or its effect on accelerometers or the state estimation process. A

drag force proportional to linear velocity is included in the estimation approach of [70] based on

the authors’ observation that something must prevent the quadrotor from accelerating indefinitely.

They too offer no physical explanation for the effect and instead rely on a motion capture system

to estimate the proportionality constant.

Both [103] and [108] identify a term called rotor drag as the force acting in the body-fixed

~ib and ~jb axes. Reference [103] derives a dynamic model of the quadrotor based on concepts of

fundamental blade-element theory, and they identify the rotor drag with the accelerometer mea-

surements. They conclude with a discussion of two controllers based on their drag-force-enhanced

model. However, the resulting hardware implementations are only assessed qualitatively by stating

that the systems were much easier to fly than with the usual scheme.

In this chapter we discuss how accelerometer measurements in quadrotor flight lead to

improved estimation performance. We confirm, using hardware and truth data, that the accelerom-

eters directly measure the translational velocity, allowing more accurate estimates of the attitude
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and velocity of the vehicle than can be achieved with traditional methods. In Section 2.1 we lay

the groundwork to explain why accelerometers in quadrotor flight measure the rotor drag. In many

publications, like [81], [67], [66] for example, a subtle mistake is made when relating gravity to

the accelerometer measurements on a quadrotor. We clarify this issue and show the agreement

between the improved accelerometer model and actual measurements.

We also show how easy it is to use this new, drag-force-enhanced model. In Section 2.4

it is shown that the drag force constant can be estimated as a state in a filter driven only by IMU

measurements, thus removing the need for experimental tuning as in [103] or an expensive motion

capture system as in [70]. We present several filters designed to work with only IMU measure-

ments in Section 2.3. We compare estimates to truth as well as estimates from more traditional

approaches to quantify the benefit of the enhanced model in state estimation. In the results in

Section 2.5 we show a twofold to threefold improvement in average attitude error compared to

standard approaches.

We have used the drag-force-enhanced model that is introduced in this paper in other sce-

narios. Some preliminary analysis and a simplified application are presented in [94]. The benefits

that the enhanced model provides to a filter that estimates position and yaw using exteroceptive

sensor measurements is discussed in [109].

2.1 Accelerometer Tutorial

If a ∈ R3 represents the acceleration of a vehicle, m is the mass, and FT ∈ R3 is the total

external force acting on the vehicle, then Newton’s second law states that

a =
1
m

FT . (2.2)

However, accelerometers do not measure the total acceleration a. Accelerometers measure the spe-

cific acceleration, meaning the difference between the acceleration of the vehicle and gravitational

acceleration.

Figure 2.2 shows a simplified diagram of a one-axis accelerometer, where a proof-mass

is attached by a flexure to the housing of the accelerometer. When the proof mass undergoes

an acceleration that is different than the acceleration experienced by the housing, the proof mass
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Figure 2.2: A simplified model of an accelerometer. When the proof mass undergoes an accelera-
tion that is different than the acceleration experienced by the housing, the proof mass deflects and
a non-zero measurement is produced.

deflects and a non-zero measurement is produced. With the accelerometer in Figure 2.2 on a hor-

izontal surface, the normal force offsets the force due to the weight. The proof-mass, which does

not experience the normal force, deflects under the influence of gravity, causing the accelerome-

ter to measure an upward acceleration of 1 g. On the other hand, during free fall, gravity would

accelerate both the housing and the proof-mass, resulting in a measurement of zero.

The output of a three-axis accelerometer mounted on a rigid body is then given by

am =
1
m
(FT −Fg) , (2.3)
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where am ∈R3 is the measured acceleration and Fg ∈R3 is the force due to gravity. Equation (2.3)

states that for an accelerometer to measure the effect of gravity only, all the external forces must

sum to zero.

Throughout this work we assume that the axes of the accelerometer are aligned with the

body-frame axes. We also assume that the accelerometer has been properly calibrated to remove

misalignment errors and cross-axis sensitivity.

Below we detail two different methods for state estimation using accelerometers. Many re-

searchers have shown that using one of these methods to fuse accelerometers with an exteroceptive

sensor increases performance compared to using the exteroceptive sensor alone.

2.1.1 Accelerometer-based Attitude Estimation

From (2.3), when the sum of external forces is zero the accelerometers will measure

am =− 1
m

Fg. (2.4)

Let ab
m
4
= (ami,am j,amk)

>, represent the acceleration measured in the body-frame axes. In the

inertial frame the force of gravity is Fg = (0,0,mg)>. Expressing (2.4) in the body frame gives


ami

am j

amk

= Rb
I


0

0

−g

 , (2.5)

=


gsinθ

−gsinφ cosθ

−gcosφ cosθ

 , (2.6)
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where φ is the roll angle and θ is the pitch angle of the ground vehicle. The roll and pitch angles

can therefore be estimated as

φ̂accel = tan−1
(

am j

amk

)
(2.7)

θ̂accel = sin−1
(

ami

g

)
. (2.8)

This estimation method, expressed by (2.7) and (2.8), will be termed the traditional attitude

method. We note here that the underlying assumption required for this method of zero external

forces is rarely met during quadrotor flight.

2.1.2 Accelerometer-based Velocity Estimation

If the attitude is known, measured accelerations can be integrated to estimate velocity using

v̇b = ab
m +

1
m

Rb
I Fg. (2.9)

where vb =(u,v,w)> is the velocity expressed in the body-fixed frame. It is critical to note here that

this method of using accelerometers is sensitive to the underlying assumption of known attitude.

The traditional attitude method should not be used to provide the necessary attitude estimates

since it requires that v̇b = 0. In the remainder of this chapter we will refer to this approach as the

integrated velocity method.

2.1.3 Accelerometers on Quadrotors

Quadrotors obviously differ from ground vehicles because of the thrust required to keep

them airborne. Yet many researchers using quadrotors treat them as ground vehicles with respect

to accelerometer measurements. Quite often a variant of the traditional attitude method provides

IMU-based estimates of attitude to a higher-level observer. This second observer then uses the

integrated velocity method despite the fact that the methods’ assumptions are contradictory.

As a simple example, when a quadrotor rests on an inclined surface, as shown in the left

half of Figure 2.3, it experiences a normal force Fn, a friction force F f and the force due to gravity
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Figure 2.3: Free-body diagrams of a quadrotor in two scenarios. The left image shows the forces
when the quadrotor is sitting on an inclined surface. The right image illustrates the forces according
to the standard model when the quadrotor is at a constant attitude in the air and Mt is zero.

Fg. The summation of forces in the body frame is

FT = Rb
I Fg−Fn−F f . (2.10)

Consequently the accelerometer measures

ab
m =

1
m
(FT −Rb

I Fg) =
1
m


−Ff

0

−Fn

 , (2.11)

and (2.8) can be used to correctly find the pitch angle.

When the quadrotor is in the air with a similar attitude, the forces are usually assumed to

be Fg and the thrust Ft ; all other forces are assumed negligible. The thrust force Ft and moment

Mt are resolved from the individual thrust forces acting at each propeller. This would give the total

force, in the body-fixed reference frame, as

FT ≈−Ft +Rb
I Fg. (2.12)
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According to the model, the accelerometers would then measure

ab
m =

1
m
(FT −Rb

I Fg) =
1
m


0

0

−Ft

 . (2.13)

Clearly in this situation the attitude cannot be determined using (2.7) and (2.8) since, according to

the model, the body frame~i and ~j accelerometers should always measure zero. It would also be

invalid to integrate these values to find the vehicle velocities. Still, many researchers make pro-

ductive use of the traditional attitude and velocity methods within control and estimation schemes.

The discrepancy is explained by nontrivial forces that are missing in the model.

2.2 Drag-force-enhanced Quadrotor Model

In this section we present a simplified version of the drag-force-enhanced model originally

presented in [103]. We note here that this model applies equally well to any multirotor vehicle, not

only quadrotors. We model the quadrotor with the nonlinear equations

ẋ = f(x,u)+ξ , (2.14)

yi = hi(x,u)+η , i = 1, ..., p (2.15)

where hi is the ith measurement function, and the vector u represents the inputs that drive the

evolution of the estimated states. In this paper we will use the input

u =
[

p q r
]>

, (2.16)

which are the rotation rates about the~ib, ~jb, and~kb axes respectively and correspond to the outputs

of the onboard gyroscopes after calibration. ξ and η are zero-mean Gaussian processes with

covariance Q and R respectively.

With reference to Figure 2.1, the states we consider are

x =
[

φ θ ψ u v w
]>

, (2.17)
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where φ , θ , and ψ are the Euler angles that relate the orientation of the body-fixed frame to the

inertial frame, u, v, and w represent the components of linear velocity in the~ib, ~jb, and~kb axes,

respectively.

The drag-force-enhanced model is obtained from (2.1) by adding a drag force, which is

proportional to the body-fixed-frame velocity, to the~x and~y body-fixed components
u̇

v̇

ẇ

= Rb
I


0

0

g

−


0

0
T
m

−


µ

mu
µ

mv

0

 , (2.18)

where µ is the drag force coefficient. The term µ can depend on several factors, but for nominal

autonomous flight conditions it can be treated as a constant. We highlight that the changes required

to implement the enhanced model are simply two terms added to the body-frame velocity equa-

tions. Reference [103] identifies this drag force as the rotor drag, although the detailed derivation

somewhat obscures the simplicity and practicality of the model.

Using (2.18), the components of (2.14) can now be expressed as
φ̇

θ̇

ψ̇

=


1 sinφ tanθ cosφ tanθ

0 cosφ −sinφ

0 sinφ

cosθ

cosφ

cosθ




p

q

r

 , (2.19)


u̇

v̇

ẇ

=


−gsinθ +(vr−wq)− µ

mu

gsinφ cosθ +(wp−ur)− µ

mv

gcosφ cosθ +(uq− vp)− T
m

 . (2.20)

The other terms in the u̇ and v̇ portions of (2.20) are due to gravity and the Coriolis ac-

celeration. We discussed in Section 2.1 why gravity is not measured by the accelerometers, and

the Coriolis terms can be neglected for a quadrotor that depends on onboard sensors. We can

therefore model the~x and~y accelerometer outputs ami and am j as directly measuring the respective
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components of the drag force

h1
4
= ami ≈−

µ

m
u, (2.21)

h2
4
= am j ≈−

µ

m
v. (2.22)

Equations (2.21) and (2.22) are the two measurement functions included in (2.15).
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Figure 2.4: The actual accelerometer measurements for a nominal indoor flight are plotted against
those predicted by (2.21) and (2.22). We generated this figure using time-stamped accelerometer
and pose data recorded during a manually-controlled flight.

Figure 2.4 illustrates the agreement between the actual accelerometer measurements and

those predicted by equations (2.21) and (2.22). We generated Figure 2.4 using recorded time-

stamped accelerometer and pose data during a manually controlled flight. The accelerometer

measurements were from the onboard sensors and the pose measurements from a motion cap-

ture system. We used a filtered numerical derivative of the position measurements, expressed in

the body-fixed frame of the quadrotor, for the u and v velocities in (2.21) and (2.22). The value for
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µ was determined using a least-squares fit of the data from several flights. We found that the error

between the predicted and actual accelerometer measurements is modeled well as zero-mean and

Gaussian.

2.2.1 Why Traditional Attitude Estimates Provide Some Benefit

Reference [110] offers some additional perspective on accelerometer measurements as they

relate to the roll angle φ and the pitch angle θ on a quadrotor. Using (2.21) and (2.22) in (2.20)

and ignoring the Coriolis forces, the time evolution of u and v from (2.20) can be written asu̇

v̇

=

 −gsinθ − µ

mu

gsinφ cosθ − µ

mv

 . (2.23)

Consider for a moment just the first row of (2.23). Using a small angle approximation and

taking the Laplace transform gives the transfer function from θ to u as

u(s) =
−gm

µ

m
µ

s+1
θ(s). (2.24)

Substituting (2.21) in (2.24) we obtain

ami(s) =
g

m
µ

s+1
θ(s)

4
= H(s)θ(s). (2.25)

By similar arguments, we find that

am j(s) =
−g

m
µ

s+1
φ(s) =−H(s)φ(s). (2.26)

Equations (2.25) and (2.26) describe the first-order response relating the changes in attitude to the

accelerometer measurements, where H(s) is a low-pass filter.

Figure 2.5 shows the true pitch angle for a quadrotor measured by a motion capture system,

as compared to the traditional attitude estimate described in Section 2.1 using actual accelerometer

measurements. We have also superimposed the result of filtering the true pitch angle with H(s)
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Figure 2.5: Comparison of the true pitch angle θ , the traditional attitude approximation, and a low-
pass filtered θ for a small portion of a flight. Notice how closely the traditional attitude estimation
method results approach those of the low-pass filtered pitch angle.

as given in (2.25). The traditional attitude estimate based on accelerometer measurements agrees

well with the low-pass filtered pitch angle.

The traditional attitude method given in (2.7) and (2.8) is based on the assumption of static

equilibrium. The time constant m/µ governs how quickly the accelerometer measurements react

to a step change in the roll or pitch angle. For a heavier quadrotor used for onboard vision experi-

ments, m = 2.75 kg and µ ≈ 0.77. In this case it would take the accelerometer (and therefore the

traditional attitude estimate) more than 10 seconds to reach 95% of its steady-state value. Even for

the nimble Hummingbird quadrotor by Ascending Technologies, it takes approximately 3 seconds

to approach steady state. Long before the accelerometer-based attitude estimate becomes valid, the

quadrotor will reach speeds that degrade onboard sensor data or that make collision in a cluttered

environment likely.

It is well known that angle estimation using the traditional approach does not describe fast

attitude changes, even if the reason behind it is less understood. To compensate, gyroscopes can be

used to predict attitude over the short term. Accelerometers are then used to correct the estimates

in a measurement update. However, without accounting for the fact that the accelerometers on the
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quadrotor measure scaled velocities, as shown in (2.21) and (2.22), the measurement update will

drag the estimates toward the low-pass filtered attitude and not the true attitude. This estimation

approach works reasonably well during flights with gradual attitude changes, but produces less

accurate estimates than are possible.

2.3 Observer Design

In this section, we present several filter design options using the drag-force-enhanced model

for the case where the states ximu = [φ ,θ ,u,v]> will be estimated using only IMU data. This

application is of interest when designing a filter for attitude estimation such as is typically available

on quadrotor autopilots.

2.3.1 Linear Fixed-gain Filter

A simple approach to observer design is to make approximations so that the state propaga-

tion and measurement equations are linear. In this case, (2.14) and (2.15) are replaced by

ẋimu = Aximu +Bu, (2.27)

yacc = Caccximu, (2.28)

where A and B are the appropriate Jacobians of (2.19) and (2.20) and Cacc is the Jacobian of (2.21)

and (2.22). We will assume Coriolis forces are negligible and evaluate the Jacobians at hover. We

further simplify the design by choosing a fixed observer gain.

34



We take yacc = [ami,am j]
> as modeled by (2.21) and (2.22) as the only elements of (2.15).

Using the inputs u = [p,q,r]> gives

A =


0 0 0 0

0 0 0 0

0 −g µ

m 0

g 0 0 µ

m

 , (2.29)

B =


1 0 0

0 1 0

0 0 0

0 0 0

 , (2.30)

Cacc =

0 0 µ

m 0

0 0 0 µ

m

 . (2.31)

State estimates are propagated using

ẋimu = Aximu +Bu+L f g(y−Caccximu) (2.32)

where the observer gain L f g is chosen using the lqr function in Matlab. Because of its simplic-

ity, this linear fixed-gain filter is the most practical choice for an embedded processor versus the

extended Kalman filters presented below. Results using this filter will be presented later in the

article.

2.3.2 EKF with Known µ

The Extended Kalman Filter (EKF) offers improved performance over the linear fixed-gain

filter at the expense of increased complexity. Appropriate elements of the nonlinear equations

(2.19) and (2.20) are used in a separate prediction step to propagate ximu forward in time, and

Jacobians A, B, and Cacc are constantly reevaluated using the current state estimate.
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However, most of the increased complexity arises in maintaining the uncertainty of the

state estimates, P, and calculating the variable filter gain. The uncertainty is propagated using

Ṗ = AP+PA>+BRgyroB>+Q. (2.33)

The process uncertainty in (2.33) is modeled in two parts. Matrix Q is a hand-tuned, diagonal

matrix that we often use only to model the propagation of bias states. Since the inputs u are

gyroscope measurements, and B is the matrix that specifies how the gyroscopes affect the state

evolution, Rgyro is the covariance of the noise on those sensors. Since we can measure the noise

characteristics of the gyroscopes, using the BRgyroB> term makes the filter easy to tune and more

accurate than assuming a generic, diagonal process noise matrix for all of the states.

The accelerometer measurement update is given by

P+ = (I−LCacc)P−, (2.34)

x+imu = x−imu +L
(
yacc−Caccx−imu

)
, (2.35)

where

L = P−C>acc

(
Raccel +CaccP−C>acc

)−1
. (2.36)

The notation Y− and Y+ indicates a variable Y before and after the measurement update. We use

Raccel to denote the covariance of the accelerometer measurement, and I is an appropriate identity

matrix. Results for this filter will be given later in the chapter.

2.3.3 EKF with Estimated µ

The filters given in the previous two sections assume that the rotor drag coefficient µ is

known. In this section we relax that assumption and add µ to the state vector of the EKF and

estimate it simultaneously with the other states. In Section 2.4 we show that µ is observable. In

the remainder of the paper, we will designate the filter derived in this section as EKF-µ . We have

found that µ can be estimated accurately in a filter using only IMU data. Over several datasets,
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the filter-estimated µ stays within about 5% of the truth value estimated using a motion capture

system. When added to the estimated state the propagation of µ is modeled as a random walk.

Estimating µ as a state of the EKF provides substantial benefit over other approaches that

use an improved dynamic model. In reference [103] the authors describe a hand tuning process

accomplished by comparing several quantities from the vehicle and their counterparts given by a

GPS-driven attitude heading reference system (AHRS). Since the AHRS cannot be collocated with

the vehicle’s IMU, the parameter µ must be tuned simultaneously with the position and attitude

differences that make the accelerometers on the AHRS agree with those of the vehicle. Refer-

ence [70] relies on an expensive motion capture system to provide flight data that they compare to

control commands; a system identification process is then used to determine the right values for a

damping coefficient similar in nature to µ .
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Figure 2.6: RMS errors in velocity for the various filters when the initial estimate of µ is a multiple
of the true value. The Fixed Gain filter and EKF use the initial, but incorrect, value of µ throughout
the entire flight. With EKF-µ , the value evolves in time. It is interesting to note that the Fixed Gain
and EKF still provide low RMS values over a wide range of incorrect estimates of µ .

Because EKF-µ estimates an additional state, its performance suffers as compared to the

filters that use a predetermined value for µ . Figure 2.6 illustrates this by comparing the root-mean-

squared (RMS) error in body frame velocity over several initial values of µ . As would be expected,
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EKF-µ is robust to poor initial estimates of µ . If µ cannot be determined beforehand, we suggest

EKF-µ be used in an initial manual flight to produce an estimate. In subsequent flights, with

perhaps some minor hand tuning of µ , one of the other filters should be used to avoid a decrease

in estimation accuracy. Figure 2.6 shows that there is a reasonable range of values for the estimate

of µ that enable the Fixed-Gain and EKF filters to perform well.

2.4 Observability of µ

In this section we demonstrate the observability of the drag coefficient µ when it is included

in the state. We note that observability is a necessary condition for filter convergence. As a review,

we briefly present the theory of nonlinear observability. Afterwards we provide the conditions

where the longitudinal quadrotor system is locally observable with µ included in the vehicle state

and when the full state is locally observable with µ included. This overview is based on a more

detailed presentation of the theory in [111].

2.4.1 Theory

Let x ∈ X , where X is an open subset of RN , represent the state of the nonlinear system

ẋ = f(x)+
m

∑
i=1

gi(x)ui, (2.37)

with n nonlinear outputs of the form

y j = h j(x), j = 1...n, (2.38)

which form the vector output function y(y1(x), ...,yn(x),u). Further, let S(X) and V (X) respec-

tively designate the set of all scalar-valued smooth functions and the set of all vector fields (i.e.

column vectors on smooth functions) on X . The functions f(x), gi(x) ∈ V (X) are the nonlinear

functions of the state and the m time-varying scalars ui are the (known) inputs that drive the sys-

tem.
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Given (2.37) and (2.38), we can say that two states x0 and x1 are distinguishable if there

exists an input function u(·) such that

y(y1(x0), ...,yn(x0),u) 6= y(y1(x1), ...,yn(x1),u). (2.39)

The system is said to be locally observable at a point x0 ∈ X if there exists a neighborhood N (x0)

around x0 such that every x ∈N (x0), other than x0, is distinguishable from x0. We can say that

the system is locally observable if it is locally observable at each point x0 ∈ X .

It can be shown that a system is locally observable at a point x0 ∈ X if there are a sufficient

number of linearly independent vectors in the gradients of the measurement equations or the gra-

dients of the Lie derivatives evaluated at x0. Recall that the Lie derivative of a function κ ∈ S(X)

with respect to some vector field ω ∈V (X) is defined by the mapping

Lωκ
4
=

∂κ(x)
∂x

·ω(x) : X → R. (2.40)

2.4.2 Quadrotor Longitudinal States With µ

We will now analyze the observability of the longitudinal quadrotor system with µ included

in the state. The longitudinal states of a quadrotor are x = [θ ,u,µ]>. Recall that θ is the pitch

angle, u is the body-fixed forward velocity, and µ is drag coefficient. The longitudinal system is


θ̇

u̇

µ̇

= f(x)+u1g1(x) =


0

−gsin(θ)− µ

mu

ςµ

+u1


1

0

0

 , (2.41)

where we assume that θ̇ = q, the rotation rate about the body ĵ axis. The acceleration due to

gravity is g and m is the mass of the vehicle. The time propagation of µ is modeled as a random

walk where ςµ is a zero-mean, Gaussian random variable. The gyroscope measurement u1 = q is

the input to the system.
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The output of the system is the accelerometer measurement in the~ib direction, modeled as

y1 = h1(x) =−
µ

m
u. (2.42)

To show that the longitudinal system is locally observable at a point x0 ∈ X , we must find

three vectors of the observability Grammian that are linearly independent at x0. We begin with

finding the gradient of the output (2.42)

dh1 =
[
0 − µ

m − u
m

]
. (2.43)

Next we look among the first-order Lie derivatives. Due to the simplicity of g1(x) in (2.41),

dLg1h1 = [0 0 0]. We then consider

dL f h1 = d

[0 − µ

m − u
m

]
0

−gsin(θ)− µ

mu

0


align (2.44)

=
[
gcos(θ) µ

m

(
µ

m

)2
(

gsin(θ)
m + 2µu

m2

)]
. (2.45)

We use a the second-order Lie derivative of f(x) to find a final vector

dL f L f h1 = d

[gcos(θ) µ

m

(
µ

m

)2 gsin(θ)
m + 2µu

m2

]
0

−gsin(θ)− µ

mu

0


align (2.46)

=
[
−gcos(θ)

(
µ

m

)2 −
(

µ

m

)3
(
−2µgsin(θ)

m2 − 3µ2u
m3

)]
. (2.47)

We can combine the vectors (2.43), (2.45) and (2.47) into an observability matrix OM for

the longitudinal state

OM =


0 −µ

m
−µ

m

gcos(θ) µ

m

(
µ

m

)2 gsin(θ)
m + 2/muu

m2

−gcos(θ)
(

µ

m

)2 −
(

µ

m

)3 −2/mugsin(θ)
m2 − 3/mu2u

m3

 (2.48)
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The determinate of OM is

|OM|=−
ucos(θ)µ4g+ sin(θ)mµ3g2

m5 . (2.49)

Since µ 6= 0, the system will be locally observable except when

0 =−gsin(θ)− µ

m
u. (2.50)

We note that 2.50 is exactly equal to (2.23) when u̇ = 0. Consequently, the condition (2.50) will

only be true during unaccelerated flight, as it is then impossible to tell the difference between θ

and u, making the state unobservable. Therefore, we may say that the longitudinal state x is locally

observable during accelerated, u̇ 6= 0, flight. The ability to estimate the drag coefficient µ in the

state of the vehicle, using only IMU measurements, makes it straightforward to use the drag-force

enhanced model for quadrotor state estimation.

2.4.3 Full State Observability

We can expand the state considered in the nonlinear observability analysis to include x =

[φ ,θ ,u,v,µ]>. We do not include the yaw angle ψ or the down velocity w, as they are only

observable when a magnetometer and a height sensor are included. Equation 2.41 becomes



φ̇

θ̇

u̇

v̇

µ̇


=



0

0

−gsin(θ)− µ

mu

−gsin(φ)cos(θ)− µ

mv

0


+u1



sin(φ) tan(θ)

cos(φ)

0

0

0


+u2



1

0

0

0

0


, (2.51)

where the gyroscope measurement u2 = p is the second input to the system. The second output of

the system is the accelerometer measurement in the ~jb direction

y2 = h2(x) =−
µ

m
v. (2.52)
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Following the same procedure as outlined above, we must find five linearly independent

equations at x0 of the observability Grammian. The first two equations are the gradients of (2.42)

and (2.52), and the next two are from the first-order Lie derivatives of f(x) along (2.42) and (2.52).

For the last equation, we include the second-order Lie derivative of f(x) either along (2.42) or

(2.52). Taking the determinant of the new five-by-five observability matrix for the former approach

results in the same condition as (2.50). Not surprisingly, the latter method provides the condition

0 = gsin(φ)cos(θ)− µ

m
v, (2.53)

which is the other equation specified in (2.23). We can therefore claim that the full state x is locally

observable as long as there is acceleration in either the~ib or ~jb directions.

2.5 IMU-only Results

Figure 2.7: A quadrotor from MikroKopter that was used in the experiments. The vehicle is
hovering using the measurements from the motion capture system. ©Jaren Wilkey, BYU Photo

We use a MikroKopter [112] quadrotor depicted in Figure 2.7 and a motion capture system,

in Figure 2.8, from Motion Analysis [113] to generate the data used in these results. The quadro-

tor provides accelerometer and gyroscope measurements at 40 Hz. We use this low rate, much

lower than is typically used, to highlight the benefits of using the drag-force-enhanced model. We

receive pose information for the quadrotor from the motion capture system at 200 Hz. A filtered
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numerical derivative of the position information is used to estimate the true velocity. All the data

was first recorded from a 250 second manually-controlled flight and then processed offline so that

comparisons between different filters would be valid.

Figure 2.8: Here is the motion capture environment where all the testing was conducted for this
research. We use a motion capture system from Motion Analysis. The system provides 6DoF pose
information at 200 Hz with sub-degree and sub-millimeter accuracy.

2.5.1 Comparison Filters

As a baseline to compare against, we present results from two filters that rely on the tradi-

tional attitude approach. The first is a fixed-gain linear filter described by

ẋn =

p

q

+Ln (xaccel−xn) , (2.54)

where xn = [φ ,θ ]>. The fixed observer gain Ln is selected to prevent the estimates from drifting

while still tracking fast changes as best as possible. We tuned Ln to produce results qualitatively

similar to those from a popular commercial quadrotor. The vector xaccel is an estimate of φ and θ

based on the traditional attitude method (2.7) and (2.8). We designate this filter the Traditional FG

filter.

The second filter is the explicit nonlinear complementary filter developed in [114]. This

filter estimates the rotation matrix R̂ between the body-fixed reference frame and the inertial ref-
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erence frame, as well as the biases on the gyroscopes b̂. The filter is implemented using

˙̂R = R̂
((

u− b̂
)
×+ kP (ωmes)×

)
, R̂(0) = R̂0 (2.55)

˙̂b =−kIωmes (2.56)

ωmes =
n

∑
i=1

kivi× v̂i, ki > 0, (2.57)

where the notation ()× refers to the matrix form of the cross product, and vi are vectorial measure-

ments. Using only IMU information without a magnetometer, there is only one vectorial measure-

ment: the gravity measurement discussed in the “Accelerometer Tutorial”. The implementation

completed for this paper was iteratively hand-tuned to provide the minimum RMS error in attitude

for the dataset considered. The gains were kP = 0.5 and kI = 0.05 for the results presented below.

We designate this as the Complementary filter.

2.5.2 Attitude Results

Figure 2.9 plots the error in the estimates for a small portion of the manual flight; results

for the pitch angle θ are similar. The figure compares the performance of the Traditional FG and

Complementary filters with the drag-force-enhanced, linear fixed-gain filter we have described in

this chapter.

Table 2.1: The combined RMS errors from the various filters for φ and θ from a manual flight.

RMS Error for Attitude Estimates
Filter RMS of φ and θ (deg)

Traditional FG 7.27
Complementary 5.66

Drag-Force Linear Fixed-Gain 2.80
Drag-Force EKF 2.16

Drag-Force EKF-µ 2.23
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Figure 2.9: The error in the roll angle φ over a small window of the manual flight for the Traditional
FG, Complementary and drag-force enhanced fixed gain filters. Since the plot is of error, smaller
values denote increased performance.

The filters’ performance is further described by Table 2.1 which presents the RMS error

results for all of the filters over the entire flight. Notice in Table 2.1 that the other filters we have

designed using the enhanced model offer improved performance over the linear fixed-gain filter,

but at increased computational cost. We chose to represent the results of the linear fixed-gain filter

in Figure 2.9 as it is more relevant in an IMU-only, embedded scenario.

2.5.3 Velocity Results

In addition to improving attitude estimates, the enhanced model also provides information

on the body-frame velocities u and v that would be otherwise unavailable using only IMU measure-

ments. Table 2.2 documents the RMS errors for velocity estimates using the drag-force-enhanced

model in the filters presented above. Figure 2.10 illustrates estimates of u produced using the

linear fixed-gain filter and the EKF. Note that velocity estimates for the Traditional FG and Com-

plementary filters are absent from these results as these filters do not provide velocity estimates.
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Figure 2.10: Body-frame velocity u truth versus the drag-force fixed-gain filter and EKF estimates
for a small portion of a flight. Velocity estimates are not available when using only IMU data with
the traditional approaches. Only IMU information is used to produce these estimates. Only the
drag-force enhanced filter estimates are shown;

Table 2.2: The combined RMS errors for the velocity estimates u and v using the drag-force
enhanced model.

RMS Errors for Velocity Estimates
Filter RMS of u and v (m/s)

Traditional FG N/A
Complementary N/A

Drag-Force Fixed-Gain 0.87
Drag-Force EKF 0.60

Drag-Force EKF-µ 0.67

Although the performance does not appear outstanding in Table 2.2 and Figure 2.10, we

note that these results are produced using only inexpensive MEMS accelerometers and gyroscopes

at low data rates. The fact that the improved model offers information on velocity along with

high-quality attitude estimates is an additional advantage of the proposed approach. The veloc-
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ity estimates from the drag-force-enhanced model reduce the need for fast position updates that

traditional approaches require [109].

2.5.4 Results During Aggressive Maneuvers

We have also found that estimation using the drag-forced enhanced model is robust to

aggressive maneuvers despite the near-hover assumption made in [103] to derive the model. Fig-

ure 2.11 shows estimates of θ for a segment of aggressive flight. The quadrotor experiences pitch

angles in excess of 45 degrees that are estimated well by the method we propose.
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Figure 2.11: The true pitch angle θ and its estimates using the Traditional FG, Complementary, and
drag-force-enhanced fixed-gain estimators are shown during an aggressive flight. Notice that the
linear fixed-gain filter for the enhanced model provides accurate estimates despite the large angles
that are experienced. The filter parameters are identical to those used to produce the previous plots.

The performance improvements shown here are due to the more correct model of the phys-

ical system that accounts for the rotor drag. The gyroscope measurements provide information

for the fast changes in angle and the accelerometer corrections accurately constrain the drift. In

the traditional approach, if the gyroscope measurements are trusted too much in order to track fast

angular changes, the attitude estimates drift rapidly. To constrain the drift, the accelerometer mea-
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surements must be weighted sufficiently, but using the wrong dynamic model results in inferior

performance.

It is important to note that the filter tuning parameters were not modified for this flight

segment, which highlights the robustness of the proposed estimators. The Traditional FG and

Complementary filters could be tuned for better performance during aggressive maneuvers but

then performance near hover would suffer. As an alternative, an adaptive control or gain scheduling

approach could be implemented on those filters to provide improved estimates for a broader flight

regime, but at the expense of increased complexity.

2.5.5 Position Dead-reckoning Results

In this section we illustrate the significant results that are possible due to the improved

accuracy given by the drag-force-enhanced model. We completed an experiment where the IMU

information from the quadrotor was used to dead reckon the global position. We implemented this

experiment with two filters: the Traditional EKF and the Drag-Force EKF.

The Traditional EKF is a combination of the two methods presented in the “Accelerometer

Tutorial”. The Traditional FG filter, explained above, provides the attitude estimates using the

accelerometer and gyroscope measurements according to the traditional attitude method. Then the

filter estimates the global position by integrating accelerometer measurements using the integrated

velocity method.

The Drag-Force EKF is an augmented version of the EKF with Known µ method, which

was derived above. The filter uses the gyroscopes and accelerometer measurement updates (2.21)

and (2.22) to estimate the attitude and velocity. We augmented this filter to also include north and

east position states, which are estimated by integrating the velocity estimates.

In both filters the standard kinematic relationship between velocity and position is used to

estimate the position using velocity estimates. Initialization of the position estimates at the starting

global location is the only input position information provided to either filter during the whole

flight.

Figure 2.12 shows north and east position dead-reckoning estimates obtained using only the

IMU information available during the first ten seconds of the quadrotor flight. Note how the Drag-

Force EKF estimates trend well with the global position while the estimates from the Traditional
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Figure 2.12: These position results were obtained using only the IMU information available from
the first 10 seconds of a manual quadrotor flight. Note how the improved EKF estimates trend
with the global position while the estimates from the traditional approach walk off the chart. This
demonstrates the importance of IMU information to the quadrotor state estimates when a valid
model is employed.

EKF do not. Figure 2.13 plots the norm of the north and east error for the Traditional EKF and the

Drag-Force EKF. Note the vast difference in drift rate between the two approaches over the whole

flight.

The point of these results is to demonstrate how much information the IMU can provide

to the quadrotor state estimates when a valid model is employed. The basic position informa-

tion provided by this approach can contribute to a lower dependence on exteroceptive sensor or

GPS information. Correctly modeling the accelerometer measurements has a significant impact on

position, velocity, and attitude estimates.

2.6 Conclusion

We have shown that assumptions behind the attitude method for measuring the gravity

vector are flawed when applied to a quadrotor, even though the approach provides some benefit.

When designing an estimator for a quadrotor it is too restrictive to assume static equilibrium. The
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Figure 2.13: The norm of the north and east dead-reckoning position error for the Traditonal EKF
and the Drag-Force EKF is shown. IMU measurements are the only sensor information provided
to the two filters. Note the differences in the drift rate between the two approaches. Using the
Drag-Force EKF will allow less-frequent exteroceptive and/or GPS updates because of the much
lower drift rate using only the IMU information.

forces acting on the quadrotor will only sum to zero at hover or after a long period of time at a

fixed attitude.

Using only IMU data, the EKF and the linear fixed-gain filter based on the drag-force-

enhanced model provide a trade-off between complexity and performance. Each provides an im-

provement in attitude estimates compared to typical approaches, even during aggressive maneu-

vers, while also providing significant information about velocity. The velocity estimates, in turn,

can be used effectively by the EKF to provide position estimates based on dead reckoning that

diverge relatively slowly. If µ is unknown, we have shown that it can be effectively estimated by

including it in the state during accelerated flight. The accuracy of the estimates we provided from

the IMU-only filters could be further improved by increasing the data rate of the IMU.

We attribute the improvements shown in this article to the correct characterization of ac-

celerometer measurement. This is a noteworthy advantage as IMU measurements are typically

available at high rates and are comparatively inexpensive to process.
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CHAPTER 3. RELATIVE NAVIGATION APPROACH

Finding solutions to enable GPS-denied aerial flight in a priori unknown environments is

currently a popular research focus. The problem is challenging as the robot must discover its own

location using only onboard sensors and computational resources. This task requires knowledge of

complex elements from many distinct disciplines. Additionally, aerial vehicles which are used in

this type of research also present difficult constraints like strict payload capacities and fast vehicle

dynamics; constraints which are complicated further by using onboard-generated state estimates

in feedback control. Unlike ground robots, these vehicles cannot afford to pause in one place

until complex algorithms converge and estimates are sufficiently stable to continue. Only a few

researchers have been able to achieve successful flying implementations for autonomous goal-

directed flight.

Planar laser scanner-based implementations such as those discussed in [69,71] require strict

assumptions regarding the nature of the environment. Six-degree-of-freedom (6DoF) motion es-

timation using vision is desirable due to a camera sensor’s low cost, low power requirements and

light weight. Furthermore, machine vision approaches are more flexible in that they require fewer

assumptions about the environment.

Some of the earliest examples of vision-based estimation for quadrotor vehicles are [73,74,

76]. Among the first to use vision-based estimates in the control loop was [77]. A few others utilize

vision-based estimates in the control loop but must use other aids, such as off-board processing [25,

78], simulated vision using motion capture data [79] or artificial markers [78,81,82] to enable their

approaches.

Huang et al. [29] combine work from [69] and [83] to enable a quadrotor that uses an

RGB-D sensor for visual odometry (VO) and mapping. They present results for 3D maps in small

environments with estimates in the control loop. However the approach requires feedback into
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the estimation from loop closure and global optimization algorithms due to the use of globally

referenced states. They are unable to complete these two tasks onboard.

Weiss et al. [22] describe a system where parallel tracking and mapping (PTAM) [21] is

merged with an optical-flow algorithm for a down-pointed camera in an EKF framework. The

optical-flow algorithm is necessary to maintain stability of the vehicle when the global navigation

fails and needs to be reinitialized. They provide results demonstrating the accuracy of the optical-

flow algorithm compared to truth and results for an autonomous hover. However, as the camera

points downward, they are unable to do motion planning with obstacle avoidance.

Tomic et al. [26] introduce a quadrotor which utilizes navigation based on either stereo

VO or laser scan matching, a combination which provides robustness. They report autonomous

flight results moving from indoor to outdoor environments. The authors discuss the difficulties

in dealing with relative measurements from the VO and jumps that occur in global position with

the recognition of landmarks. The approach does not maintain a metric map but it does keep a

topological one containing known landmarks in the environment. The system utilizes constraints

set by the IMAV competition1 for map initialization and landmark recognition which excludes it

from use in general a priori unknown environments.

Fraundorfer et al. [88] present a quadrotor capable of autonomous flight and exploration

using stereo VO from forward-looking cameras and optical flow from a downward looking camera.

Most of the computation is completed onboard. Graph-based global optimization and loop closure

are required for global states and these algorithms are computed offboard. The authors present

results for exploration and mapping in unknown environments and also localization within a known

map. They emphasize that the optical flow of the downward-pointing camera is essential for the

system to function.

In this work we propose a new architecture to simplify some of the challenges that constrain

GPS-denied aerial flight. In our approach, we combine visual graph-SLAM with a multiplicative

extended Kalman filter (MEKF), using for inputs only a front-facing RGB-D camera, IMU and

sonar altimeter, as shown in Figure 1.5. The unique aspect about the proposed approach is that we

keep the position and yaw states of the MEKF relative to the current node in the map, rather than

estimate states based in a global reference frame. Requiring global states incurs difficulties like the

1www.imav2011.org
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need for additional states to incorporate relative position measurements [22, 26], waiting periods

for global consistency [77], inclusion of place recognition and map optimization algorithms in the

time-critical path [29, 69, 88] and additional logic to accommodate large jumps in pose when loop

closures are applied [26].

We demonstrate in this paper that by maintaining relative information in the state, we can

directly utilize vision-based measurements, we do not require feedback to the filter from compu-

tationally expensive loop closure or SLAM algorithms, and processes that are not essential for

real-time estimation and control can be completed in the background. Additionally, the basis for

the approach has been shown to scale well to large environments [64] and the images from the

RGB-D camera represent a rich source of information for path planning and other high-level tasks.

The remainder of the chapter is outlined as follows. We explain the approach to relative

navigation in Section 3.1. The software architecture is described in Section 3.2. We provide

hardware results in Section 3.3. Then in Section 3.4, we summarize the work.

3.1 Relative Navigation Approach

Relative navigation refers to navigation with respect to a local reference frame. We propose

that the local frame change as the vehicle moves through the environment, establishing a topologi-

cal representation of the world using a pose graph [91]. The changes in the local frame occur based

on the needs of the VO algorithm. The algorithm we use is keyframe based. Instead of comparing

consecutive images, each current image is compared to a reference image, called a keyframe, to

obtain the 6DoF change in pose. New keyframes are declared when the vehicle has moved fur-

ther than a predetermined threshold from the previous keyframe and the overlap between images

becomes too small for reliable matching. The local coordinate frames with respect to which the

vehicle navigates are derived from the keyframes.

The map in Figure 3.1 illustrates the relative topological approach. The VO algorithm

initializes a keyframe at node 1 and an edge is added between the global frame and the node frame

once this information is known. The filter estimates the position and yaw states of the vehicle with

respect to the local coordinate frame at node 1 as the vehicle travels. When the VO requires a new

keyframe to maintain good performance, a new keyframe and node are declared at pose 2. An

edge is added to the map using the relative states and covariance in the MEKF. The navigation then

53



1 n̅ 

e̅ 

xinertial 

x 

2 3 

4 

d̅ 

Figure 3.1: Relative navigation using nodes and edges. As the vehicle flies through the environ-
ment, nodes are created using the VO keyframes and the edges are defined between them using the
relative states of the MEKF. The vehicle state is relative node four in this illustration.

continues with respect to node 2 by marginalizing out the old relative states and augmenting the

state vector with new ones. This process continues as the vehicle moves through the environment,

with new keyframes and nodes being declared as necessary and the MEKF changing the relative

states each time a new keyframe is declared. As current images are compared to a keyframe, the

position estimates will not drift when the vehicle is in hover. A vector chain of edges connects the

hexacopter to the global reference frame. Global position and yaw for the vehicle can be estimated

by first expressing all the constraints in the same coordinate frame and then summing all the edges

and the current state.

This relative navigation approach has several key advantages: straightforward use of sensor

information for state updates, easy creation of map edges using the filter state and covariance, and

flexible use of global information.

Exteroceptive sensors provide relative information. In particular, the VO provides the

change in 6DoF pose between the current and keyframe images. By expressing the VO result

in the node coordinate frame, the position and attitude are updated directly in the filter. This sim-

plification eliminates needing additional states in the filter or requiring VO measurements to update

the velocity states.
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Defining edges between consecutive nodes is a simple matter of saving the relative por-

tions of the state and covariance just before a new node is created. The covariance can be used

to compute a confidence measure of the current global position. For example, a path planning al-

gorithm might use the combined covariances of the edges to indicate when estimates have drifted

sufficiently to warrant a planned loop closure.

Our proposed relative approach offers more flexibility than a globally-based method. The

system can fly reliably both with and without loop closure constraints that constrain drift and with

and without global optimization. This is possible as the local navigation and control take place

regardless of global changes within the map. Without loop closure it is clear that the map will drift

and not remain globally consistent. However, the relative relationships between nodes maintain

locally consistent topological and metric relationships between saved locations. Therefore, the

map could be traversed, even back to the starting location, by using these relative relationships.

This is also true when loop closure constraints are available and global optimization is not; we

could then pursue a consistent but purely relative topological approach similar to that of [32].

Finally, by enabling both loop closure and global optimization we would be able to mimic the

typical SLAM approach that provides globally consistent metric information of the environment.

3.2 Software Architecture

Figure 3.2 provides a visualization of the proposed relative navigation system. The system

is divided into two halves, the front end and back end. The whole system is intended to be run

onboard a hexacopter, as shown in Figure 1.5.

The front-end subsystem provides the critical processes to keep the hexacopter flying, in-

cluding the VO, sensor fusion, control, and obstacle avoidance. Consequently, this system is given

priority over the back end. All the components in the front end are based in the relative coordinate

frame explained above.

The back-end subsystem maintains globally consistent information, including a global map

and high-level, global objectives when desired. Notice how the only flow of information from the

back end to the front end is from the high-level planner. This is in stark contrast to other solutions

that have been developed, which require feedback from the computationally expensive recognition
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Figure 3.2: Software architecture for the proposed system. The front end provides relative nav-
igation based on keyframes from VO algorithm. The back end provides a globally-consistent
navigation solution. Notice that the only flow of information from the back end to the front end
is provided by the high-level planner. Most current scenarios require feedback from the costly
optimization and place recognition algorithms to the estimation and control. ROS provides the
functionality represented by the arrows between components.

and optimization components. The relationship, illustrated in Figure 3.2, between the front and

back ends is what allows the flexibility of this approach.

This separation between the front and back ends provides an added level of robustness to

any changes in the pose graph. For example, when loops are closed and global optimization is

employed, it is possible for large jumps in the global location to occur. These large jumps can

cause problems with the real-time control of an air vehicle that employs globally-referenced states.

As our vehicle navigates with respect to a local node, global optimization can continually make

changes without causing harm to the real-time estimation and control. Another advantage is the

potential to utilize other types of constraints in the map between nodes, also without effecting the

real-time essential processes. Possibilities include any measurement constraints which aid in the

understanding of the global or relative vehicle location, such as intermittent GPS measurements or

semantic information [26].
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The system is implemented using the Robot Operating System (ROS) [4]. In fact, messages

within the ROS framework make up all the arrows in Figure 3.2 and each block is written as a

ROS node/package. Below we briefly describe each block that makes up the proposed relative

navigation approach.

3.2.1 Visual Odometry

As we discussed above, VO is the process of comparing two images to find the relative

change in pose between them. We utilize keyframes in these comparisons, rather than consecutive

images, to reduce the amount of drift. Good tutorials on implementing VO are found in [18, 19].

In [97], a robust motion estimation approach using an RGB-D camera is described. It

is proposed that an RGB-D sensor provides three modalities that can be used to provide motion

estimation solutions: a monocular camera which provides 2D RGB imagery, a range camera that

produces 3D point clouds, and the combination of the two sensors giving depth information for

each pixel of the image (RGB-D). The advantage of the approach is that information from one

sensor may still be useful when it is not available in the other, enabling motion estimates in difficult

areas for RGB-D cameras: outdoors, in low light, and in large open spaces. The approach, however,

is not sufficiently mature for use on a flying platform. We have developed a VO algorithm that

utilizes the 3D information from an RGB-D camera. We provide a quick summary of the algorithm,

followed by typical results, below.

3D VO

First, sets of color and depth images are sent to the algorithm. The first image pair sent

is designated as the keyframe image pair and all following image pairs are compared to this set

until a new keyframe image is assigned. This occurs once the camera has moved 0.25 meters or 10

degrees in yaw from the location where the keyframe image was taken. This metric for changing

keyframes was found experimentally by comparing motion estimates to the truth provided by the

motion capture system. It is the point where motion estimates began to deteriorate because of the

combination of the confined environment and the field of view of the camera. The metric could

change in different environments.
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On each image FAST features [115] and BRIEF descriptors [116] are extracted and the

feature positions are corrected using the distortion information of the camera. A mask is used so

that features may only be found in areas with valid depth information. The image is also binned to

allow an even dispersion of features across the image. The number of features is currently capped

at 750 for the 640 by 480 image sensor. The 3D point location p = (X Y Z)> for the 2D image

feature p̄= ()x y)top is found by looking up the depth Z in the depth image and using the projection

equations

X =
(x− cx)Z

fx
(3.1)

Y =
(y− cy)Z

fy
, (3.2)

where cx, cy, fx, and fy are the intrinsic camera calibration parameters for the image center and

focal points.

Next, correspondence between the current image features and the keyframe features are

estimated using forward and backward constrained brute-force searches in a mutual consistency

check [18]. The corresponding features are passed into RANSAC [117], which is then employed

to find a pose motion estimate while eliminating outliers. We use a three point singular value

decomposition (SVD) algorithm based on [118] as the motion model in RANSAC. The solution

estimate provides the 6DoF rotation and translation between the keyframe and the current coordi-

nate frames and is of the form

pc = Rc
keypkey +Tc. (3.3)

Where pc and pkey are the current and keyframe 3D feature position vectors, Rc
key rotates points

expressed in the keyframe coordinate frame into the current image coordinate frame, and T c is the

origin of the keyframe coordinate frame expressed in the current image coordinate frame.

Inliers are found for the sample solution by re-projecting the 3D keyframe features onto

the current image plane using the sample solution and the intrinsic calibration parameters. To be

considered a valid inlier, the pixel error distance between the locations of current image feature

and the reprojected keyframe feature must be smaller than a threshold. Checking the error on the
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image provides improved results over solutions evaluated by error in 3D positions. The solution

estimate with the highest inlier count is returned by the RANSAC algorithm.

3D VO Results
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Figure 3.3: Relative camera~z (out of plane) position comparison between truth and estimates. The
discontinuities in the plots are due to new nodes being created, causing the truth and the estimates
to jump to the new relative position. We express the global truth from the motion capture in the
relative node coordinate frame for the comparison of these results. Results for the camera~x and~y
positions are similar.

Figure 3.3 presents the camera~z axis portion of the relative transformations between the

current and keyframe images. The discontinuities are due to changing keyframes. Figure 3.4

presents the results for the rotation about the camera~y axis. This angle corresponds to the vehicle

yaw angle because of the change in axes. The algorithm actually outputs the change in rotation as

a unit quaternion, which we have converted to Euler angles in this figure for ease of comparison.

Table 3.1 provides the RMS error in the relative transformations over the flight. These

values are representative of results that we routinely achieve in the motion capture environment.
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Figure 3.4: Comparison between truth and estimates for the rotation about the camera~y axis, which
is equivalent to the vehicle yaw angle because of the change in axes. Again, the discontinuities in
the plots are due to new nodes being created, causing the truth and the estimates to jump to the
new relative position. We express the global truth from the motion capture in the relative node
coordinate frame for the comparison of these results. Results for the camera roll and yaw positions
are similar.

Table 3.1: Presented are the RMS errors of VO estimates produced during a flight. The motion
capture data is used as truth for the computation and is expressed in the relative coordinate

frame. The estimates were produced in real time during the flight.

RMS Error in Motion Estimates
Transformation RMS Error
Camera~x position 0.033 (m)
Camera~y position 0.041 (m)
Camera~z position 0.041 (m)
Rotation about camera~x 0.020 (rad)
Rotation about camera~y 0.017 (rad)
Rotation about camera~z 0.013 (rad)

3.2.2 MEKF Sensor Fusion

The sensor fusion is provided by a MEKF that has been designed specifically to function

with the relative navigation approach and is detailed in Chapter 4. The MEKF is an indirect EKF,
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which means that the error in the state ∆x and the covariance of the error are maintained in the

filter rather than the best estimate x̂ and error covariance.

The true states x of the rotorcraft are defined as

x =
[
pn> qb

n
> vb> β> α> qb

c
> pb>

]>
. (3.4)

The position vector pn, relative to the current node, is the displacement of the body in the front f j,

right r j, and down d j directions with respect to node j. The quaternion qb
n expresses the attitude

of the body-fixed frame with respect to the node frame. The component of the quaternion for

yaw is relative to the current node. vb is the body-fixed frame velocity vector. The gyroscope

bias vector is β . So far, we have only needed to estimate the accelerometer biases in the body x

and y directions in α , the third direction could easily be added. The last two parameters in (3.4)

represent the transformation from the body-fixed coordinate frame to the camera coordinate frame

and can be optionally included in the state. Once refinements to the transformation are obtained,

these estimates can be saved as constants and then removed.

The inputs to the model are the gyroscope measurements and the z accelerometer

u =
[

pgyro qgyro rgyro zaccel

]>
. (3.5)

The nonlinear equations for the states (3.4) are

ṗn =R>(qb
n)v

b, (3.6)

q̇b
n =

1
2

Ω
(
u(1:3)−β −ηω

)
qb

n, (3.7)

v̇b =vb×
(
u(1:3)−β −ηω

)
+R(qb

n)g

− 1
m

Mvb +u(4)
~d j, (3.8)

β̇ =ηβ (3.9)

α̇ =ηα (3.10)

q̇b
c =ηcq (3.11)

ṗb =ηcp. (3.12)
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A rotation matrix R(qy
x) from a quaternion qy

x rotates the vector v, expressed in the frame x, into

frame y. The operator

Ω(ω) =


0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0

 (3.13)

assumes that the order of a quaternion it multiplies is of the form
[
qx qy qz qw

]>
. The noise

ηω is the zero-mean Gaussian noise in the measured gyroscopes from the inputs u. The constant

matrix M is

M =


µ 0 0

0 µ 0

0 0 0

 , (3.14)

and the constants g and µ are the gravity and drag coefficient respectively. An improved model

of the hexacopter dynamics, contained in (3.8), which accounts for the rotor drag with coefficient

µ , provides the ability to fully utilize the information contained in the accelerometer measure-

ments [95]. As a consequence, estimation accuracy improves and the requirements for VO or any

other exteroceptive measurement updates are reduced [109].

Error Dynamics

The error dynamics are used to propagate the error covariance matrix P and are derived

from the nonlinear dynamics (3.6) through (3.12). The length of the error state is reduced by one

for each quaternion when compared to the length of the true state. The 20-element relative-error

state is

∆x =
[
δpn> δθ b

n
>

δvb> δβ
>

δα
>

δθ b
c
>

δpb>
]>
. (3.15)

The error dynamics can be linearized and result in the following linear model

∆̇x = A∆x+Bu, (3.16)
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where A is the Jacobian of the error dynamics with respect to the error state ∆x and B is the

Jacobian of the error dynamics with respect to the input u.

Prediction

We do not maintain a true indirect filter as we require the estimated states for control

feedback. Instead, we keep track of the estimated state x̂ and the covariance P̂ of the error state

∆x̂. During the prediction step, the estimated covariance is propagated forward by numerically

integrating the equation
˙̂P = AP̂+ P̂A>+ γ

(
BGB>+Q

)
, (3.17)

where the matrices A and B are in (3.16), γ is a tuning parameter, G is a diagonal matrix of the

measured covariance on the inputs (3.5) and Q is the process noise covariance which represents

modeling error and disturbances. The estimated states are propagated forward by numerically

integrating the nonlinear equations of motion, (3.6) through (3.12).

Measurement Updates

We update the filter using altimeter, accelerometer, motion-estimation position, and motion-

estimation orientation measurements. The motion estimation measurements can come from the 3D

VO, the 2D VO and/or the scan matching. In this implementation we treat the position and orien-

tation motion estimation measurements updates separately. This is possible because we account

for the contribution of the rotational uncertainty in the position covariance when the covariances

of the measurements are generated.

Delayed View-Matching Updates

An additional challenge with the motion estimation measurement updates is that they are

delayed. The stochastic delay is due to the requisite image-processing time. Thus, computing

the measurement updates requires a few additional steps. The state and covariance must first be

restored to the time the image was taken; the measurement updates are applied; then the state

and covariance must be repropagated back to the current time by re-applying the prediction and
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measurement updates at their respective timesteps. The state, covariance, IMU, and altimeter

information are saved at each timestep to accommodate this requirement.

Augment and Marginalize the Relative State

When a new node is created by the view-matching algorithm, the relative portions of the

state and covariance must change. The states that change are the positions in p̂n and the yaw

contained in q̂b
n. The positions are simply replaced with zeros. The quaternion in the state must

maintain the same pitch and roll but the yaw must be zeroed out. We use the relationship between

quaternions and Euler angles [119] to adjust the state and covariance appropriately.

3.2.3 Relative Planning/Obstacle Avoidance

The low level planner provides paths for the hexacopter to follow through the environment

in the relative frame. The plans are recomputed frequently enough for the vehicle to avoid static

and slow-moving obstacles, like a person walking at a casual pace. Point cloud data from the

RGB-D sensor is used to create a cost map [120] of the 3D environment that is then projected onto

the node f j−r j plane, as shown in Figure 3.5. The cost map is expressed in the relative node frame

explained above. Given a goal location in the relative coordinate system, a path through the envi-

ronment is computed using Dijkstra’s algorithm [121]. The goal location is the only information

received by the front end from the back-end subsystem, shown in Figure 3.2. The path is expressed

in the relative coordinate system.

3.2.4 Position Control

We have modified the position controller detailed in [122] to provide control based on way-

points in the relative node coordinate frame and to include integral control for more robustness.

The control algorithm utilizes a change of variables on the inputs of the model to eliminate non-

linearities and a linear quadratic regulator (LQR) provides the feedback control. The approach to

follow waypoints is based on the procedure outlined in [123], adapted for rotorcraft. The waypoints

are expressed in the current node frame when sent by the planning algorithm.
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Figure 3.5: Visualization of the cost map and path planner. Point cloud information was provided
to the relative path planner as the camera was moved around the CAVE. The red objects are de-
tected obstacles, the yellow areas are inflated costs around the obstacles, and the green line is the
computed path, based on a goal location chosen by a user.

One challenge for the control is the change of coordinate systems when a new node is

created. The sensor fusion algorithm changes the coordinate system of the relative states as soon

as the keyframe image is received. The path planner, however, does not instantly generate a new

path for the new reference frame. Consequently the control algorithm must apply the relative

transformation provided by the map edge to the old path. Each waypoint wp[i] in the path is

transformed using

wpnew[i] = L
(

q j+1
j

)(
wp[i]−p j+1) , (3.18)

where L
(

q j+1
j

)
is the quaternion rotational operator (equivalent to a rotation matrix) for rotating

points in the j-th node frame into the j+1-th node frame, and p j+1 is the translation to the j+1-th

node from the j-th node, expressed in the j-th node frame.

65



3.2.5 Map

The map used in this work is a collection of nodes and edges in a relative topological

pose graph, illustrated in Figure 3.6. The map is flexible as it can be globally referenced through

optimization but it is originally based on the relative transformations provided by the motion esti-

mation. New nodes are created with each new keyframe. Edges are added between temporally and

spatially consecutive keyframes.

Figure 3.6: A simple pose-graph map representation. Each of the nodes, illustrated by the local
frames, contains the RGB-D keyframe images and the global pose estimates. The relative trans-
formations between each of the nodes are provided by the MEKF.

A node is described, ultimately, by a keyframe RGB and depth image pair. Attached to

the keyframe pair are the estimates of relative and global position and orientation, yet the image

encodes the true instantaneous location of the vehicle. A relative local coordinate frame is defined

as part of the node, based on the position and heading of the vehicle when the keyframe is taken,

to enable navigation relative to the node.

Edges in the graph represent the estimated relative transformations between nodes. We

currently only consider edges from the odometry but we are working to include other constraints,

such as those from visual recognition loop closures and intermittent GPS measurements. The

odometry edges are created using the MEKF, based on the measurements from the robust motion
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estimation algorithm. When a new node is received by the estimator, the old relative portions of the

state and covariance are marginalized out and saved as the edge between the old and new nodes.

3.2.6 Place Recognition

Place recognition provides the capability to recognize when the current keyframe is already

part of the map. Once the algorithm recognizes a match, a loop-closure constraint can be added to

the map using one of the motion-estimation algorithms. Loop-closure constraints are essential to

providing a topological-consistent map as they constrain the drift in the map caused by odometry

errors.

Place recognition is completed by comparing images to one another to find close matches [34,

36]. Each keyframe image in the map is assigned visual words, from a previously calculated visual

vocabulary, based on the feature information in the image. Then the map is searched using the

words to find images that contain the same information. Once several images are suggested by the

algorithm as having a high probability of being the same location, a geometric consistency check

is made to eliminate any false positive matches. The 6DoF loop-closure constraint is created by

comparing the matching images using a VO algorithm.

3.2.7 Back-end Optimization

The role of nonlinear optimization is to iteratively refine the edges in the map to produce

a globally consistent map when it is desired. Because of the flexibility of the relative navigation

approach, this can be completed either offline after a flight, or in real time as a background process.

In most navigation approaches, the sensor fusion relies on the revised global estimates, causing the

computationally heavy optimization to be a part of the time-critical path that enables flight.

In [124], a new optimization approach is introduced, which focuses on the relative trans-

formations between nodes rather than only on the global pose estimates, as is typically done. As a

result, the algorithm provides improved estimates of the global poses and relative transformations

in less computational time than the state-of-the-art algorithm g2o [63].
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3.2.8 High Level Planner

The role of the high-level planner is to provide capabilities such as exploration, target

following or other higher-level tasks for the hexacopter system. The algorithm is provided an

estimate of the map and the location of the hexacopter, as well as the current relative coordinate

system in use by the front-end subsystem. Directions are then provided to the low-level planner in

the form of goal locations in the current relative coordinate system. This setup allows the front-end

subsystem flexibility. It does not need global information and it is allowed to create its own paths

so that obstacles can be avoided. This node is a subject for future work and we plan to leverage

prior work of high-level planning for fixed-wing UAVs.

3.3 Experimental Setup and Results

The hardware setup for the results of this chapter was the same as described in Section 1.1.

Truth data from a motion-capture system is only used to initialize the global position of the vehicle

and in the comparisons made in the figures below. The relative MEKF runs at 100 Hz, the update

rate of the IMU. Measurement updates for the altimeter and the visual odometry algorithm are

applied at 40 Hz and 15 Hz, respectively. All the processing is performed onboard. During the

experiments presented below, the CPU usage averaged at about 40%, measured using the linux

“top” command.

We present results for an autonomous hover which demonstrate the performance of the

estimator and control algorithms. The estimates are compared to truth and the control maintains

the vehicle in a hover about a fixed global location. We also show the true and estimated 3D

positions of the vehicle while following a path.

3.3.1 Hover Results

Figures 3.7 through 3.9 demonstrate the performance of some of the state estimates of the

filter compared to truth during a flight with the state estimates in the control loop. The vehicle was

commanded to hover at a spot 1 m above the take-off location. During this flight 3D information

from the camera was consistently available, consequently the 3D VO was used by the motion

estimation algorithm.
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Figure 3.7: Relative right position r truth and estimates comparison. This data is from an estimates-
in-the-loop controlled hover flight. The discontinuities in the plots are due to new nodes being
created, causing the truth and the estimates to “jump” to the new relative position. We express the
global truth from the motion capture in the relative node coordinate frame for the comparison of
these results. Results for the relative front and down positions are similar.

In Figure 3.7 we see the results for the relative right position r, with respect to the current

node. There were 30 new nodes created during this autonomous flight. We note that all of the state

estimates transition between these coordinate frame changes without difficulty. The body-fixed

frame side velocity v results are depicted in Figure 3.8. The estimates track the truth, even though

the magnitude of the speed is small. The y component of the quaternion qb
n is shown in Figure 3.9.

The y quaternion roughly corresponds to the pitch angle of the hexacopter for this flight.

Table 3.2: The standard deviations of the hover error in global coordinates.

Standard Deviation of Hover Error
Direction Standard Deviation
global north (n) 0.070
global east (e) 0.079
global down (d) 0.101
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Figure 3.8: Body-fixed frame side velocity v truth and estimate comparison. Notice that there
are no discontinuities, as the body-frame velocity is not relative. Results for the front and down
body-fixed velocities are similar.

Figure 3.9: The y component of the quaternion qb
n, which is approximately the pitch angle of the

hexacopter for this flight, comparison of truth and estimates. There are not any discontinuities, as
this portion of the quaternion is not relative.
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Table 3.2 provides the standard deviations of the hover error through the flight. Notice

that even though the vehicle is navigating using relative states, it can stabilize around a global

location quite well. The down performance is poor because we are close to the payload limit of the

hexacopter vehicle. Reducing the weight of the prototype platform should improve these results.

3.3.2 Path Results

Figure 3.10: The 3D path of a flight within the motion capture environment. We show the true
path, the global estimate computed by summing the relative edges and the current state at each
timestep, the node locations estimates, and the global positions of the relative goal points. Notice
that even though the estimates drift globally, the vehicle arrives at each of the goal locations. This
is possible since all the front end functionality is based on the relative system.

Figures 3.10 and 3.11 show results for an autonomous, goal-directed flight of the vehicle.

The vehicle is performing all of the tasks of the front end sub-system described in Figure 3.2, with

all of the computation being completed onboard. The flight is short to permit the use of the motion

capture truth data for comparison. The vehicle was first commanded to hover one meter above the

starting location and then it was directed using the goal locations shown in the figures. Recall that

the estimates, control, path planning, and goal locations are all originally relative to the current

node in the graph. We have converted them into global estimates for display and comparison. The
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Figure 3.11: The top view of the 3D path of a flight within the motion capture environment. Notice
that even though the estimates drift globally, the vehicle arrives at each of the goal locations. This
is possible since all the front end functionality is based on the relative system.

estimated global node locations are shown as green points along the estimated path. There is drift

in the global locations as we are only conducting relative flights at this point.

3.3.3 Long Hallway Results

Figure 3.12: The main hallway in the Crabtree building on BYU campus.
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Figure 3.13: The 3D point cloud produced by the RGB-D camera while the hexacopter was moving
down the hallway. The valid information for use in the VO is only on the periphery of the image.

After many experiments within the room equipped with the motion capture system to ver-

ify the accuracy of the algorithms, we tested the system in a larger environment. We flew the

hexacopter down the main hallway of the third floor of the Crabtree building on campus,2 see

Figure 3.12. A large hallway is a challenging environment for the VO, as 3D information is only

available on the periphery of the sensor: on the floor, walls and ceiling. Figure 3.13 shows a typical

point cloud obtained while the hexacopter was moving down the hallway.

Figure 3.14 shows a top view of the global estimates of the path of the vehicle. The original

reference frame was closely aligned with the hallway, so the vehicle drifted between 1 to 2 m

laterally. As the vehicle navigates relative to the keyframes, this drift is not concerning.

3.3.4 Flight Down Three Hallways

The next step in testing was to maneuver down hallways that require turns3. Results for a

flight on the third floor of the Wilkinson Student Center on campus are shown in Figure 3.15. In
2A video of this flight can be seen on the MAGICC Lab YouTube channel: http://youtu.be/PMYwPihUKIM
3I appreciate all the help I received to obtain these results. I could not have done this without my undergraduate

“minions”: Dallin, David, Dan, Gary, and Craig! Thanks guys!
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Figure 3.14: The top view of the global position estimates. Note the difference in scale. These are
dead-reckoning results, as optimization and loop closure are not enabled. Lateral (west) drift is
between one and two meters. The green dots denote the keyframe images created along the way.

black, we show the basic dimensions of the hallways, so that an idea of the drift in the flight can

be observed. We set goal locations near the center of the hallways. Notice that there is very little

drift in the global yaw, otherwise, the path would not be so square. Recall that again, these are

dead-reckoning results.

3.4 Summary

A relative, vision-based framework, like the approach described in this chapter, is an impor-

tant step in furthering the capabilities of indoor aerial navigation. Current approaches that require

globally-referenced states often suffer deficiencies from the need for additional state elements to in-

corporate relative measurements, waiting periods to process global consistency, inclusion of place

recognition and map optimization algorithms in the time-critical path, or schemes to accommodate

large jumps in pose when loop closures are applied.

Utilizing a relative approach allows more flexibility as the critical, real-time processes of lo-

calization and control do not depend on computationally-demanding optimization and loop-closure

processes. Relative exteroceptive measurement updates are supported natively in the proposed

MEKF and front-facing keyframes provide a rich source of information for path planning. The
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Figure 3.15: The top view of the global position estimates for the flight down three hallways in the
Wilkinson Student Center. These are dead-reckoning results, as optimization and loop closure are
not enabled. From this figure, we estimate the drift in north and west to be between one and two
meters in each direction. The green dots denote the keyframe images created along the way.

graph map also provides potential support for a variety of constraints, such as intermittent GPS

and semantic information.
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CHAPTER 4. RELATIVE MULTIPLICATIVE EXTENDED KALMAN FILTER

Sensor fusion and localization are important aspects of navigation in unknown, GPS-denied

environments, where global measurements and a priori map information are unavailable. Aerial

flight using small aircraft like quadrotors is an additional challenge because of limited payload

capacity for onboard sensors and computational resources, and the need to control the vehicle’s

fast dynamics using the state estimates. Unlike ground robots, quadrotors cannot afford to pause in

one place until complex algorithms finish processing and state estimates converge for navigation

to continue. Accurate and fast state estimates are critical to maintain control of the vehicle and

provide quality sensor information.

To date, successful implementations providing GPS-denied autonomous quadrotor flight,

like those outlined in [26,29,69–71,77,85,88], typically follow a general approach for localization

and mapping. This approach, outlined in [69], enabled the first fully-autonomous quadrotor with

the ability to fly using only onboard sensors in a priori unknown environments. Using this original

approach the autonomous vehicle must: estimate motion using exteroceptive sensors, fuse motion

estimates with other sensor information to form global state estimates, and employ some type of

simultaneous localization and mapping (SLAM) to provide loop closure and global consistency.

Incremental motion of the vehicle is computed with an exteroceptive sensor and a motion

estimation algorithm. The original approach for GPS-denied autonomous quadrotor flight utilized

a planar laser scanner with a fast scan-matching algorithm [69]. A similar method is used in [71].

Planar laser-scanner implementations, however, require strict assumptions regarding the nature of

the environment. Six-degree-of-freedom (6DoF) motion estimation using machine vision, as used

in the approaches in [22,29,77,88], is advantageous due to a camera sensor’s low cost, low power

requirements, and light weight. Additionally, high-quality solutions can be obtained using fewer

assumptions about the environment. Vision is, however, limited due to requirements for appropri-

ate lighting and a sufficient number of features in the environment. Visual implementations usually
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employ a version of visual odometry (VO) [17], although a modified version of parallel tracking

and mapping (PTAM) [21] is used in [85].

We note that the exteroceptive motion estimates are relative measurements between images

or scans. Various approaches are employed to convert the relative measurements into the requi-

site global form. One method is to sum all previous motion estimates and form a pseudo-global

measurement [69]. Another is to treat the measurement as an average velocity over the duration

between sensor messages [29,88]. Stochastic cloning [22,26,86] is a more valid option as the state

is cloned to more appropriately handle the cross-correlations that are necessary to form a correct

global measurement update.

Sensor fusion combines exteroceptive motion measurements with IMU information for im-

proved global state estimates at the fast rate needed for feedback control of the quadrotor. Typically

some form of an extended Kalman filter (EKF) is employed and the accelerometer and gyroscope

measurements are used in the filter propagation step [29,69,71]. In contrast, the approach detailed

in [88] uses a simple low-pass filter for sensor fusion. One difficultly noted in many of these ap-

proaches is the lack of a good velocity measurement to aid in the sensor fusion [68, 69, 71, 88].

This issue is discussed in [95] and an improved quadrotor dynamic model is shown to provide

body-fixed velocity information using only accelerometer measurements.

Global state estimates of the vehicle will drift if only relative motion and IMU measure-

ments are used. SLAM is a solution that provides the capability to maintain a map and to perform

loop closure to eliminate drift and obtain globally consistent state estimates. The use of the pose

graph and nonlinear optimization tools from the graph-SLAM paradigm [40, 41] and visual place

recognition to find possible loop closures [34] is increasingly common. Graph SLAM provides

flexibility in working with the sensor fusion and ease with which place recognition loop closures

may be applied to the map. Visual place recognition algorithms recognize previously visited loca-

tions in the map using only visual information. Because of the need for globally metric informa-

tion, a majority of the approaches require feedback from the SLAM algorithms as a measurement

in the sensor fusion.

One problem with the general approach, which was noted in [70], is the requirement

of globally metric information for the maps of the environment and states of the vehicle. Re-

quiring global states incurs difficulties such as the need for additional states to incorporate rela-
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tive position measurements [22, 26], waiting periods for global consistency [77], dependence on

computationally-expensive optimization and loop closure feedback for localization [29,70,88] and

logic to accommodate large jumps in pose when loop closures are applied [26].

In [79,96], the authors propose that a vehicle should navigate using a relative formulation of

the vehicle state, rather than a global one. Similar to the general approach, they use a combination

of graph SLAM and an EKF to provide mapping and sensor fusion. The map is a pose graph, with

images from the onboard camera as key components of the nodes. The EKF provides estimates

at the high rate required for feedback control of the vehicle. The difference is that the position

and yaw states of the EKF are defined with respect to the current node in the map, rather than to

a global origin. Relative-state information affords many advantages, such as the ability to directly

utilize relative exteroceptive measurements, elimination of required feedback to the filter from

computationally-expensive SLAM algorithms, easy creation of map edges using the filter state and

covariance, and flexible use of global information.

The main contribution of this chapter is the development of a multiplicative extended

Kalman filter (MEKF) that uses an improved rotorcraft model [95] to provide relative, rather than

global, state estimates. Another contribution is a more detailed development of the relative navi-

gation approach originally described in [96] and the relative filtering approach described in [79].

Additionally, we verify the results of the relative estimation approach with hardware flight tests

accompanied by comparisons to motion capture truth data. We also provide flight results with

estimates in the control loop.

We utilize a hexacopter vehicle from MikroKopter, pictured in Figure 1.5 and discussed in

Section 1.1, as the platform for experiments. An IMU, sonar altimeter, and front-facing RGB-D

camera are the only sensors used for the sensor fusion and mapping. All computation is completed

onboard using a small computer to perform the necessary processing.

The remainder of the chapter is outlined as follows. We explain the approach to relative

navigation in Section 4.1. The model and MEKF are derived in Section 4.2. The results are

described in Section 4.3. And we summarize the work in Section 4.4.
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4.1 Relative Navigation Approach

Relative navigation refers to navigation with respect to a local reference frame. We pro-

pose that the local frame change as the vehicle moves through the environment, establishing a

topological representation of the world using a pose graph [91]. The changes in the local frame

occur based on the needs of a robust VO algorithm, described in Section 3.2.1. The algorithm

is keyframe based. Instead of comparing consecutive images, each current image is compared to

a reference image, called a keyframe, to obtain the 6DoF change in pose. New keyframes are

declared when the vehicle has moved further than a predetermined threshold from the previous

keyframe and the overlap between images becomes too small for reliable matching. The local

coordinate frames, with respect to which the vehicle navigates, are derived from the keyframes.

1 n̅ 

e̅ 

xinertial 

x 

2 3 

4 

d̅ 

Figure 4.1: Relative navigation using nodes and edges. As the vehicle flies through the environ-
ment, nodes are created using the VO keyframes and edges are defined between them using the
relative states of the MEKF. The vehicle state is relative to the current node (node 4). The global
state of the vehicle can be found by summing the edges and the current state.

The map in Figure 4.1 illustrates the relative topological approach. The VO algorithm

initializes a keyframe at node 1 and an edge is added between the global frame and the node frame

once this information is known. The filter estimates the position and yaw states of the vehicle with

respect to the local coordinate frame at node 1 as the vehicle travels. When the VO requires a new

keyframe to maintain good performance, a new keyframe and node are declared at pose 2. An

80



edge is added to the map using the relative states and covariance in the MEKF. The navigation then

continues with respect to node 2 by marginalizing out the old relative states and augmenting the

state vector with new ones. This process continues as the vehicle moves through the environment,

with new keyframes and nodes being declared as necessary and the MEKF changing the relative

states each time a new keyframe is declared. As current images are compared to a keyframe, the

position estimates will not drift as long as the keyframe does not change. A vector chain of edges

connects the hexacopter to the global reference frame. Global position and yaw for the vehicle can

be estimated by summing all the edges and the current state.

This relative navigation approach has several key advantages: direct use of sensor informa-

tion for state updates, straightforward creation of map edges using the filter state and covariance,

and flexible use of global information. We discuss below how each of these is helpful for au-

tonomous aerial navigation.

Exteroceptive sensors provide relative information. In particular, the VO provides the

change in 6DoF pose between the current and keyframe images. By expressing the VO result in

the node coordinate frame, the position and attitude are updated directly in the filter. This simplifi-

cation eliminates the need for additional states in the filter and does not require VO measurements

to update the velocity states.

Defining edges between consecutive nodes is a simple matter of saving the relative portions

of the state and covariance just before a new node is created. The covariances from each edge

could be combined and then used for a confidence measure of the current global position. For

example, a path planning algorithm might use the combined covariances of the edges to indicate

when estimates have drifted sufficiently to warrant a planned loop closure.

Our proposed relative approach offers more flexibility than a globally-based method. A

front-end subsystem provides the critical processes to keep the hexacopter flying, including the

VO, sensor fusion, control, and obstacle avoidance. All the components in the front end are based

in the relative coordinate frame explained above. A back-end subsystem will maintain globally

consistent information, including a global map and high-level, global objectives when desired. The

only information provided by the back end or by human operators are goal locations expressed in

the current node reference frame. This is in contrast to other solutions that have been developed that
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require feedback from the computationally expensive visual place recognition and optimization

components. Additional details on the architecture of the approach are found in [96].

This separation between the time-critical front end and globally consistent back end pro-

vides the flexibility mentioned. The system can fly reliably either with or without loop-closure

constraints that constrain drift, and with or without global optimization. This is possible because

the local navigation and control take place regardless of global changes within the map. Without

loop closure it is clear that the map will drift and not remain globally consistent. The relative rela-

tionships between nodes, however, maintain locally consistent topological and metric relationships

between saved locations. Therefore, the map could be traversed, even back to the starting location,

by using these relative relationships. This is also true when loop closure constraints are available

and global optimization is not; we could then pursue a consistent but purely relative topological

approach similar to that of [32]. Finally, by enabling both loop closure and global optimization we

could mimic the typical SLAM approach that provides globally consistent metric information of

the environment.

4.1.1 Node Frame

The nodes in the pose graph contain keyframe images and they represent locations in the

environment where those images are taken. Each node has a local coordinate frame defined, with

respect to which the vehicle navigates through the environment. The local frame is formed using

the global~n-~e plane and the body-fixed coordinate frame at the instant in time when the keyframe

image is taken. This particular body frame is designated the reference body-fixed coordinate frame.

The node frame for the j-th node is defined by unit vectors in the front, right, and down

directions: ~f j, ~r j, and ~d j. The ~d j direction is parallel to the global ~d direction. The ~f j direction

is defined by the projection of the reference body~bx axis onto a plane parallel to the global ~n-~e

plane, as shown in Figure 4.2. The~r j direction is defined to make a right-hand coordinate system.

This representation preserves the heading of the vehicle, which corresponds with the direction the

image was taken, and maintains a global down direction, which keeps the roll and pitch defined

correctly.

The relationship between the keyframe and the local node frame is necessary for correctly

expressing VO measurement updates. Points defined in the keyframe’s camera coordinate frame
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Plane parallel to   -
plane

Figure 4.2: Relationship between the global (black), body (green), and node (red) frames at the
instant the j-th keyframe image is taken. The ~f j direction is defined by the projection of the
reference body~bx axis onto a plane parallel to the global~n-~e plane.

are expressed in the node coordinate frame using two rotations, Rb
c and Rn

br, and a translation, pb.

The rotation Rb
c and translation pb define the static transformation between the camera frame and

the body-fixed frame that is obtained through calibration. Rb
c rotates points from the camera frame

into the body-fixed frame and pb are the coordinates of the camera focal point in the body-fixed

coordinate frame. These values only change when the location or orientation of the camera or IMU

changes on the platform.

The second rotation, Rn
br, defines the relationship between the reference body-fixed frame

and the node frame. The reference body-fixed frame is created by saving the roll and pitch an-

gles of the vehicle, φ j and θ j, at the instant in time the image is taken. The matrix Rn
br

(
φ j,θ j

)
rotates points from the body-fixed frame into the node j coordinate frame. Combined together,

the transformation Rn
b

(
Rb

c pcr +pb) transforms points from the keyframe coordinate frame to the

node coordinate frame.

4.1.2 Map

The map used in this work is a collection of nodes and edges in a relative topological pose

graph. New nodes are created with each new keyframe. Edges are added between temporally and

spatially consecutive keyframes.
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A node is described, ultimately, by a keyframe RGB and depth image pair. Attached to

the keyframe pair are the estimates of relative and global position and orientation, yet the image

encodes the true instantaneous location of the vehicle. The node coordinate frame, defined above,

enables navigation relative to the node.

Edges in the graph represent the estimated relative transformations between nodes. We

currently only consider edges from the odometry, but we plan to soon include other constraints,

such as those from visual recognition loop closures and intermittent GPS measurements. The

odometry edges are created using the MEKF, based on the measurements from the VO algorithm.

When a new node is received by the estimator from the VO, the old relative portions of the state

and covariance are marginalized out and saved as the edge between the old and new nodes.

4.2 Multiplicative Extended Kalman Filter

In contrast to the work in [79], we now use unit-length quaternions to represent the at-

titude of the vehicle. A quaternion is parameterized by a scalar and a vector. We utilize the

standard Hamiltonian form of the quaternion [119]. A unit-length quaternion represents an over-

parameterization of the attitude and should not be used directly in an EKF framework because

of singularity problems that can occur in the covariance matrix. Many generic estimation meth-

ods have been developed to handle this difficulty and are available and commonly used in prac-

tice [125]. We chose to derive a MEKF [103, 126] for our relative hexacopter system.

The MEKF is an indirect EKF, which means that the error in the state ∆x and the covariance

of the error are maintained in the filter rather than the best estimate x̂ and error covariance. The

name multiplicative was coined as the error in the quaternions is computed using a quaternion

product⊗ instead of subtraction (i.e., δq(θ) = q⊗ q̂−1) [125]. The three-dimensional error vector

θ , obtained from the error quaternion using a small angle approximation, is maintained in the error

state. This results in a minimal representation that is safe to use in calculating the covariance. We

also use a continuous-discrete representation [123] for our implementation of the MEKF.

In this implementation we do not directly maintain an estimate of the error state in the filter

at each timestep and therefore do not maintain a true indirect filter. Instead, we maintain the best

estimate x̂ and the covariance P of the error state ∆x in the filter. Details of the implementation are

given below.
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4.2.1 State Dynamics

We model the hexacopter with the nonlinear equations

ẋ = f(x,u), (4.1)

yi = hi(x,u), 1≤ i≤ p, (4.2)

where hi is the ith measurement function, and the vector u represents the inputs that drive the

evolution of the estimated states. The inputs to the model are simply the gyroscope measurements

and the~bz accelerometer

u =
[

pgyro qgyro rgyro zaccel

]>
. (4.3)

The true states x of the multirotor are defined with respect to the current node, node j,

x =
[
pn> qb

n
> vb> β> α> qb

c
> pb>

]>
. (4.4)

The relative position vector pn, made up of f j, r j and d j, is the displacement of the body with

respect to node j. The quaternion qb
n, with components qx, qy, qz and qw, expresses the attitude

of the body frame with respect to the node frame. The component qz is relative to the current

node. The notation on a quaternion qy
x or rotation matrix Ry

x denotes a rotation that takes points

expressed in the x coordinate frame and rotates them into the y coordinate frame. vb is the body

frame velocity vector, composed of u, v and w. The gyroscope bias vector is β . We only estimate

the accelerometer biases in the body~bx and~by directions in α . The last two parameters in (4.4)

represent the transformation from the body coordinate frame to the camera coordinate frame and

can be optionally included in the state. qb
c is the quaternion form of the the rotation Rb

c , which

rotates points from the camera coordinate frame into the body coordinate frame. pb are the coor-

dinates of the camera focal point expressed in the body coordinate frame. Once refinements to the

calibration parameters are obtained, these estimates can be saved as constants and then removed

from the state vector. The estimated state vector is denoted x̂.
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The nonlinear equations in (4.1) are

ṗn = qb
n
−1⊗vb⊗qb

n = R>(qb
n)v

b, (4.5)

q̇b
n =

1
2

Ω
(
u(1:3)−β −ηω

)
qb

n, (4.6)

v̇b =vb×
(
u(1:3)−β −ηω

)
+qb

n⊗g⊗ qb
n
−1− 1

m
Mvb +u(4)

~d j, (4.7)

β̇ =ηβ (4.8)

α̇ =ηα (4.9)

q̇b
c =0 (4.10)

ṗb =0, (4.11)

where ηω , ηβ and ηα are zero-mean, Gaussian processes for the noise in the gyroscope measure-

ments and the random-walk models of the gyroscope and the accelerometer biases. A rotation

matrix R(qy
x) from a quaternion qy

x is equivalent to the quaternion rotational operator L
(
qy

x
)
=

qy
x⊗v⊗ qy

x
−1, which rotates the vector v, expressed in the frame x, into frame y. The operator

Ω(ω) =


0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0

 (4.12)

assumes that the order of a quaternion it multiplies is
[
qx qy qz qw

]>
. The constant matrix M

is

M =


µ 0 0

0 µ 0

0 0 0

 , (4.13)

and the constants g and µ are the gravity and drag coefficient respectively. An improved model

of the hexacopter dynamics, contained in (4.7), which accounts for the rotor drag with coefficient

µ , provides the ability to fully utilize the information contained in the accelerometer measure-
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ments. As a consequence, estimation accuracy improves and the requirements for VO or any other

exteroceptive measurement updates are reduced [95, 109].

To arrive at the estimated state dynamics, we compute the expectation of (4.5) through

(4.11), which yields

˙̂pn = q̂b
n
−1⊗ v̂b⊗ q̂b

n = R>(q̂b
n)v̂

b (4.14)

˙̂qb
n =

1
2

Ω

(
u− β̂

)
q̂b

n (4.15)

˙̂vb = v̂b×
(

u− β̂

)
+ q̂b

n⊗g⊗ q̂b
n
−1− 1

m
Mv̂b− 1

m
Kω̄ (4.16)

β̇ = 03×1 (4.17)

α̇ = 02×1 (4.18)

q̇b
c = 04×1 (4.19)

ṗb = 03×1 (4.20)

4.2.2 Error Dynamics

We now derive the error dynamics using the nonlinear dynamics in (4.5) through (4.11).

The error dynamics are used to propagate the error covariance matrix P.

Error for all the components of the state, except the quaternions, are defined as

δa = a− â. (4.21)

Error for a quaternion is defined by

δq = q⊗ q̂−1. (4.22)

Note that for a quaternion or a rotation matrix, the inversion operator is equivalent to the transpose.

For a quaternion, this simply involves changing the sign of the vector portion. We then define the

attitude error vector δθ , using the small angle assumption, as

δq≈

1
2δθ

1

 (4.23)
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The attitude error vector is maintained in the error state and, like the other error components, is

assumed to be small. The length of the error state is reduced by one for each quaternion when

compared to the length of the true state. The 20-element relative error state is then

∆x =
[
δpn> δθ b

n
>

δvb> δβ
>

δα
>

δθ b
c
>

δpb>
]>
. (4.24)

The error dynamics, computed using (4.21), (4.22), and (4.5) through (4.11) and (4.14)

through (4.20), are as follows. In the derivation we assumed that second-order effects are negli-

gible. We also used the identities R(δq)≈ I3×3−bδθc, where b c is the skew-symmetric matrix

operator on a vector, and bycx =−bxcy [126].

˙δpb
n =R>(q̂b

n)δvb−R>(q̂b
n)
⌊

v̂b
⌋

δθ
b
n (4.25)

˙δθ
b
n =−u(1:3)×δθ

b
n −β −ηω (4.26)

δ̇vb
=δvb×

(
u(1:3)− β̂ −ηω

)
+ v̂b× (−δβ −ηω)+

⌊
R>

(
q̂b

n

)
g
⌋

δθ
b
n −

1
m

Mδv (4.27)

β̇ =ηβ (4.28)

α̇ =ηα (4.29)

q̇b
c =0 (4.30)

ṗb =0 (4.31)

Equations (4.25) through (4.31) are linearized and result in the following linear model

∆̇x = A∆x+Bu, (4.32)
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where A is the Jacobian of (4.25) through (4.31) with respect to the error state ∆x and B is the

Jacobian of (4.25) through (4.31) with respect to the input u. A and B are

A =



03×3 −R>
(
q̂b

n
)
bv̂c R>

(
q̂b

n
)

03×3 03×2 03×3 03×3

03×3 −buc 03×3 −I3×3 03×2 03×3 03×3

03×3
⌊
R>

(
q̂b

n
)

g
⌋ (

−
⌊

u− β̂

⌋
− 1

mM
) ⌊

v̂b⌋ 03×2 03×3 03×3

03×3 03×3 03×3 03×3 03×2 03×3 03×3

02×3 02×3 02×3 02×3 02×2 02×3 02×3

03×3 03×3 03×3 03×3 03×2 03×3 03×3

03×3 03×3 03×3 03×3 03×2 03×3 03×3


(4.33)

B =



03×3⌊
δθ b

n
⌋⌊

δvb⌋
03×3

03×3

02×3

03×3


(4.34)

4.2.3 Prediction

As was mentioned above, in the filter we maintain the estimated state x̂ and the covariance

P̂ of the error state (4.24). The estimated states are propagated forward by numerically integrating

the nonlinear equations of motion, (4.5) through (4.11). The estimated covariance is propagated

forward by numerically integrating the equation

˙̂P = AP̂+ P̂A>+ γ

(
BGB>+Q

)
, (4.35)

where the matrices A and B are from (4.32), γ is a tuning parameter, G is a diagonal matrix of the

measured covariance on the inputs (4.3) and Q is the process noise covariance which represents

modeling error and disturbances.
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In contrast to [79], some diagonal portions of Q are non-zero and must be found through

hand tuning for the best performance. As we mentioned above, second-order terms were neglected

in the derivations of (4.25) through (4.27). This results in not being able to completely account for

the error.

4.2.4 Measurement Updates

We update the filter with measurements of the form in (4.2). Specifically, altimeter, ac-

celerometer, and VO position and orientation measurements are used. In this implementation

we treat the VO measurements updates separately. This is possible because we account for the

contribution of the rotational uncertainty in the position covariance when the covariances of the

measurements are generated [97].

Each measurement update follows the same procedure. For generality, we will assume

that the measurement is h, the measurement from the model is ĥ and the Jacobian of the analytic

residual ∆h with respect to the error state is H.

First we compute the residual ∆h

∆h = h− ĥ. (4.36)

The covariance of the residual S is computed using

S = Rh +HP̂H>, (4.37)

where Rh is the covariance on the measurement model ĥ. The Kalman gain L is

L = P̂H>S−1. (4.38)

The correction (or updated error state) ∆x̂+ is computed as

∆x̂+ = L∆h, (4.39)
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where the + notation denotes an updated variable. The covariance is updated using

P̂+ = (I−LH) P̂. (4.40)

After each measurement update, we need to use the correction (4.39) to update the current

state estimate x̂. Using (4.21), we can update a component a of the state, which is not a quaternion,

as

â+ = â+δ â+. (4.41)

To update the quaternions in the state, we create an error quaternion δq from the quaternion

error vector δθ and then use the quaternion product to compute the updated quaternion. First, we

change the error vector into the vector portion of the error quaternion using

δ q̂+
vec =

1
2

δ θ̂
+. (4.42)

Next, we create the unit-length error quaternion

δ q̂+ =

 δ q̂+
vec√

1−
(
δ q̂+

vec
)>

δ q̂+
vec

 ; (4.43)

or, if
(

δ q̂+
vec
>

δ q̂+
vec

)
> 1, using

δ q̂+ =
1√

1+
(
δ q̂+

vec
)>

δ q̂+
vec

·

δ q̂+
vec

1

 . (4.44)

Finally we can compute the new quaternion for the state estimate using the error quaternion δq

and the estimate from the prediction step q̂

q̂+ = δ q̂+⊗ q̂ (4.45)
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The measurement models for each sensor are outlined below. Each of these is used in the

generalized method outlined in (4.36) through (4.45) to complete the measurement updates for the

filter.

Altimeter Measurement Model

The altimeter provides a global measurement of the altitude of the vehicle, assuming flight

near hover and a flat floor. We can obtain an estimate of the global altitude using the position in

the current state p̂ and the global position p̂node of the current node with respect to which we are

navigating. No rotational transformation is necessary as the global down and node down directions

are parallel. To compute the Jacobian Halt of the residual with respect to the error state (4.24), we

must develop an analytical expression for the residual ∆h = halt− ĥalt . We have

halt = p(3)+pnode(3)+ηalt (4.46)

ĥalt = p̂(3)+ p̂node(3), (4.47)

for which the analytic residual is

∆halt = halt− ĥalt (4.48)

= p(3)+pnode(3)+ηalt− (p̂(3)+ p̂node(3)) (4.49)

= δp(3)+δpnode(3)+ηalt . (4.50)

The Jacobian Halt of the residual is trivially

Halt =
[[

0 0 1
]

01×3 01×3 01×3 01×2 01×3 01×3

]
. (4.51)

The covariance of the measurement is E
[
ηaltη

>
alt

]
= Ralt .
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Accelerometer Measurement Model

The body~bx and~by axis measurements are modeled as

hacc =−
1
m

Mvb +α +ηacc (4.52)

ĥacc =−
1
m

Mv̂b + α̂. (4.53)

The analytic residual is

∆hacc =−
1
m

Mδvb +δα +ηacc. (4.54)

We can then calculate the Jacobian Hacc:

Hacc =

03×3 − 1
mM 03×3 03×3


1 0 0

0 1 0

0 0 0

 03×3 03×3

 . (4.55)

Visual Odometry Position Model

Figure 4.3 illustrates the chain of transformations involved in the measurement updates for

the VO. The current pose in the state is represented by the transformation from the current node

frame to the current body frame, qb
n and pn. The calibration terms, qb

c and pb, are found in two

places since there is a reference body frame in between the node frame and the reference camera

frame. The VO provides the transformation made up of qc
cr and pc.

Using Figure 4.3, we estimate the model of the VO translation pc as

hvp =−L c
b

(
qb

c
>)pb−L c

n

(
qb

nqb
c
>)pn +L c

br

(
qn

brq
b
nqb

c
>)pb +ηvp, (4.56)

ĥvp =−L c
b

(
q̂b

c
>) p̂b−L c

n

(
q̂b

n q̂b
c
>) p̂n +L c

br

(
q̂n

brq̂
b
n q̂b

c
>) p̂b. (4.57)
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Figure 4.3: Vector chain for the VO measurement updates. The labels of the frames, as used in the
equations below, are noted in parenthesis. Note that the arrows point in the defined direction of the
translation vector.

The analytic residual begins as

∆hvp =−L c
b

(
qb

c
>)pb−L c

n

(
qb

nqb
c
>)pn +L c

br

(
qn

brq
b
nqb

c
>)pbr +ηvp−(

−L c
b

(
q̂b

c
>) p̂b−L c

n

(
q̂b

n q̂b
c
>) p̂n +L c

br

(
q̂n

brq̂
b
n q̂b

c
>) p̂br

)
. (4.58)

We can switch to a rotation matrix form and replace the truth terms with the estimate and error

using (4.21). Note that the order of the rotation terms must switch when going from quaternions

to rotation matrices as we are using the Hamilton representation of the quaternion

∆hvp =−R>(δqb
c)R

>(q̂b
c)
(

δpb + p̂b
)
−R>(δqb

c)R
>(q̂b

c)R(q̂b
n)R(δqb

n)(δpn + p̂n)

+R>(δqb
c)R

>(q̂b
c)R(q̂b

n)R(δqb
n)R(qn

br)
(

δpb + p̂b
)
+ηvp (4.59)

+R>(q̂b
c)p̂

b +R>(q̂b
c)R(q̂b

n)p̂
n−R>(q̂b

c)R(q̂b
n)R(qn

br)p̂
b.
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Using the approximation R(δqy
x)≈

(
I−
⌊
δθ

y
x
⌋)

or R>(δqy
x)≈

(
I+
⌊
δθ

y
x
⌋)

, we have

∆hvp =−
(

I+
⌊

δθ
b
c

⌋)
R>(q̂b

c)
(

δpb + p̂b
)
−
(

I+
⌊

δθ
b
c

⌋)
R>(q̂b

c)R(q̂b
n)
(

I−
⌊

δθ
b
n

⌋)
(δpn + p̂n)

+(I+ bδθ
c
bc)R>(q̂b

c)R(q̂b
n)
(

I−
⌊

δθ
b
n

⌋)
R(qn

br)
(

δpb + p̂b
)

(4.60)

+ηvp +R>(q̂b
c)p̂

b +R>(q̂b
c)R(q̂b

n)p̂
n−R>(q̂b

c)R(q̂b
n)R(qn

br)p̂
b.

Finally, after expanding, removing second-order terms, and simplifying using the approximation

R(δqy
x)≈

(
I−
⌊
δθ

y
x
⌋)

or R>(δqy
x)≈

(
I+
⌊
δθ

y
x
⌋)

, we have

∆hvp =−R>(q̂b
c)δpb−

⌊
δθ

b
c

⌋
R>(q̂b

c)p̂
b−R>(q̂b

c)R(q̂b
n)δpn

+R>(q̂b
c)R(q̂b

n)
⌊

δθ
b
n

⌋
p̂n−

⌊
δθ

b
c

⌋
R>(q̂b

c)R(q̂b
n)p̂

n (4.61)

+R>(q̂b
c)R(q̂b

n)R(qn
br)δpb−R>(q̂b

c)R(q̂b
n)
⌊

δθ
b
n

⌋
R(qn

br)p̂
b

+
⌊

δθ
b
c

⌋
R>(q̂b

c)R(q̂b
n)R(qn

br)p̂
b.

The Jacobian Hvp of the analytic residual is

H>vp =



−R>(q̂b
c)R(q̂b

n)

−R>(q̂b
c)R(q̂b

n)bp̂nc+R>(q̂b
c)R(q̂b

n)
⌊
R(qn

br)p̂
b⌋

03×3

03×3

03×2⌊
R>(q̂b

c)p̂b⌋+⌊R>(q̂b
c)R(q̂b

n)p̂n⌋−⌊R>(q̂b
c)R(q̂b

n)R(qn
br)p̂

b⌋
−R>(q̂b

c)+R>(q̂b
c)R(q̂b

n)R(qn
br)


. (4.62)

Visual Odometry Orientation Model

Using Figure 4.3 we can also find a model for the view-matching rotation qc
cr:

hvq = qc
cr +ηvq = qb

c⊗qn
br⊗qb

n⊗qb
c
−1

+ηvq, (4.63)

ĥvq = q̂c
cr = q̂b

c⊗ q̂n
br⊗ q̂b

n⊗ q̂b
c
−1

. (4.64)
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The analytic residual can be computed two ways, using subtraction [126] or multiplication [?].

The analytic model of the residual using the subtraction method is

∆hvq = qc
cr +ηvq− q̂c

cr. (4.65)

If we multiply each side by the matrix Ξ>(q̂c
cr), where

Ξ
>(qy

x) = Ξ
>(q) =

[
q4I+ bqvecc −qvec

]
, (4.66)

we can eliminate q̂c
cr (note that for any quaternion qy

x, Ξ>(qy
x)qy

x = 0),

∆̃hvq =Ξ
>(q̂c

cr)∆hvq = Ξ
>(q̂c

cr)
(
qc

cr +ηvq
)
−0. (4.67)

Which, expanded out, is

∆̃hvq =Ξ
>(q̂c

cr)
(

δqb
c⊗ q̂b

c⊗ q̂n
br⊗δqb

n⊗ q̂b
n⊗ q̂b

c
−1⊗δqb

c
−1
)
. (4.68)

The analytic Jacobian of (4.68) is much too large to be used in practice. We were able to calculate

an approximate Jacobian at nominal values of the quaternions and use that with success. Note that

using this method, we calculate the residual in the algorithm using (4.67) instead of (4.36), where

q̂c
cr is computed using (4.64) and qc

cr is the measurement from the VO. Additionally, the covariance

Rvq must be modified by Ξ>(q̂c
cr), so that

R̃vq = Ξ
>(q̂c

cr)RvqΞ(q̂c
cr). (4.69)

If instead we use the multiplication approach, the model of the residual is

∆hvq =
(
qc

cr +ηvq
)
⊗ q̂c

cr
−1 . (4.70)
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Expanded, we have an unmodified Rvq and

∆hvq =qb
c⊗qn

br⊗qb
n⊗qb

c
−1⊗ q̂b

c⊗ q̂b
n
−1⊗ q̂n

br
−1⊗ q̂b

c
−1

. (4.71)

Replacing the truth using (4.22) we have

∆hvq =δqb
c⊗ q̂b

c⊗ q̂n
br⊗δqb

n⊗ q̂b
n⊗ q̂b

c
−1⊗δqb

c
−1⊗ q̂b

c⊗ q̂b
n
−1⊗ q̂n

br
−1⊗ q̂b

c
−1

. (4.72)

We cannot find a direct Jacobian of (4.72) either, but we can make a few approximations to provide

us with an estimate of the Jacobian. First we set δqb
c to the identity quaternion, which is equivalent

to a small angle assumption, and we have

∆hvq = q̂b
c⊗ q̂n

br⊗δqb
n⊗ q̂n

br
−1⊗ q̂b

c
−1

. (4.73)

We can further reduce the equations by replacing the quaternion δqb
n with the error vector δθ b

n

using (4.23) and dropping the one, leaving us with

∆hvq =
1
2
R(q̂n

br)R(q̂b
c) δθ

b
n (4.74)

Again, we switch the order of the rotations when going from quaternions to rotation matrices.

The first step to find the Jacobian term for δθ b
c is to set δqb

n to the identity quaternion. We

then have

∆hvq =δqb
c⊗ q̂b

c⊗ q̂n
br⊗ q̂b

n⊗ q̂b
c
−1⊗δqb

c
−1⊗ q̂b

c⊗ q̂b
n
−1⊗ q̂n

br
−1⊗ q̂b

c
−1

. (4.75)

With two terms for δθ b
c in the equation, this component of the Jacobian would be second order.

We simply approximate this as zero.

The Jacobian Hvq for the multiplication approach is then

Hvq =
[
03×3

1
2R(q̂n

br)R(q̂b
c) 03×3 03×3 03×2 03×3 03×3

]
(4.76)

97



In practice we have found that either the subtraction or multiplication approach works well.

Currently we use the subtraction approach.

Delayed View-Matching Updates

An additional challenge with the view-matching measurement updates is that they are de-

layed. The stochastic delay is due to the requisite image-processing time. Consequently, comput-

ing the position and orientation measurement updates requires a few additional steps, which can be

visualized in Figure 4.4. First, the state and covariance must first be restored to their values at the

time the image was taken. Then the measurement updates can be applied in the normal fashion,

(4.36) through (4.45). Finally, the state and covariance must be repropagated back to the current

time by re-applying the prediction and measurement updates using the gyroscope, altimeter and ac-

celerometer measurements at their respective timesteps. The state, covariance, IMU, and altimeter

information are saved at each timestep to accommodate this requirement.

image i
is processed

image i+ 1
is taken

image i
is taken

image i− 1
is processed

time

Each tick represents
an IMU measurement

ith delay

Figure 4.4: This time line illustrates the delayed VO measurement updates. Image i is taken,
but the data is not received by the estimator until it is processed, seven timesteps later in this
example. We save the state, covariance, and measurements received at each time step. When the
i-th measurement is received, we reset the state and covariance back to the time the image was
taken, apply the update, and the repropagate the other measurements until we arrive back to the
current time.
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4.2.5 Augment and Marginalize the Relative State

When a new node is created by the view-matching algorithm, the relative portions of the

state and covariance must change. This is slightly more difficult as we now use a quaternion to

encode the orientation and the yaw is relative. However, the process is straightforward. We use the

relationship between quaternions and Euler angles to adjust the state and covariance appropriately.

We can augment and marginalize simultaneously as we are not augmenting additional states

or removing unnecessary ones, but are simply replacing the old relative states with new relative

states. The states that change are the positions in p̂n and the yaw contained in q̂b
n. The positions

are simply replaced with zeros. The quaternion in the state must maintain the same pitch and roll

but the yaw must be zeroed out. This is done using the transformations to and from Euler angles.

We use the current quaternion q̂b
n to find the current pitch θ̂ and roll φ̂ angles

φ̂ = arctan

(
2(q̂wq̂x + q̂yq̂z)

q̂2
w + q̂2

z − q̂2
x− q̂2

y

)
(4.77)

θ̂ = arcsin(2(q̂wq̂y− q̂xq̂z)) , (4.78)

and then we initialize the new quaternion using

q̂+x = cos

(
θ̂

2

)
sin
(

φ̂

2

)
(4.79)

q̂+y = sin

(
θ̂

2

)
cos
(

φ̂

2

)
(4.80)

q̂+z =−sin

(
θ̂

2

)
sin
(

φ̂

2

)
(4.81)

q̂+w = cos

(
θ̂

2

)
cos
(

φ̂

2

)
. (4.82)

Initializing the covariance for the quaternion is slightly different, since the covariance of the quater-

nion is actually the covariance of the attitude error vector.
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The error in yaw must be zeroed-out, but the error in roll and pitch must remain unchanged.

Thus, we can use (4.77)-(4.82) to accomplish this, but we replace the quaternion q̂b
n with the error

quaternion δqb
n. Recall that the error quaternion is related to the attitude error vector using (4.23).

The equations for the new error quaternion given the old error quaternion are obtained by

substituting (4.77) and (4.78) into (4.79)-(4.82). We can simplify the equations by canceling out

all the second-order terms, as the elements of δθ are small:

δq+x = cos
(

1
2

arcsin
(

δθy−
1
2

δθxδθz

))
sin

(
1
2

arctan

(
δθx +

1
2δθyδθz

1+ 1
4δθz

2− 1
4δθx

2− 1
4δθy

2

))

δq+y = sin
(

1
2

arcsin
(

δθy−
1
2

δθxδθz

))
cos

(
1
2

arctan

(
δθx +

1
2δθyδθz

1+ 1
4δθz

2− 1
4δθx

2− 1
4δθy

2

))

δq+z =−sin
(

1
2

arcsin
(

δθy−
1
2

δθxδθz

))
sin

(
1
2

arctan

(
δθx +

1
2δθyδθz

1+ 1
4δθz

2− 1
4δθx

2− 1
4δθy

2

))
.

Then we can simplify by canceling out second-order terms, as the elements of δθ are small

δq+x ≈ cos
(

1
2

arcsin(δθy)

)
sin
(

1
2

arctan
(

δθx

1

))
(4.83)

δq+y ≈ sin
(

1
2

arcsin(δθy)

)
cos
(

1
2

arctan
(

δθx

1

))
(4.84)

δq+z ≈−sin
(

1
2

arcsin(δθy)

)
sin
(

1
2

arctan
(

δθx

1

))
. (4.85)

We need the Jacobian Hδθ of the above three equations with respect to δθx, δθy and δθz

Hδθ =


∂(δq+x )
∂ (δθx)

∂(δq+x )
∂(δθy)

∂(δq+x )
∂ (δθz)

∂(δq+y )
∂ (δθx)

∂(δq+y )
∂(δθy)

∂(δq+y )
∂ (δθz)

∂(δq+z )
∂ (δθx)

∂(δq+z )
∂(δθy)

∂(δq+z )
∂ (δθz)

 . (4.86)
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We find the elements of Hz, after canceling out additional second-order terms, to be

∂ (δq+x )
∂ (δθx)

=− 1
2

cos
(

1
2

arcsin(δθy)

)
cos
(

1
2

arctan
(

δθx

1

))
(4.87)

∂ (δq+x )
∂ (δθy)

=− 1
2

sin
(

1
2

arcsin(δθy)

)
sin
(

1
2

arctan
(

δθx

1

))
(4.88)

∂ (δq+x )
∂ (δθz)

=0 (4.89)

∂ (δq+x )
∂ (δθx)

=
1
2

sin
(

1
2

arcsin(δθy)

)
sin
(

1
2

arctan
(

δθx

1

))
(4.90)

∂ (δq+x )
∂ (δθy)

=
1
2

cos
(

1
2

arcsin(δθy)

)
cos
(

1
2

arctan
(

δθx

1

))
(4.91)

∂ (δq+x )
∂ (δθz)

=0 (4.92)

∂ (δq+x )
∂ (δθx)

=
1
2

sin
(

1
2

arcsin(δθy)

)
cos
(

1
2

arctan
(

δθx

1

))
(4.93)

∂ (δq+x )
∂ (δθy)

=− 1
2

cos
(

1
2

arcsin(δθy)

)
sin
(

1
2

arctan
(

δθx

1

))
(4.94)

∂ (δq+x )
∂ (δθz)

=0 (4.95)

We then modify the covariance P̂ using the overall Jacobian of the change in the error state

HA =

03×3 03×3 03×14

03×3 Hδθ 03×14

 , (4.96)

and the following matrices

C =HAPH>A (4.97)

T =HAP (4.98)

L =PH>A . (4.99)

The matrix T : 6×20 is used to overwrite the top six rows of the covariance. The matrix L : 20×6

overwrites the left-most six columns of the covariance, and the matrix C : 6×6 overwrites the top

left corner, in that order. The remaining portions of the covariance are left the same as they are not

relative.
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4.3 Experimental Setup and Results

The results for three scenarios are presented. The first are of the relative MEKF running in

real time during a manually-controlled flight. The second set are from an autonomous flight with

the estimates in the control loop during a commanded hover. The third set of results are from an

autonomous flight in which the hexacopter follows planned paths through an environment. All the

flights were completed in a motion capture environment. The motion capture data is only used as

the truth for the comparison of the results and to initialize the starting location of the vehicle for

easier comparison between truth and estimates.

The hardware setup for the results of this chapter was the same as described in Section 1.1.

Truth data from a motion-capture system is only used to initialize the global position of the vehicle

and in the comparisons made in the figures below. The relative MEKF runs at 100 Hz, the update

rate of the IMU. Measurement updates for the altimeter and the visual odometry algorithm are

applied at 40 Hz and 15 Hz, respectively. All the processing is performed onboard. During the

experiments presented below, the CPU usage averaged at about 40%.

4.3.1 Real-Time Results

Figures 4.5 through 4.8 illustrate the performance of the relative MEKF estimator compared

to truth data from the motion capture system during a manually-controlled flight. Velocity truth was

generated using a time difference of the 100 Hz motion capture position information, expressed in

the body-fixed coordinate frame. The estimates were computed in real time, onboard the aircraft

during the manual flight.

In Figure 4.5 we see the results for the relative state r. Each time a new node is declared

by the view-matching algorithm, the relative portions of the state are marginalized out and new

relative state elements are augmented in. During this flight, this occurred 85 times. The large dis-

continuities depicted in Figure 4.5 are the result of this marginalization and augmentation process.

The body-fixed frame velocity v results are depicted in Figure 4.6. Notice the lack of

discontinuities, as this state is not relative. This demonstrates the ability of the filter to maintain

the quality of the non-relative states during the many changes of reference that occur for the relative
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Figure 4.5: Relative right position r truth and estimates. This data is produced using the IMU,
altimeter, and VO measurements from data received during a manually-controlled flight. The
discontinuities in the plots are due to new nodes being created, causing the truth and the estimates
to jump to the new relative position. There are not, however, jumps in the global position estimates.
We express the global truth from the motion capture in the relative node coordinate frame for the
comparison of these results. Results for the relative front and down positions are similar.

states. Here we also highlight the advantages of using the improved dynamic model and the benefits

that the accelerometer measurement updates provide to the velocity states.

The x component of the quaternion qb
n, depicted in Figure 4.7, roughly corresponds to the

roll angle of the hexacopter for this flight. Attitude errors are almost always sub-degree in pitch

and roll compared to truth data. We do have the unavoidable drift in yaw as we do not measure a

global yaw angle. This could be corrected with the use of loop closures.

The composition of the relative states and the vector chain of edges to the origin provide

the global estimate shown in Figure 4.8. At this point, no loop closure and optimization have been

applied to these results. These are dead-reckoning results using a MEMs-grade IMU and odometry,

through the VO. The estimates trend well with the truth information. The global information is not

required in the filter and these results are provided for information only.

Figures 4.5 through 4.8 provide a sample visual confirmation of the quality of the results

that the presented filter can produce. Table 4.1 below provides RMS error calculations for the state
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Figure 4.6: Body-fixed frame side velocity v truth and estimate comparison. Notice that there
are no discontinuities, as the body-frame velocity is not relative. Results for the front and down
body-fixed velocities are similar.
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Figure 4.7: The x component of the quaternion qb
n truth and estimate comparison. There are not

any discontinuities in this figure, as this portion of the quaternion is not relative. Results for the
other portions of the quaternion are similar.

estimates over the same manual flight. These results confirm the performance of the states not

shown in the figures along with those that are shown.
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Figure 4.8: A comparison between truth and estimates for the global value for east. This estimate
is obtained by a vector sum of the edges and the current state at each time-step. This information is
not required for the algorithms, but it is helpful in quantifying the quality of the estimates. Results
for global north and down position are similar.

4.3.2 Estimates in Control Feedback: Hover

The vehicle was commanded to hover at a spot one meter above the take-off location for

these results. The controller is based off a previous design [122], with some modifications to

account for the relative coordinate systems.

Table 4.2 provides the RMS errors of all the states and the global positions during the hover

flight. Notice that the performance has improved compared to that of Table 4.1. We believe that

this is due to several reasons. The first is that the vehicle was commanded to hover and many

more VO measurements compared to the same keyframe were made, which allowed more time for

filter convergence. Secondly, since the control is based on the estimates, any deviations affect the

control and cause motion excitation that increases the observability of that state; this is especially

applicable for the attitude and velocity states. Finally, during the manual flight, faster speeds were

obtained which could have contributed to more motion blur or other vision artifacts that could

decrease the accuracy of the VO measurements.

Figure 4.9, created based on a similar figure in [67], demonstrates the results from the

proposed navigation approach with the current state of the art in estimates-in-the-loop hover per-
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Table 4.1: RMS errors in state and global positions from estimates produced during a
manually-controlled flight. Motion capture data is used as truth for error

computation. State estimates were produced in real time
during the flight.

RMS Error in State Estimates
State RMS Error
front relative position ( f ) 0.044 (m)
right relative position (r) 0.048 (m)
down relative position (d) 0.029 (m)
x quaternion (qx) 0.008 (rad)
y quaternion (qy) 0.010 (rad)
z quaternion (qz) 0.051 (rad)
w quaternion (qw) 0.017 (rad)
forward body-fixed velocity (u) 0.086 (m/s)
side body-fixed velocity (v) 0.147 (m/s)
down body-fixed velocity (w) 0.057 (m/s)
global north position (n) 0.548 (m)
global east position (e) 0.325 (m)
global down position (d) 0.061 (m)

Table 4.2: The RMS errors in the state from estimates produced during the estimates-in-the-loop
hover flight.

RMS Error for Estimates
State RMS Error
front relative position ( f ) 0.019 (m)
right relative position (r) 0.037 (m)
down relative position (d) 0.092 (m)
x quaternion (qx) 0.006 (rad)
y quaternion (qy) 0.009 (rad)
z quaternion (qz) 0.041 (rad)
w quaternion (qw) 0.017 (rad)
forward body-fixed velocity (u) 0.071 (m/s)
side body-fixed velocity (v) 0.061 (m/s)
down body-fixed velocity (w) 0.051 (m/s)
global north position (n) 0.154 (m)
global east position (e) 0.099 (m)
global down position (d) 0.049 (m)
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Figure 4.9: A comparison of the standard deviations of estimates-in-the-loop hover performance
for several different platforms. This data is based on a similar figure published in [67] using mate-
rial from [66,67,71,78,84,127]. Standard deviations are displayed in the different north, east, and
down directions, hence lower numbers denote better performance. Note that the proposed estima-
tion approach is competitive with the state of the art in the north and east directions. Platforms are
provided by either MikroKopter or Ascending Technologies.

formance. The figure compares the standard deviations of the positions from the desired hover

location, hence a lower number denotes increased performance. Here we see that the proposed ap-

proach is close to state-of-the-art performance when compared to any sensor and performs better

in north and east by a significant margin than either of the other methods that use a camera. The

current weight of the test platform is close to the max weight the motors can support. We expect

that the down performance of the hover results would improve with a reduction in weight.

4.3.3 Estimates in Control Feedback: Waypoint Path

Figures 4.10 through 4.14 demonstrate the results of some of the states during a flight with

the state estimates in the control loop. The vehicle avoided obstacles by following paths generated

by an onboard path-planning algorithm. Goal locations for the vehicle were provided as inputs

from a remote operator.

Figure 4.10 provides a comparison of the true and estimated global 3D paths of the vehicle.

Recall that global information is not a necessary input to the filter. These dead-reckoning results,

created using a MEMs-grade IMU and VO (through the MEKF), are provided for information

only. In Figure 4.11 we see the results for the relative forward position state f . There were 26 new
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Figure 4.10: A comparison between truth and estimates for the global 3D path. This estimate is
obtained by a vector sum of the edges and the current state at each time-step. This information is
not required for the algorithms, but it is helpful in quantifying the quality of the estimates. The
green dots in the figure denote locations of the keyframes. The hexacopter maneuvers around some
obstacles to achieve a goal location selected by a remote operator.

nodes created during this autonomous flight. Notice that each node transition causes jumps in the

relative states, but the other states, including the global estimates, transition smoothly through node

creation. The body frame velocity u results are depicted in Figure 4.12. The estimates track the

truth, even though the magnitude of the speed is small. The y and z components of the quaternion

qb
n are shown in Figures 4.13 and 4.14. The y quaternion roughly corresponds to the pitch angle

of the hexacopter for this flight and the z component is close to the yaw angle of the vehicle. The

yaw depicted in Figure 4.14 is the global yaw for ease of comparison.

IMU-Camera Calibration Parameters

Figures 4.15 and 4.16 show the parameters for the transformation between the camera

frame and the body-fixed frame. These calibration parameters can be included in the state for

refinement. Once adequate estimates of these parameters are found, they are saved as constants

and removed from the state. Then anytime either the IMU or camera is physically adjusted on

the platform, they can be easily reintroduced by changing two simple pound-define statements and

re-estimated.
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Figure 4.11: Relative front position f truth and estimates. This data is from an autonomous flight
with estimates in the control loop. The discontinuities in the plots are due to new nodes being cre-
ated, causing the truth and the estimates to jump to the new relative position. The global positions
do not jump when new nodes are created. We express the truth from the motion capture in the
relative node coordinate frame for the comparison of these results. Results for the relative right
and down positions are similar.

4.4 Conclusions

A relative, vision-based framework, like the approach described here, is an important step

in furthering the capabilities of indoor aerial navigation. Current approaches that require globally

referenced states often suffer deficiencies from the need for additional state elements to incorpo-

rate relative measurements, waiting periods to process global consistency, computation demands

on ground stations, or schemes to accommodate large jumps in pose when loop closures are ap-

plied. Utilizing a relative approach allows more flexibility as the critical real-time processes of lo-

calization and control do not depend on computationally demanding optimization and loop-closure

processes. Additionally, relative exteroceptive measurement updates are supported natively in the

proposed MEKF and front-facing keyframes provide a rich source of information for path plan-

ning.

We have shown the viability and accuracy of the proposed relative MEKF through hardware

results comparing estimates to truth information. We show that we can reliably estimate relative
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Figure 4.12: Body-fixed frame forward velocity u truth and estimate comparison. Notice that there
are no discontinuities, as the body-frame velocity is not relative. Results for the right and down
body-fixed velocities are similar.
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Figure 4.13: The y component of the quaternion qb
n, which is approximately the pitch angle of the

hexacopter, comparison of truth and estimates. There are not any discontinuities, as this portion of
the quaternion is not relative.
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Figure 4.14: The z component of the quaternion qb
n truth and estimate comparison. This is approx-

imately equal to the yaw angle for this flight. Note that there is some drift as we cannot measure
the global yaw angle. We do not show the relative yaw angle in these results, even though that is
what is actually tracked in the state vector.
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Figure 4.15: The refinement of the rotation between the camera coordinate frame and the body-
fixed frame is shown here. These rotation parameters can be included in the state and then saved
as constants.
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Figure 4.16: The location of the camera focal point, expressed in the body-fixed frame, is shown
being refined here. These translation parameters can be included in the state and then saved as
constants.

states, marginalize out states, augment new states when a new node is created, and smoothly esti-

mate non-relative states during flights. The estimates are robust enough for utilization in feedback

control. The demonstrated feedback-controlled hover results exceed the capabilities of contempo-

rary vision-based approaches.
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK

This dissertation presents an architecture and algorithms for vision-based autonomous flight

in unstructured, confined, and unknown GPS-denied environments. The novelty of the approach

lies in the use of many local coordinate systems instead of a single global frame as the basis for

the real-time processes that are critical for flight. This method, which we refer to as relative nav-

igation, eliminates the need for globally-consistent information in the processes critical for flight,

which provides a greater amount of flexibility than is available with typical approaches. While

we have provided results and experiments to prove the success and viability of the proposed ar-

chitecture, work remains to be done to have a complete system that is capable of operating in the

proposed setting. We briefly discuss this future work below and then conclude with a summary of

the contributions of this research.

5.1 Future Work

There is one item of future work for the estimation approach discussed in Chapter 2 that

should be considered. We believe that it would be beneficial to implement the developed estimators

on a low-level autopilot board and then to compare the performance of the traditional and drag-

force-enhanced models on similar (or better yet, the same) multirotor vehicles with estimates in

the control loop. A rigorous side-by-side comparison would further demonstrate the benefits of

using the drag-force-enhanced model for multirotor estimation and control.

Other work remains that pertains to the relative navigation approach discussed in Chap-

ter 3. In particular, a lot of work is necessary to further develop the back-end subsystem shown

in Figure 5.1. Developing the back end was outside the scope of this project. There is also some

work that could be done to improve the elements of the front-end subsystem. These improvements

are briefly discussed in the following paragraphs.
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Figure 5.1: Software architecture for the proposed system, as described in Chapter 3. The front end
provides relative navigation based on keyframes from the VO algorithm. The back end provides
a globally-consistent navigation solution. Notice that the only flow of information from the back
end to the front end is provided by the high-level planner. Most current scenarios require feedback
from the costly optimization and place recognition algorithms to the estimation and control. ROS
provides the functionality represented by the arrows between components.

5.1.1 Back-end Development

The back-end subsystem will require a considerable effort to be transformed from its cur-

rent state to a working SLAM system. It is helpful that a great deal of research has recently been

completed in this area for ground robotics. We will briefly discuss work to refine the relative

transformations provided by the front end, provide essential content for the map, begin the place

recognition, furnish the needed advancements for the optimization, and develop algorithms for the

high-level planner.

One potential improvement for better back-end global information, without needing loop

closures, would be to align point clouds produced from the keyframe images. It has been shown

that aligning high-density point clouds, using an iterative closest point (ICP) algorithm, can provide

more accurate relative transformations than VO [27, 28]. This process is, however, computation-

ally intensive and can be completed only at a rate between 0.5 and 1 Hz. An algorithm could be
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implemented,1 and added to the back end, that would align the keyframe point clouds. The relative

transformations provided by the MEKF could be used as a starting point for the algorithm. Using

only keyframes, the requests would occur at a frequency similar to the requisite slower computa-

tional update rate and improved global information would be available to the back end.

The map, in its current state, requires a great deal of work to arrive at the capability nec-

essary to achieve the missions described in Chapter 1. It must be able to be queried, so that other

processes, like the place recognition, can request images from specific keyframes. It should be

able to be pruned, so that an image that provides essentially the same information as another can

be removed to decrease storage space and optimization requirements. Traversal and retrieval of

images in the map must also be fast, so that the relative front end could possibly utilize a saved

image in navigating through a known map.

We believe that the appropriate way-forward for developing the place recognition block

in Figure 5.1 is to begin with one of the open-source libraries that have been recently published

online. The seminal work of [34], for example, is now available through Open FabMap.2 After

an open-source system has been implemented and evaluated, improvements essential for a flying

implementation could be made based on the observed gaps in capability.

A solid base for an improved optimization system is described in [124]. Improvements

are required, however, to provide the full 6DoF optimization solutions necessary for an aerial

implementation. Theory must also be developed for the arbitrary placement of loop closures within

the pose graph. Finally, code must be written to make the method fast and compatible with the ROS

framework that is currently being used.

Developing content for the high-level planner was originally the target we set out to achieve

with this research. This block will provide the intelligent behavior the vehicle requires to perform

autonomous missions and will open up many possible research avenues in the near future. Two

algorithms are essential for basic fully autonomous capability: one for exploration and one to effi-

ciently navigate through a known map. These algorithms should be first priority in the development

of the high-level planner. Other possible algorithms include recreating those generated through the

1See the off-the-shelf capability provided in the Point Cloud Library: urlhttp://pointclouds.org/
2http://code.google.com/p/openfabmap/
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research the MAGICC Lab has completed using fixed-wing UAVs with GPS information [128],

such as target tracking, efficient search of an environment, formation flight, or cooperative control.

5.1.2 Front-end Improvements

Establishing and demonstrating the front-end subsystem was the objective of this research,

consequently, there are only a few improvement suggestions for the local navigation and control.

We highlight possible upgrades for the path planning, VO, and the estimation and control.

The path planning algorithm that we utilize was originally developed for use on ground

robots within a global frame of reference. We use the planner for relative plans on an aerial vehicle.

The solution has worked quite well, considering that a few of the main assumptions have been

violated. There is, however, one suggestion for improvement. The cost map that forms the basis

of the path planner should be adapted to more appropriately handle node transitions. When the

relative transformations between nodes are published, the planner should apply the transformations

to all of the obstacles in the cost map. This way the motion of the obstacles in the node frame will

be appropriately accounted for.

An additional update for the path planning is to compute 3D paths through the environment.

Currently the 3D information in the cost map is projected onto the node plane and then 2D path

planning methods are employed. For truly autonomous behavior in confined environments, 3D

path planning will be essential.

There are two possible improvements to the VO algorithm. The first would be to develop

some form of relative sparse bundle adjustment (SBA) to improve the accuracy of the solutions.

The other would be to utilize a graphics processing unit (GPU) for speedup.

Originally, we implemented SBA using the open source library in [63] . We were disap-

pointed to find that the relative transformations were not improved. We found that the goal of

SBA, in general, is to improve the global estimate created by combining the relative transforma-

tions, and not to necessarily improve the relative transformations themselves. We believe that work

could be done, perhaps using the algorithms discussed in [124] or in [62], to optimize the relative

transformations for the VO over a window of frames.

The second improvement for the VO would be to utilize routines available in OpenCV to

take advantage of GPU processing. Enabling the GPU to perform some of the work for the VO
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could save valuable computation time for other processes, and at the same time speed up the frame

rate and increase the number of features used in the motion estimation.

A large improvement for the sensor fusion and control algorithms would be to move them

onto an embedded-processing board that is running a real-time operating system. Then the current

autopilot of the system, which only allows communication over serial at about 20 Hz, could be re-

placed. Ideally, we would like to process the MEKF and the control, access the IMU and altimeter

information, and have direct outputs to the speed controllers for the motors, all on the same board.

The measurement updates from the VO would continue to be processed on the computer, but they

would be relayed to the MEKF on the smaller board. Currently, we are running everything on the

onboard computer. While the MEKF and control do not consume much processing on the com-

puter, it would be preferable to have them running on a real-time system and to be able to compute

the control commands at the same rate the estimates are being computed (100 Hz).

The final improvement for the front-end subsystem would be to estimate the ground, so

that the vehicle could fly over obstacles or up stairs. Currently we assume a flat floor in the model

for the altimeter measurement update in Chapter 4. The approach in [71] is the only one, of which

we are aware, that provides results demonstrating this capability. We recommend that a similar

approach, which uses the essential elements of relative navigation, be created and implemented.

5.2 Final Summary

A system capable of completing autonomous flight in unstructured, confined, and unknown

GPS-denied environments could provide a great deal of value by inspecting and surveying areas

that are difficult to access and that present a great amount of risk. Autonomous capability would be

critical for enabling the vehicle to intelligently explore an environment and avoid obstacles. The

goal of this research has been to develop a new framework that enables improved solutions to this

problem and to validate the approach with experiments using a hardware prototype.

In Chapter 2 we examined the consequences and practical aspects of using an improved

dynamic model for quadrotor state estimation with only IMU measurements. The improved model

correctly explains the measurements available from the accelerometers on a quadrotor. We give a

brief tutorial to explain the difference between accelerometer measurements on a ground vehicle

and on a quadrotor. We demonstrate several observers based on the improved model to illustrate the
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estimation improvements available. It is shown that the parameters for this model can be estimated

as elements of the state, which makes the model simple to implement and utilize. Finally, we

provide hardware results demonstrating that improved attitude, velocity and position estimates can

be achieved through the use of the model.

We proposed a new architecture to simplify some of the challenges that constrain GPS-

denied aerial flight in Chapter 3. At the core, the approach combines visual graph-SLAM with

a MEKF. More importantly, in the front end we depart from the common practice of estimating

global states and instead keep the position and yaw states of the MEKF relative to the current node

in the map. This relative navigation approach provides simple application of sensor measurement

updates, intuitive definition of map edges and covariances, and the flexibility of using a globally

consistent map when desired. We discuss the architecture of this new system and provide important

details for each component. We verify the approach with goal-directed autonomous flight-test

results.

The basis of the new relative navigation approach, the MEKF, is detailed in Chapter 4.

It employs the drag-force-enhanced model discussed in Chapter 2. We derive the relative filter

and demonstrate how the states must be augmented and marginalized each time a new node is

declared. We define the transformations necessary to create the node coordinate frame using the

current attitude estimate and the keyframe coordinate frame. Measurement updates are derived for

use in the indirect form of the MEKF. The relative estimation approach is verified using hardware

flight test results accompanied by comparisons to motion capture truth. The ability to refine the

transformation between the IMU and camera is also demonstrated. Finally, flight results with

estimates in the control loop are shown.

We believe that the relative, vision-based framework described in this work is an important

step in furthering the capabilities of indoor aerial navigation in confined, unknown environments.

As we discussed, current approaches incur challenging problems by requiring globally-referenced

states. Utilizing a relative approach allows more flexibility as the critical, real-time processes of lo-

calization and control do not depend on computationally-demanding optimization and loop-closure

processes. Relative exteroceptive measurement updates are supported natively in the proposed

MEKF and front-facing keyframes provide a rich source of information for path planning. The
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graph map also provides potential support for a variety of constraints, such as intermittent GPS

and semantic information.
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