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SUMMARY

The impact of climate change is projected to significantly increase over the next decades.

Consequently, gaining a better understanding of climate change and being able to accu-

rately predict its effects are of the upmost importance. Climate change predictions are cur-

rently achieved using Global Climate Models (GCMs), which are complex representations

of the major climate components and their interactions. However, these predictions present

high levels of uncertainty, as illustrated by the very disparate results GCMs generate. Ac-

cording to the International Panel on Climate Change (IPCC), there is high confidence that

such high levels of uncertainty are due to the way clouds are represented in climate models.

Indeed, several cloud phenomena, such as the cloud-radiative forcing, are not well-

modeled in GCMs because they rely on miscroscopic processes that, due to computational

limitations, cannot be represented in GCMs. Such phenomena are instead represented

through physically-motivated parameterizations, which lead to uncertainties in cloud rep-

resentations. For these reasons, improving the parameterizations required for representing

clouds in GCMs is a current focus of climate modeling research efforts.

Integrating cloud satellite data into GCMs has been proved to be essential to the devel-

opment and assessment of cloud radiative transfer parameterizations. Cloud-related data is

captured by a variety of satellites, such as satellites from NASA’s afternoon constellation

(also named the A-train), which collect vertical and horizontal data on the same orbital

track. Data from the A-train has been useful to many studies on cloud prediction, but its

coverage is limited. This is due to the fact that the sensors that collect vertical data have

very narrow swaths, with a width as small as one kilometer. As a result, the area where

vertical data exists is very limited, equivalent to a 1-kilometer-wide track.

Thus, in order for satellite cloud data to be compared to global representations of clouds

in GCMs, additional vertical cloud data has to be generated to provide a more global cover-

age. Consequently, the overall objective of this thesis is to support the validation of GCMs
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cloud representations through the generation of 3D cloud fields using cloud vertical data

from space-borne sensors.

This has already been attempted by several studies through the implementation of

physics-based and similarity-based approaches. However, such studies have a number of

limitations, such as the inability to handle large amounts of data and high resolutions, or

the inability to account for diverse vertical profiles. Such limitations motivate the need for

novel approaches in the generation of 3D cloud fields. For this purpose, efforts have been

initiated at ASDL to develop an approach that leverages data fusion and machine learning

techniques to generate 3-D cloud field domains. Several successive ASDL-led efforts have

helped shape this approach and overcome some of its challenges. In particular, these efforts

have led to the development of a cloud predictive classification model that is based on de-

cision trees and integrates atmospheric data to predict vertical cloud fraction. This model

was evaluated against “on-track” cloud vertical data, and was found to have an acceptable

performance. However, several limitations were identified in this model and the approach

that led to it. First, its performance was lower when predicting lower-altitude clouds, and

its overall performance could still be greatly improved. Second, the model had only been

assessed at “on-track” locations, while the construction of data at “off-track” locations is

necessary for generating 3D cloud fields. Last, the model had not been validated in the

context of GCMs cloud representation, and no satisfactory level of model accuracy had

been determined in this context.

This work aims at overcoming these limitations by taking the following approach.

The model obtained from previous efforts is improved by integrating additional, higher-

accuracy data, by investigating the correlation within atmospheric predictors, and by im-

plementing additional classification machine learning techniques, such as Random Forests.

Then, the predictive model is performed at “off-track” locations, using predictors from

NASA’s LAADS datasets. Horizontal validation of the computed profiles is performed

against an existing dataset containing the Cloud Mask at the same locations. This leads

xv



to the generation of a coherent global 3D cloud fields dataset. Last, a methodology for

validating this computed dataset in the context of GCMs cloud-radiative forcing represen-

tation is developed. The Fu-Liou code is implemented on sample vertical profiles from the

computed dataset, and the output radiative fluxes are analyzed.

This research significantly improves the model developed in previous efforts, as well

validates the computed global dataset against existing data. Such validation demonstrates

the potential of a machine learning-based approach to generate 3D cloud fields. Addi-

tionally, this research provides a benchmarked methodology to further validate this ma-

chine learning-based approach in the context of study. Altogether, this thesis contributes

to NASA’s ongoing efforts towards improving GCMs and climate change predictions as a

whole.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1 Introduction and Motivation

Climate change is one of today’s greatest global challenges, mostly because of the signif-

icant consequences it carries on global population and on the economy. According to the

World Health Organization [1], climate change will cause approximately 250,000 deaths

per year worldwide between 2030 and 2050. The direct damage costs to health are esti-

mated to be between US$ 2-4 billion per year by 2030. Climate change also induces a

global warming effect, which leads to environmental perturbations. As an example, in the

last 130 years, global temperatures have arisen by around 1°C, which has an irreversible

impact on the environment and biodiversity. Such examples are only a few of the heavy

consequences that climate change will have on our lives and on the planet.

It is thus critical and urgent to have a better understanding of climate change in order

to be able to accurately predict and model its effects. Climate change predictions are cur-

rently achieved using Global Climate Models (GCMs). A GCM is a complex mathematical

representation of the major climate system components (atmosphere, land surface, ocean,

and sea ice), and their interactions [2]. Such climate models divide the globe into grid cells,

with various sizes depending on the model. The typical resolution of a grid cell is 1°x 1°

in geographic coordinates [3], which is equivalent to about 100x100 km. GCMs grid cells

thus have a typical size of 10,000 km2.

GCMs build projections of the future states of global climate. One of the main mea-

sures for the state of climate is the Equilibrium Climate Sensitivity (ECS), which is the

equilibrium annual global mean temperature response to a doubling of equivalent atmo-

spheric CO2 from pre-industrial levels. In other words, ECS is a measure of the strength of

1



the climate system’s eventual response to greenhouse gas forcing [4].

The issue, however, as shown by Schneider et al.[5], is that ECSs, as computed by cur-

rent climate models, are spread onto a wide range. According to the International Panel

on Climate Change 2013 Report [3], there is high confidence that these high levels of un-

certainty within the climate projections are due to the representation of clouds in climate

models. Indeed, the direct climate forcing from clouds, i.e. the effect of clouds on the

radiation balance of the Earth, also reffered to as cloud-radiative forcing [6], is not well

modeled in GCMs, and very uncertain [7]. This uncertainty stems from the fact that the

cloud processes, which are key to understanding the relationships of clouds with climate,

are difficult to integrate into climate models. Indeed, clouds vary spatially and temporally,

and involve processes on multiple scales, from microscopic to global. For example, the

water vapor condensation process taking place within low-altitude clouds cannot be repre-

sented in the large grid cells of GCMs because the computational resources for doing so

are not available to this day. The condensation processes are instead represented through

physically-motivated parameterizations. This leads to difficulties in resolving low clouds,

which are projected to be resolved in GCMs by 2060, when the required computational

power is expected to be available [5]. Another cause of uncertainty is the representation of

the warming effect of absorbing aerosols located within or above highly reflective clouds

[7]. Such effects are generally omitted or underestimated in GCMs [3], which leads to ad-

ditional errors and uncertainties in the estimation of cloud radiative forcing. An additional

challenge for GCMs is the representation of the correct phase of the cloud condensate (the

product of the water vapor condensation, i.e. water or ice, or fractions of both), particularly

the representation of cloud ice. Indeed, clouds containing a non-negligible phase fraction

of ice have been proven to have a non-negligible effect on cloud-radiative forcing [8]. Yet,

few observations are available to evaluate models in terms of their representation of cloud

phase [3]. As a result, additional relations and parameterizations have to be developed in

order to accurately model the cloud phase composition.
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For these reasons, improving the parameterizations required for representing clouds

in GCMs is a current focus of climate modeling research efforts [3]. Such improvement

can be achieved thanks to the integration of cloud satellite data into GCMs. Indeed, it

has been recognized that such data, and in particular cloud data coming from active sen-

sors onboard various satellites, is essential to the development and assessment of cloud

radiative transfer parameterizations [9]. Several studies corroborate this statement, as they

outline cases in which cloud satellite data have been useful for reducing the uncertainties

of GCMs. In Chand et al. [7], satellite-based estimates of above-cloud aerosol information

have been used as validation for the representation of cloud-radiative forcing. The data

used came from active sensors, and proved more useful and accurate than the passive data

previously available. A study by Doutriaux-Boucher and Quaas used satellite data to eval-

uate the LMDZ GCM (Laboratoire de Meteorologie Dynamique “Zoom” Global Climate

Model) cloud phase parameterization. In particular, they improved its representation of the

shortwave cloud radiative forcing by establishing statistical relationships between cloud

top thermodynamical phase and cloud top temperature, using both satellite data and model

results [10]. Another study by Naud et al. showed that satellite data is helpful for assessing

the interactions between cyclone dynamics, atmospheric water vapor content, and frontal

clouds, which are often neglected in GCMs [11], and stated that such interactions could be

taken into account in GCMs by integrating the corresponding satellite datasets.

Cloud-related data is captured by a variety of satellites. Data from NASA’s afternoon

constellation (also named the A-train), in particular, is used in most of the aforementioned

studies. As mentioned by Naud et al. [11], “A-train-based analyses are useful tools for

the evaluation of GCMs”. The A-train is a constellation of Earth-observing satellites that

closely follow one after another along the same orbital track and collect vertical and hor-

izontal data along this track [12]. Figure 1.1 is a representation of the different satellites

that compose the A-train, and of their associated ground tracks.

The three satellites that are associated with the collection of cloud-related data are

3



Figure 1.1: NASA’s A-train [13]

Aqua, CloudSat and CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Ob-

servation). The MODIS (Moderate Resolution Imaging Spectroradiometer) sensor on Aqua

collects radiance (reflected and radiant energy) data, which is a key property of cloud inter-

action. The Cloud Profiling RADAR (CPR) on CloudSat collects data relative to Climate

Variability and Change and Weather, and so does the CALIOP (Cloud-Aerosol Lidar with

Orthogonal Polarization) LIDAR on CALIPSO, which also collects information on Atmo-

spheric Composition and Water and Energy Cycles. Altogether, these satellites provide

useful data for cloud prediction. However, the availability of such data at various locations

around the Earth is too scarce. This is due to the fact that the sensors that collect vertical

data have very narrow swaths, with a width as small as one kilometer, due to their “pencil

thin” RADAR or LIDAR beams. As a result, the area where vertical data exists is very

limited, equivalent to a 1-kilometer-wide track.

In order for satellite cloud data to be usefully compared to representations of clouds in
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GCMs, data have to be available at the same locations. As the GCMs grid cell’s dimensions

are typically 100 km x 100 km, the retrieved vertical cloud data from space-borne sensors

would only cover 1/100th of the cell. Consequently, additional vertical cloud data has to be

generated in order to fill the equivalent GCMs cells, so that GCMs cloud representations in

each cell can be evaluated against such data, and improved based on this evaluation. This

data generation process can leverage the A-train data to provide three-dimensional cloud

field domains, spread on the typical area of GCMs grid cells.

The overall objective of this thesis can thus be formulated as follows:

Research objective: Support the validation of GCMs cloud representations through the

generation of 3D cloud fields using cloud vertical data from space-borne sensors.

The generation of such 3D cloud fields has been attempted in several studies, as dis-

cussed in the following section.

1.2 Background

This section reviews existing approaches to the generation of 3D cloud fields.

1.2.1 Generation of 3D cloud fields using physics-based models

Retrieving three-dimensional cloud field domains is one of the goals of the Clouds and

the Earth’s Radiant Energy System (CERES) Project. CERES aims at creating physics-

based cloud models by retrieving cloud properties and using them to derive cloud bound-

aries, phase, optical depth, and other key parameters [14]. CERES has created various

cloud products, based on data from different sensors, not only on A-train satellites but on

other additional satellites as well, such as the Tropical Rainfall Measuring Mission Sys-

tem (TRMM) sensor. The second edition of the CERES algorithms and products used data

captured between 1998 and 2007, which represents very large amounts of data. CERES

cloud products vary from 20-kilometer footprint data obtained directly from the Aqua and
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Terra satellites, to globally-available cloud properties averaged over hours, days or months.

These cloud products have proved useful in improving the understanding of the relation-

ships between clouds and the radiation budget. Comparisons have been made with inde-

pendent measurements from the space-borne sensor. While these comparisons have shown

general consistency of the products, they have also outlined several discrepancies when

compared to the independent data. The greatest discrepancies occur over ice-covered sur-

faces, with other non-negligible discrepancies occuring for several cloud properties [15].

Such discrepancies are thought to be caused by several known problems in the algorithms

used to retrieve the cloud properties, such as the ozone absorption errors, the underestima-

tion of thin cirrus optical-depth, and the representation of multi-layered clouds. Detailed

comparisons with CALIPSO data have already been performed [16] and have led to en-

hancement of the CERES products. Minnis et al. stress that “more detailed comparisons

with CloudSat and CALIPSO data will be particularly useful in future validation efforts”.

As such, CERES cloud products data, currently in their 4th edition, are under continuous

development and improvement.

However, the approach taken by the CERES project has several limitations. CERES

products are obtained through various sources and types of data, but the algorithms devel-

oped to process such data are not easily adaptable to other data types and variables. Indeed,

the CERES cloud processing algorithms are distributed into several components or boxes,

as shown in Figure 1.2, and each one of this boxes features several sub-components and

sub-algorithms, in order to process every variable linked to the retrieval of cloud properties.

Consequently, if other A-train data had to be included and processed through this approach,

the whole cloud processing scheme would have to be reorganized, as other variables would

have to be integrated. New boxes and sub-boxes would have to be developed and added to

the processing scheme, and existing boxes would have to be reorganized around them. The

integration of new data would thus be quite tedious, and even more so if new data would

have to be regularly added, as the process scheme would have to be constantly adapted.
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Figure 1.2: CERES cloud processing scheme [14]

Additionally, the CERES cloud property retrieval process has a high computational

cost, which leads to a need to downscale the resolution of the input datasets. Indeed, the

MODIS products have a 1-km resolution, but for computational purposes, only one reading

out of four is considered by the CERES algorithms. Because this sample reduction is also

performed on the other inputs datasets, the resolution of the inputs to the CERES algorithm

ends up being down-scaled. According to Minnis et al. [14], this resolution downscaling

induces a small error only.

1.2.2 Generation of 3D cloud fields using similarity to “off-track” data

The studies discussed below provide approaches based on similarities between specific

cloud-related variables.
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The generation of three-dimensional cloud fields has also been attempted by Barker et

al. [9] using a matching algorithm. The matching algorithm is created in order to attribute

vertical profiles to locations at which such profiles do not exist in the retrieved satellite

data, i.e. surrounding “off-track” locations. The algorithm copies existing vertical profiles

to “empty” locations by computing the squared differences between the observed spectral

radiances at these locations, as presented in Figure 1.3.

Figure 1.3: 3D cloud scene construction process [9]

Similar locations are thus matched by minimizing this error, as well as fulfilling certain

criteria, such as having the same surface type, close solar zenith and solar azimuth angles

values, and usually being within 10 kilometers apart. This algorithm is tested on compiled

data from the A-train, and especially from the MODIS sensor, which provides the observed

radiances at the target locations, with a 1-km resolution. The construction algorithm is ap-

plied to the Sun-up side of one orbit of the train, equivalent to locations between 60◦S and

60◦N, and captured on April 19th 2007. The reconstruction of captured data was attempted

in order to compare reconstructed to original data. Vertical profiles were retrieved from ex-

isting profiles no closer than 1, 5, 10 and 20 kilometers successively. When using existing
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profiles close to the target location (about 1km), the results were satisfactory. However, us-

ing profiles located further away than 1 to 20 kilometers did not provide acceptable results.

This shows that the approach is not adapted to retrieving profiles at mildly remote locations,

i.e. at locations further away than 20 kilometers of the existing data. At “close” locations,

the construction algorithm gives satisfactory results for high-altitude clouds (higher than 10

kilometers), but the performance for lower altitude clouds degrades very quickly as further

locations are used.

One-dimensional radiative transfer calculations were then performed on cloud domains

measuring 21 kilometers in the across-track direction, and 40 kilometers in the along-track

direction, and obtained for eight partial orbits. The obtained broadband domain-averaged

radiative fluxes are found to agree with the corresponding CERES fluxes.

Another approach for generating 3-D cloud fields to be used in large-scale models was

also elaborated by Barker et al. [17]. In particular, they developed a stochastic algorithm

to generate the vertical profiles, based on a parameterization of clouds different from the

ones usually featured in GCMs. About 29,000 domains, each about 280-kilometers long,

were created based on CloudSat and CALIPSO data, and used as inputs to various radiative

transfer codes. The main purpose of the study was not to generate accurate vertical profiles

for assessing cloud representations in GCMs, but rather to promote the use of 3D radiative

transfer models in GCMs, as opposed to the current use of 1D models. The large domains

that were computed for this study do not have a resolution that is adequate to computing

cloud vertical properties.

The mentioned studies, both physics-based (CERES) and similarity-based (conducted

by Barker et al.), have a number of limitations. First, both physics-based and similarity-

based approaches to the generation of 3D cloud fields were implemented on a very limited

number of cloud-related parameters. However, a considerably higher number of variables

may have to be included in those models to increase their performance/validity. Yet, inte-
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grating such quantity of data in the models and assessing its relations with cloud properties

might prove computationally difficult using the existing physical-based and stochastic ap-

proaches. Furthermore, as highlighted earlier, the physics-based approach uses a complex

cloud processing scheme, which would be costly to adapt to additional data and variables.

Both approaches also have to make compromises in order to reduce the computational cost

of retrieving the cloud profiles. As outlined earlier, the physics-based approach makes

the choice of downscaling the resolution of the computed products in order to reduce the

computational cost, even though this lower resolution leads to the averaging of cloud prop-

erties that were more detailed in the input datasets. The similarity-based approach does

not downscale the resolution, but only uses small datasets for retrieving the profiles, cor-

responding to about an hour of consecutive samples. Because the datasets used in the

approach represent a very small sample of the existing profiles, the predicted profiles are

limited to the ones from the dataset. Indeed, this approach only uses the vertical config-

urations featured in the data sets it is based on, missing any of the other possible vertical

configurations that exist but may not have been included in the data used. For example, the

datasets may contain profiles with clouds at certain altitudes only, which means that this

approach would be unable to generate profiles with clouds at other altitudes than the ones

featured in the dataset. If the similarity-based approach were to be able to generate any

possible vertical configuration, the datasets would have to feature every single one possible

configuration, which would be computationally impossible as there is an infinity of such

configurations. Consequently, the limited representation of the diversity of cloud profiles

and properties present some serious limitations to the global generation of 3D cloud fields

using this approach. Finally, the limitation highlighted when reconstructing from a simple

sample would be expected to grow as this approach is used on a larger, more global, dataset.

The limitations and shortcomings identified from the literature highlight the need for

additional approaches to the generation of 3D cloud fields. This leads to the following
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overarching Research Question:

Overarching Research Question: What approach or combination of approaches would

be best suited for the generation of 3D cloud fields?

From the review of the literature, one can identify the characteristics and capabilities

such novel approach to the generation of 3D cloud fields would need to enable. Such

approach needs to be:

• Able to predict “off-track” cloud profiles: such profiles should not be generated as

copies of “on-track” ones, as it has been attempted by Barker et al.. Instead, “off-

track” profiles should be generated whether or not similar profiles exist in the “on-

track data”, at close or remote locations

• Able to account for and handle high amounts of data and predictive features

• Scalable, i.e. support the integration and processing of multiple data sources

• Flexible, i.e. support the integration of data sources other than the one(s) originally

considered, and once a preliminary approach has already been established

• Able to account for and handle disparate sources and types of data

• Able to handle sources of data that have different resolutions or levels of granular-

ity

• Able to generate models in a reasonable amount of time and with a reasonable

amount of computing resources

An approach that combines data fusion with machine learning techniques is anticipated

to provide the aforementioned capabilities. Efforts conducted at the Aerospace Systems

Design Laboratory at the Georgia Institute of Technology using such novel approach are

discussed below.
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1.2.3 Generation of 3D cloud fields using data fusion and machine learning techniques

In the past two years, a team of researchers at the Aerospace Systems Design Laboratory

(ASDL) at the Georgia Institute of Technology has dedicated much effort in developing a

novel approach that leverages data fusion and machine learning techniques to generate 3-D

cloud field domains. Several successive graduate projects have helped shape this approach

and overcome some of its challenges.

The first instantiation of a data fusion and machine learning-based approach was de-

veloped and implemented in the Grand Challenges led by Johnson et al. [18]. It is during

this effort that the relationships between horizontal and vertical cloud data were first inves-

tigated. The main goal of this research was to develop prediction models for vertical cloud

profiles based on various horizontal features, such as surface type, geolocation, or observed

radiances, and to train these models using machine learning techniques. These features are

contained within NASA’s C3M dataset, which is a merged dataset containing information

from CALIPSO, CloudSat, CERES and MODIS. This dataset can be obtained online, for

dates ranging from July 2006 to April 2011 [19]. The resolution of the data was about 21

km2 for each reading cell, which means that each reading corresponds to an average of the

cloud properties over an area of 21 km2. In order to first identify the relationships between

horizontal and vertical cloud data, a visualization environment tailored to cloud data was

developed. The identified relationships were then modeled using deterministic techniques.

The target feature was the cloud fraction, i. e. the percentage of cloud present in each

vertical measurement. The cloud fraction profile was modeled as a sum of Gaussians, and

the model parameters were the characteristics of these Gaussians. The predictive models

were trained using neural networks to predict vertical cloud profiles using the following

predictive horizontal features: geolocation (latitude, longitude), surface type, solar zenith

angle, and observed radiances (visible and infrared, 15 bands total). On-track vertical pro-

files were predicted and compared to the original ones. The comparison showed some

agreement between the predicted and original profiles, but the model had some difficul-
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ties in predicting certain configurations, especially for locations at which several layers of

clouds were present. Additionally, the models were trained on data samples equivalent to a

200-kilometer spread of readings, as it was assumed that atmospheric conditions remained

constant over 200 kilometers only, and the models had to be trained on similar conditions.

This condition led to the use of very small samples for training and validating the models

(about 10 points), due to the data resolution being 21 km2.

Following this work, several efforts were dedicated to enhance the developed predictive

models. In her Special Problem research [20], C. Johnson tested additional training meth-

ods, such as Decision Trees, Support Vector Machines, and Gaussian Processes, using the

same datasets as the ones used in [18]. A comparison of the different models showed that

decision trees were better suited for this specific problem. In order to be able to account

for additional datasets and facilitate the development of predictive models, V. Ngo [21] de-

veloped a method for extracting the features of interest from the datasets used in [18] and

[20]. Algorithms were developed in Matlab, and enabled to structure and convert the data

to common Matlab structures for further analysis and predictive model development.

While these efforts represented a great first step towards the implementation of data

fusion and machine learning techniques to develop a global cloud vertical dataset, the

approaches proposed had a number of limitations. First, the predictive capability of the

models was limited. This limitation was thought to have many origins:

• The resolution of the data used to build the predictive models was too low

• Some of the key variables necessary to build a highly accurate model were missing.

Information about the atmospheric context, for example, was lacking

• The machine learning techniques implemented to build the past previous models

needed to be improved or other techniques needed to be considered

Second, the extraction and structuring algorithm developed by Ngo was limited to the

datasets investigated by the 2017 Grand Challenge. Consequently, it needed to be extended
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to account for other relevant types of data or ones that have different resolutions.

Investigating such assumptions and limitations was the objective of the 2018 Grand

Challenge project [22]. To this end, higher-resolution datasets were identified, processed,

cleaned and merged. The GEOPROF-LIDAR, MODIS-AUX, PRECIP-COLUMN, and

RAIN-PROFILE datasets were downloaded from the CloudSat Processing Center [23].

These datasets contain the features used as predictors in the aforementioned efforts, but

with a higher resolution. Indeed, the readings have a cell area of 1 km2, as opposed to 21

km2 for the previous datasets.

The extraction and structuring algorithm first developed by Ngo was enhanced and

adapted to such datasets. Atmospheric context was added to the model by introducing the

MERRA-2 (second Modern-Era Retrospective analysis for Research and Applications) at-

mospheric dataset, which contains atmospheric parameters. Because this dataset was very

different from the other ones (different source, time frame, dimensionality, etc.), a data fu-

sion approach was implemented so as to obtain a single set of parameters to use as inputs

to the predictive models. Next, predictive models of the vertical cloud fraction were gen-

erated, using horizontal parameters such as geolocation, elevation, radiance bands, liquid

water percentage and surface type as predictors. Other models generated also included the

atmospheric parameters as additional predictors. A 10-vertical-band classification model

was used for parameterizing the cloud fraction, and models were trained using two different

machine learning techniques: neural networks and decision trees. The training dataset cor-

responded to three consecutive days of satellite data collection, and the validation dataset

was the following 4th day. The models were thus trained on a much larger number of

samples when compared to the previous efforts.

Model performance was assessed using Matthews Correlation Coefficient (MCC). MCC

can be expressed with the following equation:

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FN)(TP + FP )(TN + FP )(TN + FN)
(1.1)
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where TP, TN, FP and FN correspond to the following cases:

• True Positive (TP): an instance in the test set had a target feature value of 1 and the

target feature value as predicted by the model is also 1

• True Negative (TN): an instance in the test set had a target feature value of 0 and the

target feature value as predicted by the model is also 0

• False Positive (FP): an instance in the test set had a target feature value of 0 and the

target feature value as predicted by the model is 1

• False Negative (FN): an instance in the test set had a target feature value of 1 and the

target feature value as predicted by the model is 0

MCC is a balanced metric that can be used in classification problems where the numbers

of True Positive and True Negative are heavily biased, as was the case with the targeted

problem where readings showing no presence of clouds were much more frequent than

readings showing cloud presence.

Using this measure, the models obtained using decision trees proved to perform better

than models obtained with neural networks, thus verifying the statements made by Johnson

[20]. The addition of climate context through atmospheric parameters also enhanced the

performance of the models, for all machine learning techniques considered.

The product of this effort thus consisted in the development of a predictive model for

vertical cloud fraction, based on decision trees and using MERRA-2 atmospheric data. This

classification model predicts the presence of clouds in 10 superimposed altitude bands, the

first band being the highest one. Figure 1.4 shows the schematized predictive performance

obtained with the model on a sample of the vertical profiles used as validation data.

The MCCs associated with the prediction for each band are presented in Table 1.1. The

closer the MCC is to 1, the better the prediction [24].

From the results of this last effort, several observations can be made. First, the model

performance is lower for lower-altitude cloud bands than for higher-altitude ones, as demon-
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Figure 1.4: Visualization of the cloud predictive model performance on a parameterized
profile

Table 1.1: MCC score obtained for each altitude band

Band MCC
1 -0.0029
2 0.4944
3 0.4922
4 0.4333
5 0.4089
6 0.4210
7 0.3198
8 0.2329
9 0.2200

10 0.2821

strated by their lower MCC scores. This is due to the fact that, as the LIDAR waves cross

more superimposed cloud layers to reach the bottom ones, absorption or scattering phenom-

ena cause the measurements to become less and less accurate. Consequently, the predictive

model is less accurate for those bands, because the data it is based on is less accurate for

such bands. This observation concurs with the one stated by Barker et. al [9], who find

that lower-altitude clouds are harder to retrieve than higher-altitude ones. This leads to the

following Research Question:

Research Question #1: How can we better predict the presence of clouds in lower-altitude

bands?
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Additionally, the MCC score is very low for the top band. This is most likely due to

the fact that cloud presence occurrences are very rare in this layer as compared to cloud

absence, so it is hard for this performance measure to capture this very unbalanced scene.

Globally, the performance of the model is acceptable, as it is for all layers well above 0

(except the top one), with “0” representing a random prediction. However, there is room

for improvement. One of the most likely causes of this overall limited performance is the

machine learning technique used, which might not be the most well-suited for the consid-

ered problem. This leads to the following Research Question:

Research Question #2: Which machine learning technique(s) would lead to an improved

predictive capability?

The MCC scores displayed in Table 1.1 were obtained for specific locations, which

correspond to “on-track” locations, as the predicted profiles have to be compared to exist-

ing ones in order to assess the performance of the models. Figure 1.5 shows the spatial

distribution of “on-track” and “off-track” data.

Figure 1.5: “On-track” and “off-track” data locations

The predictive models are limited to “on-track” locations only. While critical to the

construction of 3D cloud fields, no “off-track” validation has been attempted up to this day.

This leads to the following Research Question:
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Research Question #3: What approach is best suited to validate the predicted models

“off-track”?

Furthermore, while MCC represents a good objective measure of the performance of

predictive models, no actual performance goal or threshold for the models has been set in

this specific context of study. Hence, while previous efforts focused on developing models

that were as accurate as possible, no requirement as to what level of model accuracy was

necessary has ever been determined. This leads to the following Research Question:

Research Question #4: What level of accuracy is required from the predictive models to

generate 3D cloud fields?

And the subsequent Research Question:

Research Question #4.1: What approach should be undertaken to determine a satisfactory

level of model accuracy?

1.3 Thesis Structure

This present chapter motivated the need for this research, and defined and delimited its

scope. The following chapter further formulates the problem this research aims to address

in the context of the Research Questions formulated in Chapter 1. Hypotheses are then

formulated for each research question based upon the challenges and shortcomings identi-

fied. Next, Chapter 3 briefly introduces the approach developed to address these Research

Questions and validate each of their associated Hypotheses. Chapters 4, 5 and 6 detail

the implementation of the approach, and discuss the results, in the context of the formu-

lated Hypotheses. Finally, Chapter 7 provides a summary of the results and an overview

of the benefits and contributions of this research. It further details additional steps to be

considered for future work on this topic.
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CHAPTER 2

PROBLEM FORMULATION

The previous chapter identified several gaps in the past works and studies aimed at creat-

ing a three-dimensional, global dataset containing horizontal and vertical cloud properties.

Such gaps helped shape the following Research Questions, which provide specific context

for this study:

• RQ #1: How can we better predict the presence of clouds in lower-altitude bands?

• RQ #2: Which machine learning technique(s) would lead to an improved predictive

capability?

• RQ #3: What approach is best suited to validate the predicted models “off-track”?

• RQ #4: What level of accuracy is required from the predictive models to generate 3D

cloud fields?

• RQ #4.1: What approach should be undertaken to determine a satisfactory level of

model accuracy?

These research questions can be divided into two categories. The first two research

questions relate to the improvement of the predictive models developed throughout the

previous works on generating 3D cloud fields using data fusion and machine learning tech-

niques. The last three research questions relate to the validation and fidelity assessment

of the obtained predictive model in the specific context of this study: generating a global

cloud vertical profile dataset to better assess and improve GCMs cloud representation.

The following sections detail the different approaches that could be implemented to an-

swer these research questions, leading to the formulation of the corresponding hypotheses.
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2.1 Model improvement

2.1.1 Baseline model overview

The baseline predictive model is the one developed by Huguenin et al. [22]. The model

is trained using decision trees, with the horizontal predictors presented in Table 2.1. Such

predictors come from the fusion of several datasets: GEOPROF-LIDAR [25], MODIS-

AUX [26], PRECIP-COLUMN [27], and MERRA-2 (tavgl 2d slv Nx collection) [28].

Table 2.1: Predictors used in current predictive model

Predictor Description
Geolocation Latitude and Longitude of each reading ; featured in all

datasets
Elevation Ground elevation in meters, at reading location ; featured in

GEOPROF-LIDAR
Surface Type 4 possible types: land, open ocean, inland water, sea ice ;

featured in PRECIP-COLUMN
Radiances Radiance bands 1 to 7, 17 to 19 and 26 ; featured in MODIS-

AUX
Atmospheric variables 29 independent features from the MERRA-2 dataset (origi-

nally contains 47)

The predicted target is the cloud vertical profile. The profile is parameterized in 10

superimposed bands, as shown for a sample profile in Figure 2.1.

Each reading thus corresponds to 10 vertical values, each corresponding to one band.

The values are binary, equal to either 0 (no cloud in the band at reading location) or 1 (cloud

in the band at reading location).

This predictive model provides a basis for the improvements to be achieved in this work

in order to address Research Questions #1 and #2, as discussed in the next sections.

2.1.2 Improvement of prediction performance for lower-altitude cloud bands

As highlighted in the first chapter, the performance of the predictive model is significantly

lower for low-altitude bands than for high-altitude ones. This statement has led to the first
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Figure 2.1: Cloud fraction parameterization

research question: ”How can we better predict the presence of clouds in lower-altitude

bands?”

This problem has its roots in the accuracy of the data on which the model is based, as

such data is less accurate for lower altitudes. This is due to the fact that LIDAR sensors,

which capture the data that has been used for building the model, can be more sensitive

to reflection and diffusion phenomena. As the data is captured from above, its accuracy

diminishes as the altitude at which it is captured decreases.

Thus, in order to improve the prediction performance for lower-altitude bands, the data

accuracy related to these bands has to be improved. The following solutions can be consid-

ered in order to reach this goal:

• Additional data sources have to be integrated, with a better accuracy for lower alti-

tudes

• The model has to differentiate between high altitude and low altitude bands, so that

it can account for the lack of accuracy of the lower-altitude bands

The following subsections detail the different options for implementing these solutions,
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and evaluate whether or not they are well-suited for the problem of interest.

Additional data from ground-based stations

The LIDAR-captured data used so far was captured from space-borne sensors, which means

that the first measurements taken by the sensors were the ones associated with the upper

layers of the cloud profiles. This explains the lower accuracy for lower-altitude layers, as

the sensor has to go through high layers to capture lower ones, which makes it more exposed

to reflection and diffusion phenomena. This would be the opposite for data captured from

below the clouds, as the sensors would capture the lower layers first. Thus, it is expected

that integrating data captured from the Earth’s surface (e.g. ground-based stations) would

provide more accurate data for lower layers.

There is a number of ground-based stations collecting cloud and atmospheric data on

a daily basis. Many are government or privately-owned and their collected datasets are

not made available. However, some organizations provide access to results from a number

of stations. For example, the National Center for Environmental Information (within the

National Oceanic and Atmospheric Administration) provides cloud data (altitude of cloud

layers, up to 6 layers) for land-based stations on a hourly basis [29]. However, the number

of stations which took measurements at the same epoch as the A-train satellites is very

limited: in 2011, which corresponds to the epoch of the datasets on which the model is

based, only 39 stations, mostly European, have collected cloud-related data. Such data

would do little to improve the model, as it is too scarce (too few locations) and not well

distributed across the globe.

Considering these limitations, the integration of ground-collected cloud data will not

be considered in this work.
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Additional data from GeoProf RADAR

Another model improvement, which was already considered in previous studies, is the

integration of additional data from the GEOPROF-RADAR dataset [30]. As mentioned

previously, the baseline model developed by Huguenin et al. [22] only takes into account

LIDAR and not RADAR data. Including such data in the model could lead to better model

performance for the lower-altitude bands, as RADAR sensors are less sensitive to reflection

and dispersion phenomena than LIDAR sensors.

The main challenge for integrating the RADAR data is that there is no Cloud Fraction

variable in the dataset, while this the variable on which the target of the model is currently

based. The closest variable featured in the GEOPROF-RADAR dataset is the Cloud Mask.

While the Cloud Fraction is the percent of cloud in each pixel captured by the sensor (i.e.

for each reading, in each altitude bin), the Cloud Mask is the probability that a cloud was

accurately detected in the pixel location.

In order to include the RADAR data, these two variables (Cloud Fraction and Cloud

Mask) need to be merged so as to generate a parameterized vertical profile similar to the

one in Huguenin et al. [22]. Since the GEOPROF-RADAR dataset is available from the

same source as the former datasets, ready to be integrated and provides data with a better

accuracy for low-altitude clouds, this expected model improvement is considered in this

research. The following hypothesis is thus formulated:

Hypothesis #1: If cloud vertical data from the GEOPROF-RADAR dataset is fused with

the existing datasets, then the performance of the predictive model at lower-altitude bands

will improve.

Taking into account upper bands prediction

Another way of improving the model’s predictive capability for lower-altitude bands would

be to account for the values associated with upper bands when predicting lower bands. For
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example, the value in band 5 would be predicted using the aforementioned model predictors

(Table 2.1), as well as the values obtained in bands 2, 3 and 4. Indeed, as the data is

captured from above, representing vertically superimposed cloud layers using horizontal

data/information only may not be the most suitable approach, especially for lower-altitude

bands. Doing so assumes that each altitude band is independent, i.e. the predictive model

for one band does not know if the other models have “already” predicted clouds. Hence,

updating the models by including the value obtained for the upper bands to the predictors of

the models for the lower bands could provide better results. However, the top layer would

have to be excluded as it has proven very hard to predict.

This approach is expected to help the model differentiate between high altitude and low

altitude bands, as the low-altitude would have more predictors, and could benefit from the

better predictive performance of upper bands. This leads to the formulation of a second

hypothesis for RQ#1:

Hypothesis #2: If the predicted values of higher-altitude bands are taken into account

when predicting lower-altitude bands, then the predictive model(s) for these bands will be

improved.

2.1.3 Determination of new ML techniques to be implemented

The statement that the overall performance of the predictive model can be improved for all

bands has led to the formulation of the second Research Question: Which machine learning

technique(s) would lead to an improved predictive capability?

Two types of techniques could be applied in order to enhance the model:

• training techniques: the current training technique is a decision tree, there may be

other techniques better suited for this problem

• “preliminary” techniques: techniques to be applied before training the predictive

model, in order to enhance the quality of the predictors and target variables
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The following sections outline the different techniques that match these descriptions

and are considered well-suited for this problem.

De-correlation of atmospheric variables

In [22], the correlation of atmospheric variables from the MERRA-2 dataset was studied

in order to remove dependent features from the list of predictors. This was achieved by

visually spotting similar patterns between different variables, and analyzing the physical

relationships explaining such similarities. Such study enabled the number of atmospheric

predictors to be reduced from 47 to 29. However, there was no further study of data correla-

tion other than a visual one, although there might be other relationships between variables

which cannot be visually identified. Consequently, a more thorough analysis of the differ-

ent atmospheric variables should help identify additional relationships, and further reduce

the number of predictors, which would in turn reduce the computational cost of training

the models without penalizing its performance, and even possibly enhancing it. Such anal-

ysis could be performed using Principal Component Analysis (PCA) [31]. PCA extracts

the important information from the inter-correlated variables, and represents it as a set of

new orthogonal variables called principal components. Such components can be ordered

by their variation, i.e. their ability to represent the inter-correlated variables. The most

“influential” variables would thus be the ones used to represent the principal components

with the greatest variations. These most influential variables would be the final atmospheric

predictors to be included in the models.

This leads to the following hypothesis:

Hypothesis #3: If the number of predictors from the MERRA-2 dataset is reduced using

Principal Component Analysis, then the model predictive performance will be improved.
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Improvement of ML techniques

Another way of improving the predictive models would be to train them using other ma-

chine learning techniques better suited for this problem. So far, classification decisions

trees have been used and proved efficient when compared to other methods, such as clas-

sification neural networks. Yet, other methods are specifically built for such classification

problems that have the potential to improve the model predictive performance.

The following methods have been identified by Sotiris [32] as the best current methods

to be applied to classification problems:

• Decision Trees: trees that classify instances by sorting them based on feature values.

Each node in a decision tree represents a feature in an instance to be classified, and

each branch represents a value that the node can assume. Instances are classified

starting at the root node and sorted based on their feature values.

• Rule learners: algorithm that aims at constructing the smallest set of rules that is

consistent with the training data and accurately describes it. This technique is similar

to decision trees, as decision trees can be translated into a set of rules by creating a

separate rule for each path from the root to a leaf in the tree. However, rules can also

be directly induced from training data using a variety of rule-based algorithms.

• Neural Networks: composed of large number of units (neurons) joined together in a

pattern of connections. Units in a net are usually segregated into three classes: input

units, which receive information to be processed; output units, where the results of

the processing are found; and units in between known as hidden units. The network

is trained on a set of paired data to determine input-output mapping. The weights of

the connections between neurons are then fixed and the network is used to determine

the classifications of a new set of data.

• Naive Bayesian Networks: very simple type of Bayesian networks, which are graph-
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ical models for probability relationships among a set of features. Naive Bayesian

networks are composed of directed acyclic graphs with only one parent (representing

the unobserved node) and several children (corresponding to observed nodes) with a

strong assumption of independence among child nodes in the context of their parent

(which is not the case in other Bayesian networks).

• k-Nearest Neighbour algorithm (kNN): based on the principle that the instances

within a dataset will generally exist in close proximity to other instances that have

similar properties. If the instances are tagged with a classification label, then the

value of the label of an unclassified instance can be determined by observing the

class of its nearest neighbours. The kNN locates the k nearest instances to the query

instance and determines its class by identifying the single most frequent class label.

• Support Vector Machines (SVMs): SVMs revolve around the notion of a “margin”,

which is either side of a hyperplane, a “limit” that separates two data classes. SVMs

maximize the margin and thus create the largest possible distance between the sepa-

rating hyperplane and the instances on either side of it, in order to reduce the gener-

alization error, i.e. the prediction error.

Table 2.2 assesses the performance of each of these techniques across several criteria.

As highlighted by Sotiris, SVMs and Neural Networks are well-suited for multidimen-

sional problems and continuous features, as is the case for this problem. From Figure 2.2,

SVMs have an equal to superior performance than NNs for most criteria. Neural networks

have already been tested in previous efforts and did not provide acceptable results. SVMs

appear as a good candidate approach to improve model performance.

Figure 2.2 also shows that Decision Trees have a good overall performance, comparable

to that of SVMs for most criteria. Existing variations of the Decision Trees could thus be

applied, in order to benefit from this good performance and compare to results obtained

with SVMs. Random Forests are one of these variations, and easily implementable (see
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Table 2.2: Comparing learning algorithms (**** stars represent the best and * star the
worst performance) [32]

Decision
Trees

Neural
Networks

Nave
Bayes

kNN SVM Rule-
learners

Accuracy in general ** *** * ** **** **
Speed of learning
with respect to
number of attributes
and the number of
instances

*** * **** **** * **

Speed of classifica-
tion

**** **** **** * **** ****

Tolerance to missing
values

*** * **** * ** **

Tolerance to irrele-
vant attributes

*** * ** ** **** **

Tolerance to redun-
dant attributes

** ** * ** *** **

Tolerance to highly
interdependent at-
tributes (e.g. parity
problems)

** *** * * *** **

Dealing with discrete
or binary or continu-
ous attributes

**** *** (not
discrete)

*** (not
continu-
ous)

*** (not
directly
discrete)

** (not
discrete)

*** (not
directly
continu-
ous)

Tolerance to noise ** ** *** * ** *
Dealing with danger
of overfitting

** * *** *** ** **

Attempts for incre-
mental learning

** *** **** **** ** *

Explanation abili-
ty/transparency of
knowledge/classifi-
cations

**** * **** ** * ****

Model parameter
handling

*** * **** *** * ***

following subsections).

The following subsections provide an overview of the selected techniques: Kernel

methods (to which SVMs belong) and Random Forests.

Kernel methods

Kernel methods are a recent machine learning technique adapted to non-linear, 2-class
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classification problems [33], which is specifically the type of problem studied here. They

include several different methods and learning systems, of which the most well-known are

the Support Vector Machines (SVMs). SVMs are supervised learning algorithms used for

binary classification or regression [34]. Built-in tools are available in Matlab for imple-

menting SVMs, with the same architecture as the Decision Trees and Neural Networks

tools already used for training the predictive models in previous works. SVMs can thus

be tested as another method for training the predictive models, and possibly improve their

performance.

Random Forest

The other machine learning method to be considered and tested in this work is the

Random Forest. Random Forests are a combination of decision trees such that each tree

depends on the values of a random vector sampled independently and with the same distri-

bution for all trees in the forest [35]. It is thus based on the same technique currently used

in the model, and extends it to multiple decision trees. Combining the results of multiple

decision trees improves the model generalization and performance.

A built-in library for creating random forests is available in Matlab, and relies on the

same methods that were used for creating the decision trees in the model developed in [22].

Random forests can thus be tested as another method for training the predictive models,

and possibly improving their performance as well.

Support Vector Machines and Random Forests are thus the two selected training meth-

ods to be implemented in this study. This leads to the formulation of the following hypoth-

esis:

Hypothesis #4: If Kernel methods or Random forests are used for training the model, the

model performance will be improved.
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2.2 Model validation

In [22], tools were developed for ”on-track” validation: the vertical cloud profile was pre-

dicted for locations which would be on the satellite orbital track for the following day.

The predicted profiles were then compared to the real ones, which provided an “on-track”

assessment of the model performance. However, as of now, no study has been achieved

on the models performance at “off-track” locations. This statement has led to the follow-

ing research question (Research Question #3): What is the best approach to validate the

predicted models “off-track”?

Additionally, no in-context study has been achieved in terms of model accuracy. The

model performance has been assessed using objective measures, such as the MCC, but

not by taking into account the general objective to which this study pertains: generating

3-D cloud field domains in order to assess the representations of clouds in GCMs. This

statement has led to the formulation of the following research questions:

• Research Question #4: What level of accuracy is required from the predictive models

to generate 3D cloud fields?

• Research Question #4.1: What approach should be undertaken to determine a satis-

factory level of model accuracy?

The following sections outline the methods and approaches that will be implemented in

this study to address these research questions.

2.2.1 Prediction at off-track locations

In order to evaluate the model performance at off-track locations by direct comparison, the

predicted vertical profiles have to be computed at these locations, and compared to existing

vertical profiles at the same locations. Two types of dataset thus have to be identified:

• one providing the predictors in order to compute the profiles at off-track locations

with the predictive model
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• one containing original profiles at the same off-track locations to enable comparison

Such datasets also need to have the same resolution as the one of the datasets on which

the model was trained, which is of about 1km2. Indeed, if the resolution is lower, the

prediction quality will be impacted, as shown by Huguenin et al. in [22].

The first type of dataset can be provided by the Level 1 and Atmospheres Archive and

Distribution System (LAADS) MODIS datasets [36]. Among the LAADS distribution, two

specific datasets can be used to provide the predictors needed for performing the predictive

model at off-track locations:

• the MOD02 dataset [37, 38], which contains the observed radiances

• the MOD03 dataset [39], which provides the Geolocation of the readings for the

whole distribution

Both datasets have a 1 km2 resolution, just as the training datasets. They feature readings at

off-track locations, up to 500km on each side of the track. The different predictors can all

be extracted from these datasets, and correspond to the ones used in the on-track, training

part, as shown in Table 2.3. As the MERRA-2 dataset is available on a global scale, the

atmospheric features taken from this dataset can be reused for computing the profiles at

off-track locations.

Table 2.3: Corresponding predictors on and off-track

On-track predictors Off-track predictors
Geolocation (from GEOPROF-LIDAR) Featured in MOD02 and MOD03
Elevation (from GEOPROF-LIDAR) Available in MOD03 (Height variable)
Surface Type (from PRECIP-COLUMN) Available in the Land/SeaMask feature in

MOD03
Radiances (from MODIS-AUX) Available in MOD02, for the same bands

as in the MODIS-AUX dataset
Atmospheric variables (from MERRA-2) Atmospheric variables (from MERRA-2)

available on a global scale
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The second type of dataset has to feature cloud vertical profiles at the same locations

as in the MOD02 and MOD03 datasets, so that the predicted profiles can be compared to

existing ones. The LAADS does not provide such datasets, at least on a vertical scale. The

MOD35 dataset [40] provides the Cloud Mask at the same locations, but this feature is

horizontal, unlike the vertical Cloud Mask from the training dataset GEOPROF-RADAR

[30]. This means that this feature only provides the cloud scene as “viewed from space”,

with no indication of the clouds altitude. The predicted vertical profiles thus cannot be

strictly evaluated against data from the LAADS, in the sense that the LAADS distribution

does not contain comparable vertical data.

Following the vertical profile and globality requirements, the Clouds and the Earth’s Ra-

diant Energy System (CERES) introduced in the first chapter appears as a potential dataset

provider. CERES is based on physical relationships from which several cloud products can

be obtained. The CERES products are the only such 3D global cloud datasets that can be

freely accessed and obtained online. These cloud products have various spatial and tempo-

ral resolutions: they are available at the footprint level, which means at the same time and

location the satellite sensor captures the data (i.e. at on-track locations); and available as

well at a more global level, the data being averaged temporally over hours, days or months,

and spatially, over 1°latitude x 1°longitude areas. The global dataset with the highest tem-

poral and spatial resolution has been identified as the SYN1deg dataset [41]. Its readings

are given hourly, for the whole globe [42], and with a spatial resolution of 1°latitude x

1°longitude, which corresponds to cells with a width of about 100 kilometers. This reso-

lution is too low when compared to the one from the training and the LAADS datasets to

enable a proper comparison between the computed profiles and the SYN1deg profiles. In-

deed, the resolution of the computed profiles would have do be downscaled, which means

that the profiles would have to be averaged over the greater cells of the lower resolution.

As the profiles are discretized in binary values, “averaging” them would not make much

sense.
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Thus, there is no currently available dataset that provides vertical cloud profiles at off-

track locations with the same resolution as the predicted profiles. Since a direct comparison

of the predicted profiles to an existing dataset cannot be achieved, the model validation on

a global scale will have to be achieved differently. Still, using the MOD02 and MOD03

datasets, the profiles can be computed at these off-track locations, and their coherence can

be checked through the analysis of the predicted cloud amount as compared to on-track

data: if the cloud percent predicted in each band is consistent with the cloud percent in

actual samples, then the computed profiles can be considered as coherent. Additionally,

as outlined above, the LAADS distribution contains the MOD35 dataset, which features

horizontal profiles available at the same locations as the computed profiles. Thus, by sum-

ming up the computed profiles vertically, horizontal computed profiles can be obtained and

compared to the MOD35 Cloud Mask. This would allow for the horizontal validation of

the computed profiles. This leads to the formulation of the following hypothesis:

Hypothesis #5: If the improved predictive model is implemented at off-track locations

with adequate predictors, then a coherent global 3D cloud field dataset can be generated.

2.2.2 Parameterization validation: performing radiative transfer code

The general objective to which this work pertains is to generate 3-D cloud field domains

in order to assess the representations of clouds in GCMs. As stated earlier, cloud-radiative

forcing is difficult to model in GCMs, so the representation of this phenomenon in GCMs

should be evaluated against the cloud-radiative forcing derived from the generated 3D cloud

field domains. The cloud-radiative forcing associated with the 3D domains should thus be

computed, and validated against existing values. This would provide a more specific, in-

context assessment of the required predictive models fidelity.

As discussed below, computing the cloud-radiative forcing characteristic values associ-

ated with the predicted profiles would provide unparameterized values to be compared to

existing ones. While the predicted cloud vertical profiles are parameterized and discretized,
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the computed total forcing would provide a single horizontal value at each location, re-

gardless of the parameterization. Computing the cloud-radiative forcing associated with

the profiles could thus help evaluate the vertical profile parameterization performed by the

models.

Indeed, as developed earlier, the predictive model is based on a profile parameteriza-

tion: the 10-band model. Through this parameterization, the cloud profiles are transformed

from a continuous Cloud Fraction to discrete binary values. In previous studies, it has been

shown that this parameterization does a good job at representing the majority of the var-

ious shapes of cloud over the globe and their vertical locations, but the precision loss it

engenders has not been assessed. The predicted vertical profiles have been compared to the

parameterized original ones, and not the continuous ones. The model performance has thus

been evaluated without assessing the impact of this parameterization.

Because the predictive models have been so far evaluated without taking into account

the context of GCMs cloud representation, the impact that such parameterization has on

this representation is unknown. Analyzing the model performance in this context could

thus help evaluate the model as a whole, taking into account the fact that the profiles have

been parameterized, and compare the results to original, non-parameterized ones.

Such analysis can be performed using Radiative Transfer (RT) codes. RT codes com-

pute the radiative fluxes associated with the cloud profiles. Specific characteristics of the

vertical profiles, such as the number of layers and their altitude, are identified and extracted

from the profiles and used as inputs to the RT code. Computing the total radiative fluxes

associated with the profiles (parameterized or not) would provide single values that can be

compared to real radiative fluxes, thus “relaxing” the parameterization. This comparison

would help assess the fidelity of the model in the context of GCMs cloud representation,

and evaluate the parameterization.

Several RT codes are available, among which are NASA’s Fu-Liou code and the In-

tercomparison of 3D Radiation Codes (I3RC). Both codes are available online, and their
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source code can be downloaded for free.

On the one hand, the Fu-Liou model [43, 44] is a RT code which has proven to be more

accurate than several other RT models in terms of computation of RT fluxes [45]. The

Fu-Liou is developed in Fortran 90, and is not supposed to require much computational

resources to run. On the other hand, the aim of the I3RC is to bring “together the most

advanced Radiative Transfer (RT) tools for cloudy atmospheres” [46]. The project is based

on two main RT methods: the Spherical Harmonic Discrete Ordinate Method (SHDOM)

of Evans [47] and the Monte Carlo (MC) method [48]. The I3RC is thought to be of higher

fidelity than the Fu-Liou, but it requires computational resources that may be too difficult

to obtain in the context of this thesis. Consequently, the Fu-Liou code will be used in this

research, as it requires fewer computational resources, and still provides RT values.

Using the Fu-Liou code, the radiative fluxes associated with the discretized profiles can

be computed and compared to the radiative fluxes at the same locations, as provided by

the CERES products. Indeed, the SYN1deg dataset presented above contains such values,

averaged over one hour, and with a 1°x 1° spatial resolution. The computed fluxes could

thus be averaged over this area in order to match this lower resolution, and thus enable the

comparison to existing values. This comparison should indicate whether or not the current

parameterization is suited for creating a global cloud profile dataset to be used in the con-

text of GCM cloud representation, or if more detailed, continuous profiles should be used.

This leads to the formulation of the following hypothesis:

Hypothesis #6: If the radiative fluxes values are computed by running the Fu-Liou RT code

on the global dataset obtained in this study, then the obtained radiative flux values will be

similar to the CERES ones.
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2.3 Chapter Summary

The problem and challenges that this research is attempting to address have been discussed

through a thorough review of the relevant concepts, methods and past studies. This led to

the formulation of several research questions and hypotheses. A synthesized view of the

mapping between the Research Questions formulated in Chapter 1 and the Hypotheses for-

mulated in this chapter are illustrated in Figure 2.2. The research questions to be answered

and hypotheses to be tested shape the approach taken in this work. The following chapter

details this approach, highlighting the relationship between its steps and the hypotheses

formulated in this chapter.

Figure 2.2: Mapping between Research Questions and Hypotheses
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CHAPTER 3

PROPOSED APPROACH

This chapter details the approach proposed to test the hypotheses formulated in the previous

chapter and address the research questions that motivate the present research.

3.1 General Approach

The proposed general approach is illustrated in Figure 3.1.

Figure 3.1: Proposed General Approach

This approach is based on what is called, for the purpose of this research, the “baseline”

model, which is the model developed by Huguenin et al. in [22].
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The first main step is to implement the improvements further detailed in Section 3.2

onto this baseline model. It is expected that this step will result in an improved predictive

model, and one that will allow to test Hypotheses #1, #2, #3 and #4, as defined in the

previous chapter.

The second main step consists in validating the obtained improved model at “off-track”

locations. This step will result in the construction of a 3D global dataset containing cloud

profiles, and will allow one to test Hypothesis #5.

The third and last main step consists in validating the model in the context of study,

by computing the radiative fluxes associated with the profiles and validating them against

the corresponding fluxes from the CERES dataset. It is expected that this step will re-

sult in the assessment of the constructed 3D global dataset in the context of GCMs cloud

representation, and will allow one to test Hypothesis #6.

The next sections discuss these three main steps in detail.

3.2 Step #1: Model Improvements

Figure 3.2 provides an overview of the approach to be undertaken to improve the baseline

model. The steps of this approach can be performed in parallel, as they all correspond to

a different type of improvement. For each step, the performance enhancement brought by

the changes to the model has to be assessed so that each hypothesis corresponding to this

step can be either validated or rejected.

3.2.1 Integration of the GEOPROF-RADAR dataset

The first step illustrated in Figure 3.2 corresponds to the integration of the GEOPROF-

RADAR dataset into the predictive model. First, the structuring algorithm developed in

previous efforts for processing and structuring the data has to be adapted to this dataset,

so that the data can be exploitable. Next, the Cloud Fraction profiles from the GEOPROF-

RADAR and LIDAR dataset have to be fused together in order to obtain one single vertical
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Figure 3.2: Approach for Model Improvement

Cloud Fraction feature taking into account information from both datasets. The resulting

Cloud Fraction profile will then be used as a target when training the predictive model. The

obtained predictive model will be assessed on “on-track” data, and such comparison will

help validate or reject Hypothesis #1.

3.2.2 Integration of upper-bands prediction in the model

The second step corresponds to the integration of upper-bands prediction in the model.

For this step, the model corresponding to each band has to be modified to account for the

values of the upper bands in the predictors of the band. The resulting models will then

be trained and validated against “on-track” data, and the obtained predictions will help

evaluate Hypothesis #2.
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3.2.3 Identification of independent atmospheric features

The third step consists in identifying the independent atmospheric features from the MERRA-

2 dataset. Principal Component Analysis will first be performed onto these features to

determine the principal components of these atmospheric variables, and the variables con-

tributing the most to the components with the greatest variation. Such variables will then

be used as the only atmospheric predictors (in addition to the non-atmospheric ones, such

as elevation or surface type) to train the model. The computational time necessary to train

the models will be assessed and the model validated, as a means to evaluate Hypothesis

#3.

3.2.4 Implementation of additional machine learning techniques

The fourth step of this approach will consist in implementing additional machine learning

techniques: Support Vector Machines and Random forests. Such methods will first be

implemented in Matlab, using the available toolboxes featured in this environment. These

methods will then be used to train and validate the predictive model. The results obtained

with each method will be compared to those obtained with decision trees. This will allow

for the validation or rejection of Hypothesis #4.

Once all steps have been performed, the changes which are found to effectively improve

the model performance will be implemented for good, resulting in an improved predictive

model.

3.3 Step #2: Off-track prediction

Figure 3.3 illustrates the steps to be taken in order to run the improved model obtained as a

result of Step #1 at “off-track” locations and analyze the resulting dataset.

This approach uses data from the MOD02 and MOD03 datasets, as detailed in Chapter

2. First, those datasets have to be processed and fused in order to extract the predictors
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Figure 3.3: Approach for off-track prediction

needed to run the model, and combine them in a common structure. The predictive model

is then trained on “on-track” locations and used to predict vertical profiles at “off-track”

locations. The obtained profiles are then analyzed to ensure that they are coherent when

compared to the training datasets. Some sample profiles are visualized, and the predicted

amount of cloud is computed. The profiles are then summed up in order to get one single

horizontal profile, and this profile is then compared to the MOD35 Cloud Mask. These

steps enable the validation or rejection of Hypothesis #5. If Hypothesis #5 is validated,

this main step will result in a 3D global dataset containing cloud information.

3.4 Step #3: Radiative fluxes validation

Figure 3.4 illustrates the approach taken to validate the model using radiative fluxes as a

mean to assess the resulting 3D global dataset developed in Step #2.
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Figure 3.4: Approach for Radiative fluxes validation

Hence, the steps of this approach are based on the 3D global dataset constructed as a

result of Step #2. First, the Fu-Liou radiative transfer code is implemented on the verti-

cal profiles obtained in the 3D global dataset. The output of the Fu-Liou represents the

radiative fluxes associated with these vertical profiles. These radiative flux values are then

compared to the corresponding values in the CERES dataset. Doing so allows one to assess

the performance of the models in terms of how accurately they represent radiative phenom-

ena. This eventually helps validate or reject Hypothesis #6.

Combined altogether, these steps form the general approach to be undertaken in this re-

search. Their implementation will allow one to validate or reject the hypotheses formulated

in Chapter 2 and will eventually contribute to the general objective of this research.

The following chapters describe the implementation of each of these steps in more

detail and further discuss the results they generate. A discussion regarding the validation

or rejection of the different hypotheses formulated as part of this research is also provided.
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CHAPTER 4

IMPROVING CLOUD VERTICAL PROFILE PREDICTIVE MODEL

This chapter details the steps taken for improving the baseline predictive model, following

the approach outlined in Chapter 3. The results generated will help test Hypotheses #1, #2,

#3 and #4.

4.1 Integration of GEOPROF-RADAR dataset

This step is meant to test Hypothesis #1 by developing a predictive model integrating data

from the GEOPROF-RADAR dataset.

4.1.1 Vertical profiles fusion

First, the structuring algorithm used for extracting the features of interest from the dif-

ferent datasets must be adapted to handle the GEOPROF-RADAR dataset. Because this

dataset comes from the same source as the ones already used in the baseline model, and

has the same format (HDF files), size and dimensionality (14 files per day, same number of

readings per file) [30] as the LIDAR dataset [25], adapting the algorithm is straightforward.

The information extracted from the RADAR dataset for the purpose of this thesis is the

feature representing the cloud vertical profile i.e. the Cloud Mask. All other useful infor-

mation, such as geolocation, is identical to the information brought by datasets already used

in the baseline model. The Cloud Mask indicates whether or not a cloud was accurately

detected by the satellite sensor. Its values range from -9 (detection error) to 40 (strong

probability of detection). The documentation [30] provides Table 4.1 for interpreting the

Cloud Mask values.

The documentation also indicates that for most applications using this dataset, Cloud

Mask values equal to 30 and 40 should be considered as indicative of the presence of cloud,
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Table 4.1: Cloud Mask values and corresponding interpretation [30]

Mask value Interpretation Estimated % of false detection
-9 Bad or missing radar data
5 Significant return power but likely

surface clutter
6-10 Very weak echo 44%
20 Weak echo 5%
30 Good echo 4.3%
40 Strong echo 0.6%

while other values should be indicative of the absence of cloud at the reading location. The

Cloud Mask feature can thus be considered as binary one, with 0 being assigned to values

below 30 and 1 to values equal to 30 or above.

Such discrete values have to be merged with the continuous Cloud Fraction values from

the LIDAR dataset. Indeed, the Cloud Fraction indicates the percent of cloud detected at

the reading location, thus ranging continuously from 0 to 100. In [22], the Cloud Fraction

vertical profile was discretized and split into 10 bands. Vertical readings were averaged

over each band, and the average was compared to a certain condition (equal to 20) in order

to determine whether or not the amount of cloud in the band was significant enough to be

represented in the model. Here, the same condition (adapted to the scale) is applied to the

binary Cloud Mask data. The Cloud Mask and Cloud Fraction are thus transformed into two

10-band binary vertical profiles. These two profiles are then superimposed in order to get a

single vertical profile, containing information from both the LIDAR and RADAR datasets.

The superimposition is achieved by assigning 0 to locations at which the binary Cloud Mask

and Cloud Fraction are both equal to 0. Thus, if at one location the Cloud Mask is indicative

of a cloud, but not the Cloud Fraction, then the location will be considered as cloudy in the

profile generated by the superimposition. Table 4.2 shows the percent of cloud present in

the vertical profiles of February 25, 2011, which is the day that has provided validation data

for the models. Adding the RADAR data thus significantly increases the amount of cloud
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detected: for the example in Table 4.2, about 5% of locations were wrongly indicative of

cloud absence when only considering the LIDAR information. Also, if only the RADAR

data would be considered, then about 5% of locations would also be wrongly indicative

of cloud absence. Combining the LIDAR and RADAR data thus increases the amount of

cloud in the profiles when compared to each dataset without combination.

Table 4.2: Cloud Percent in vertical profile over one day (Feb 25, 2011)

Profile Cloud percentage
Profile with LIDAR data 13.12 %
Profile with RADAR data 13.24 %
Profile with LIDAR and RADAR data 18.13 %

Figures 4.1, 4.2 and 4.3 show the vertical profiles on the same sample set of locations,

obtained respectively with the LIDAR dataset, the RADAR dataset and the combination of

LIDAR and RADAR by superimposition. These sample profiles show that the additional

cloud information brought by the RADAR dataset is mostly located in the lower part of the

profile.

Figure 4.1: Vertical profile sample with LIDAR data

Indeed, as shown in Table 4.3, adding cloud data from the GEOPROF-RADAR dataset

brings significant change to the profile starting around bands 5-6. As the RADAR sensor

is more accurate for lower-altitude clouds than the LIDAR sensor, it detects more clouds in

the lower bands, and thus produces a more accurate profile.
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Figure 4.2: Vertical profile sample with RADAR data

Figure 4.3: Vertical profile sample with LIDAR and RADAR data

Table 4.3: Cloud Percent in each band of vertical profile over one day (Feb 25, 2011)

Band Cloud percentage for
profile with LIDAR
data

Cloud percentage for
profile with RADAR
data

Cloud percentage for
profile with LIDAR and
RADAR data

1 0.26% 0 % 0.26 %
2 6.24% 0.19% 6.25 %
3 9.29% 1.85% 9.32 %
4 10.69% 5.11% 11.05 %
5 14.34% 9.56% 15.83 %
6 16.61% 14.21% 19.51 %
7 18.68% 20.83% 24.46 %
8 17.33% 23.57% 26.50 %
9 16.96% 28.32% 32.04 %
10 20.76% 28.79% 37.93 %

4.1.2 Model training and validation

As in the previous works by Huguenin et al. [22], the predictive models associated with

each band are trained using decision trees. The predictors are the same as the ones used in
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[22], and the training and validation features are the combined binary profiles, computed

over 3 days (February 22 to 24, 2011) for the training set and the 4th day (February 25,

2011) for the validation set.

Matthew’s Correlation Coefficient (MCC) is then computed for each band model on the

validation set, and compared to the MCCs obtained with the baseline model. These scores

are presented in Table 4.4.

Table 4.4: MCC scores obtained for each altitude band with LIDAR profile and LIDAR
and RADAR combined profile

Band MCC for LIDAR
profile

MCC for com-
bined profile

Percentage of
change

High altitude 1 -0.0029 -0.0027 -6.9%
2 0.4944 0.5056 +2.27%
3 0.4922 0.4826 - 1.95%
4 0.4333 0.4731 +9.19%
5 0.4089 0.4183 +2.3%
6 0.4210 0.4506 +7.03%
7 0.3198 0.4566 +42.78%
8 0.2329 0.4158 +78.53%
9 0.2200 0.3719 +69.05%

Low altitude 10 0.2821 0.4437 +57.28%

These results show that the model performance is enhanced for all bands (except the

third band). Nevertheless, the performance degradation for band 3 is less than 2%, while

for most other bands the performance is significantly improved, up to 57% for the last band.

This performance improvement is increasingly significant from band 6, going downwards.

Thus, using data with a higher accuracy for the lower bands leads to a significantly better

prediction performance for these bands.

Another observation on the results is that the MCC for the first band is still very low,

close to 0. This is due to the fact that there rarely are any clouds in the first, top band. As

shown in Table 4.3, the cloud percentage is about 0.26% in the band. The cloud profile for

this band thus has a very low number of positive values. This has an impact on the MCC
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for this band, due to the fact that its computation (Equation 4.1) involves the number of

true positives and false negatives as factors:

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FN)(TP + FP )(TN + FP )(TN + FN)
(4.1)

From this expression, if the total number of positives in the validation set is very low, then

the number of true positives and false negatives will be very low as well, and the MCC

will consequently be close to zero. The MCC is thus not a good performance measure

for the top band of the model. Instead, the accuracy can be used for assessing the model

performance for this altitude band (Equation 4.2):

ACC =
TP + TN

TP + TN + FP + FN
(4.2)

As shown in Table 4.5, the accuracy for the top band is already almost equal to 1 with

the baseline model, using only the LIDAR profile. As there are rarely any clouds in the

profile (see Table 4.3), it is not difficult for the model to predict the absence of cloud in the

band. As the RADAR data does not bring any significant change to the vertical profile for

the top band (Table 4.3), the predictive model produces results with a similar accuracy.

Table 4.5: Accuracy obtained for the top altitude band with LIDAR profile and LIDAR and
RADAR combined profile

Accuracy for LIDAR profile 0.9941
Accuracy for combined profile 0.9946

The addition of RADAR data to the model thus does not impact the model performance

for the top band. In the next sections, the model performance for the top band will be

measured using accuracy rather than MCC.

The results from the model training and validation, as discussed in this section, thus

validate Hypothesis #1: the predictive model is improved by integrating cloud vertical
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data from the GEO-PROF RADAR dataset.

4.2 Integration of upper-band prediction

This step is meant to test Hypothesis #2 by taking into account information about the

presence of clouds within upper bands when predicting lower bands values.

As discussed, the baseline model developed in [22] is composed of 10 independent sub-

models, each associated with one band, in order to model several superimposed layers of

clouds, as pictured in 4.4. However, in reality, cloud layers are not independent from each

other, as superimposed layers may have an effect on several features, such as radiances or

atmospheric features, which are used as predictors in the built predictive model.

Figure 4.4: Example of vertical profile discretized in 10 bands

In order to alleviate the independence of the band models, the values associated with

upper bands can be taken into account when predicting cloud profiles in lower-altitude

bands. For example, the value in band 5 is predicted with the currently-used predictors,

as well as the values obtained in bands 2, 3 and 4. Band 1 is voluntarily omitted, as the

very low quantity of cloud in the band would not bring much information to the models

associated with lower bands.
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The following solution is implemented onto the baseline model: the predictors matrix

is modified for each band, so that it takes into account the values of the bands above. Then,

the resulting model is trained, similar to the baseline model, using decision trees. The

validation is performed over the same profile as before (February 25, 2011). The MCC is

computed for each band, and compared to the ones obtained with the baseline model, as

presented in Table 4.6.

Table 4.6: MCC scores obtained for each altitude band with baseline model and with model
including upper-band prediction

Band MCC for basis model MCC with upper band prediction Percentage of change
2 0.4944 0.4944 0%
3 0.4922 0.4696 -4.59%
4 0.4333 0.4110 -5.15%
5 0.4089 0.3812 -6.77%
6 0.4210 0.4018 -4.56%
7 0.3198 0.3045 -4.78%
8 0.2329 0.2434 +4.51%
9 0.2200 0.1971 -10.41%
10 0.2821 0.2570 -8.90%

For most bands, the performance is slightly lower than the one obtained with the base-

line model. There is only improvement for the 8th band, and this improvement is not

significant. This solution is thus inefficient at improving the predictive capability of the

model. The same data was also used with Random Forests in lieu of Decision Trees, as

discussed later in this chapter. The use of Random Forests did not lead to any performance

improvement either. For these two techniques, although the performance for the top bands

is good, it is not high enough for the predictions to be good predictors for the lower bands.

Therefore, the proposed solution is not suitable for this specific application, and will

consequently not be implemented in the improved model. These results provide ground for

rejecting Hypothesis #2.
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4.3 Identification of influential atmospheric features

This step is meant to test Hypothesis #3 and consists in performing Principal Component

Analysis (PCA) on the MERRA-2 dataset in order to identify independent atmospheric

features.

4.3.1 PCA implementation on MERRA-2 dataset

When developing the baseline model [22], a correlation study of the atmospheric variables

contained in the MERRA-2 dataset was performed in order to remove dependent features

from the list of predictors, as unnecessary predictors impede on the model’s performance

and computational time to train. Through this study [22], relationships between the atmo-

spheric features were identified visually. This allowed for the identification of 18 dependent

features, which consequently led to a reduction in the number of atmospheric predictors

from 47 to 29.

However, this study did not allow for the identification of non-visual relationships. A

more thorough analysis, one that leverages Principal Component Analysis (PCA), can be

performed in order to identify such relationships. PCA extracts the important information

from the inter-correlated variables, and represents it as a set of new orthogonal variables

called principal components, and which are ordered so that the first few retain most of

the variation present in all of the original variables [49]. This method is performed here

on the MERRA-2 dataset [28] used in [22], which brings the atmospheric features to the

predictive model.

PCA is implemented using the pca function available in Matlab 2017 [50]. This func-

tion returns the principal components (PCs) corresponding to the input dataset, as well as

the associated variation of each PC. The PCs are expressed in terms of the atmospheric

features of the dataset, so the contribution of each feature to each of the 47 principal com-

ponents is known.
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Because the intent is to identify the “most independent” atmospheric features in the

MERRA-2 dataset, the total contribution of each feature to the variables of each PC needs

to be computed. The total contribution of a feature is defined as follows:

TC =
∑
i

|variance of PC i| ∗ (contribution of feature to component i) (4.3)

Once the total contributions are computed for all features, they can be ordered from

the most to the least “influential” on the dataset. The ranking of the first 30 features is

presented in Table 4.7.

From this ranking, the most influential features are the ones associated with pressure

data, followed by those associated with temperature and then wind. The features can then

be used as predictors in the cloud profile predictive model, according to their importance.

4.3.2 Model training and validation

Following the ranking established in the previous section, the model is trained using differ-

ent numbers of predictors: 8, 12, 16, 20, 24 and 30 most influential features. The different

models obtained are then validated against the same dataset as before. The resulting MCC

scores for each band of the model are presented in Tables 4.8 and 4.9, and plotted in Figure

4.5.

From Figure 4.5, it appears that no ideal number of predictors stands out for all bands:

the number of predictors maximizing the MCC for one band may minimize the MCC of

another band, or at least not bring the best score. The number of atmospheric predictors

thus cannot be set to the same value for all bands.

However, several groups of bands can be identified:

- The top bands (1 to 3) show a better performance for about 24 predictors

- The middle bands (4 to 7) perform better for a low number of predictors

- The bottom bands (8 to 10) perform better with a greater number of predictors
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Table 4.7: Ranking of the first 30 atmospheric features by contribution to the PCs

Rank Atmospheric Feature
1 Cloud Top Pressure (CLDPRS)
2 Tropopause Pressure based on blended estimate (TROPPB)
3 Tropopause Pressure based on thermal estimate (TROPPT)
4 Planetary Boundary Layer top pressure (PBLTOP)
5 Surface pressure (PS)
6 Sea level pressure (SLP)
7 Height at 250 hPa (H250)
8 Height at 500 hPa (H500)
9 Lifting condensation level (ZLCL)

10 Height at 850 hPa (H850)
11 Height at 1000 hPa (H1000)
12 Total column ozone (TO3)
13 Cloud Top Temperature (CLDTMP)
14 Surface skin temperature (TS)
15 2-meter air temperature (T2M)
16 10-meter air temperature (T10M)
17 Total precipitable water vapor (TQV)
18 Dew point temperature at 2 m (T2MDEW)
19 Wet bulb temperature at 2 m (T2MWET)
20 Air temperature at 850 hPa (T850)
21 Air temperature at 500 hPa (T500)
22 Tropopause temperature using blended TROPP estimate (TROPT)
23 Air temperature at 250 hPa (T250)
24 Eastward wind at 250 hPa (U250)
25 Eastward wind at 500 hPa (U500)
26 Eastward wind at 850 hPa (U850)
27 Northward wind at 250 hPa (V250)
28 Eastward wind at 50 meters (U50M)
29 10-meter Eastward wind (U10M)
30 2-meter Eastward wind(U2M)
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Figure 4.5: Evolution of MCC with the number of atmospheric predictors for each band of
the model

Following this observation, the number of atmospheric predictors for each band can be

chosen accordingly, as presented in Table 4.10.

Thus, the number of atmospheric features used as predictors can be reduced for the top and

middle bands, as compared to previous works. These features are selected thanks to PCA,

which validates Hypothesis #3: if the number of predictors from the MERRA-2 dataset

is reduced using Principal Component Analysis, the model predictive performance will be

improved.

4.4 Implementation of additional training techniques

This step is meant to test Hypothesis #4 and consists in implementing additional techniques

to train the cloud profile predictive model.

In [22], classification decisions trees were used and proved efficient when compared
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Table 4.10: Chosen number of atmospheric predictors for each band of the model

Band Chosen number of atmospheric predictors
1 24
2 24
3 24
4 8
5 8
6 8
7 8
8 24
9 24

10 24

to classification neural networks. However, as outlined in Chapter 2, other methods are

specifically built for such classification problems. Among these methods, Kernel methods

(more specifically Support Vector Machines) and Random forests have been identified as

promising training techniques.

In this section, both methods are implemented to train the model and evaluated.

4.4.1 Support Vector Machines

The Matlab pre-implemented functions fitcsvm and predict are used for the implementation

of SVMs.

For this application, SVMs proved very slow to train: it took several hours for training

only one machine, i.e. obtaining a model for one single band. Additionally, the perfor-

mance obtained was very low, as the MCCs were very close to 0 for all bands. This result

is quite surprising, as SVMs were thought to be a well-suited training techniques for this

application. Their very low performance may be due to the computing environment in

which the predictive models are run. Indeed, the models are implemented and trained us-

ing Matlab, which was chosen for its user-friendliness and is used as a standard in the

research community and in particular by the NASA Langley Research Center, who intro-

duced the research objective for this thesis. However, as can be hinted by the high time of
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training, it appears that Matlab is not performing well at training the models using SVMs.

This could come from the fact that SVMs have a very low speed of learning with respect

to the number of predictors and samples [32], and they are trained here on a high number

of predictors and samples. Using an environment with a better computational speed (e.g.

Python) in future efforts could thus lead to different results, most likely better than the ones

obtained with Matlab.

For the scope of this research, SVMs are not considered as a suitable training technique

for this specific problem with the environment used, and will not be implemented in the

final improved model.

4.4.2 Random Forests

A Random Forest is a set of multiple decision trees trained on random subsets of the model

predictors. They tend to correct the decision trees tendency to overfit to the training set,

and are thus expected to provide better results than the ones obtained with one decision

tree, i.e. with the baseline model.

Matlab toolboxes and pre-implemented functions are also used for implementing them:

the TreeBagger tool in particular, is used for building the forests. The model is trained for

different forest sizes, i.e. different numbers of trees in the forest, in order to determine an

optimal size for the forest in terms of predictive performance and computational time. The

results obtained are presented in Table 4.11, compared to the baseline results in Table 4.12,

and plotted in Figure 4.6.

From Figure 4.6 and Table 4.12, the use of Random Forests for training the model leads

to a significant improvement for all bands of the model. It can be noted that there is a high

evolution of the performance between 1 and 20 trees in the random forest, while the perfor-

mance is almost stagnating between 20 and 50 trees. As the computational time of training

the model is directly linked to the size of the forest, and the performance improvement is

not significant beyond 20 trees in the forest, the forest size should be set to 20 in order to
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Table 4.11: MCC scores obtained for each band with different forest sizes

Band

Forest
size 1 tree (Baseline model) 5 trees 10 trees 20 trees 50 trees

2 0.4944 0.5530 0.5254 0.5483 0.5700
3 0.4922 0.5667 0.5823 0.5955 0.6175
4 0.4333 0.5059 0.5202 0.5492 0.5557
5 0.4089 0.4543 0.4612 0.4729 0.4642
6 0.4210 0.5041 0.5269 0.5537 0.5636
7 0.3198 0.4360 0.4205 0.4257 0.4580
8 0.2329 0.2974 0.3239 0.3528 0.3585
9 0.2200 0.2563 0.2962 0.3176 0.3036
10 0.2821 0.3466 0.3729 0.3833 0.3968

maximize performance while limiting computing cost.

From these observations, Random Forests have proved to be very efficient at enhancing

the performance of the predictive model, when compared to the baseline model. This

provides ground for validating Hypothesis #4: if Random Forests are used for training

the model, the model performance will be improved. The Kernel methods are no longer

considered in this hypothesis, when compared to its initial formulation provided in Chapter

2.

4.5 Improved model

The previous sections have supported the validation or rejection the first four hypotheses

defined in Chapter 2:

• Hypothesis #1 is validated: If cloud vertical data from the GEOPROF-RADAR

dataset is fused with the existing datasets, then the performance of the predictive

model at lower-altitude bands is improved.

• Hypothesis #2 is rejected: If the predicted values of higher-altitude bands are taken

into account when predicting lower-altitude bands, then the predictive model(s) for
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Table 4.12: Percentages of change in MCCs obtained for each band with different forest
sizes, as compared to baseline model

Band

Forest
size 5 trees 10 trees 20 trees 50 trees

2 11.87 6.29 10.92 15.31
3 15.15 18.32 20.99 25.45
4 16.75 20.04 26.75 28.24
5 11.11 12.81 15.66 13.54
6 19.74 25.18 31.54 33.88
7 36.36 31.49 33.14 43.24
8 27.68 39.08 51.47 53.90
9 16.52 34.62 44.38 37.99
10 22.89 32.22 35.88 40.68

these bands are not improved.

• Hypothesis #3 is validated: If the number of predictors from the MERRA-2 dataset is

reduced using Principal Component Analysis, then the model predictive performance

is improved.

• Hypothesis #4 is validated: If Random forests are used for training the model, the

model performance is improved.

Following these results, an improved predictive model can be built, synthesizing the

methods that contributed to enhancing the model’s performance. The final predictive model

is thus composed of the baseline model, to which the following improvements are added:

• Integrating GEO-PROF RADAR data to the lower bands of the model

• Using 3 different groups of atmospheric predictors:

- 24 atmospheric predictors for bands 1 to 3

- 8 atmospheric predictors for bands 4 to 7

- 24 atmospheric predictors for bands 8 to 10

• Training the model using a Random Forest of 20 trees
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Figure 4.6: Evolution of MCC with forest size for each band of the model

This improved model is validated against the same dataset previously used for valida-

tion, and the resulting scores are compared to the ones obtained with the baseline model,

as shown in Table 4.13.

As stated in section 5.1, the MCC is not a good performance measure for the top band,

because of cloud scarcity in the band, and thus scarcity of positive points. The accuracy is

used for measuring the performance in the top band, and is presented in Table 4.14.

From the results featured in Tables 4.13 and 4.14, the performance is improved for all

bands when compared to the baseline model. Additionally, the performance obtained by

combining the different changes made to the model is superior to the performance obtained

with any single change made to the model taken individually, as presented in the previous

sections. Figures 4.7 and 4.8 contrast a sample real profile and the corresponding one pre-

dicted by the improved model. Figures 4.9 and 4.10 illustrate the prediction performance

improvement between the two models.

The work detailed in this chapter has thus led to the development of an improved pre-

dictive model, and provided answers to Research Questions #1 and #2. The improved

predictive model will be used in the next steps, in order to investigate Research Questions
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Table 4.13: MCC scores obtained for each altitude band with basis model and with im-
proved model

Band MCC for baseline
model

MCC for im-
proved model

Percentage of
change between
baseline and
improved models

2 0.4944 0.5857 18.47%
3 0.4922 0.5674 15.28%
4 0.4333 0.5594 29.10%
5 0.4089 0.5203 27.24%
6 0.4210 0.5750 36.58%
7 0.3198 0.5657 76.89%
8 0.2329 0.5372 130.7%
9 0.2200 0.5278 139.9%
10 0.2821 0.5570 97.44%

Table 4.14: Accuracy obtained for the top altitude band with the baseline model and with
the improved model

Accuracy with baseline model 0.9941
Accuracy with improved model 0.9971

#3 and #4 and the corresponding Hypotheses #5 and #6.
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Figure 4.7: Real profile

Figure 4.8: Predicted profile with improved model

Figure 4.9: Performance visualization of baseline model

Figure 4.10: Performance visualization of improved model
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CHAPTER 5

OFF-TRACK PREDICTION

This chapter details the steps taken for implementing the model developed in Chapter 4 at

off-track locations, following the approach outlined in Chapter 3. The results obtained will

help validate (or reject) Hypothesis #5.

The main goal of this step is to construct a 3D Global dataset containing cloud vertical

profiles at off-track locations, using the improved predictive model developed in Step #1

of the proposed approach. For this purpose, predictors have to be extracted from the new

datasets (MOD02 and MOD03), so that the model can then be performed on these predic-

tors. The resulting profiles will then be analyzed, in order to check the consistency of the

3D global dataset constructed with these profiles when compared to existing cloud profile

datasets. Last, horizontal validation of the computed profiles against the MOD35 Cloud

Mask feature will be performed, in order to further assess the coherence of the computed

dataset when compared to another existing one.

5.1 Datasets

The datasets identified in Chapter 2 as potential providers for the needed predictors at

off-track locations are the MOD02 [37, 38] and the MOD03 [39] datasets, as well as the

MERRA-2 [28] dataset.

Indeed, the LAADS datasets (MOD02, MOD03) and the MERRA-2 dataset contain the

predictors needed for running the predictive model, as stated in Chapter 2 (see Table 2.2).

The LAADS datasets contain data with a 1 km2 resolution, similar to the previous

datasets that were used for training the model. However, it contains observations spread

out on more than 2,000 kilometers cross-track, while the previous datasets only contained

one observation per reading. As shown in Figures 5.1 and 5.2, there is much more data
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available in the LAADS datasets, due to the fact that the observations are also available for

off-track locations.

Figure 5.1: Training data available Figure 5.2: MOD02 and MOD03 data avail-
able

As shown in Table 5.1, the datasets required to construct the 3D dataset have very

different formats and resolutions when compared to the datasets that were used to train and

validate the predictive model in Step #1.

Table 5.1: Datasets specifications
Datasets used in
Step 1

MOD02 and
MOD03

MERRA-2

File format HDF HDF NC4
Spatial resolution 1 km2 1 km2 1/2° lat x 2/3 °

long (about 4,000
km2)

Number of obser-
vations per read-
ing

1 1355 360x180

Temporal resolu-
tion

14 files/day 288 files/day
(roughly one file per
5 minutes of data
acquisition)

24 files/day

Data size about 40 MB/day about 34 GB/day about 500MB/-
day

A solution for adapting the MERRA-2 atmospheric features to the higher resolution

of the other training datasets has been developed by Huguenin et al. [22], so that the

atmospheric features could be merged with other predictors in a common matrix of predic-

tors. The main challenge in terms of data processing is to adapt the MOD02 and MOD03
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datasets to match the format of the datasets used for training. Consequently, the data fusion

algorithm previously developed in [22] has to be adapted.

5.2 Data Fusion

The aim of the Data Fusion (DF) algorithm is to create a single set of predictors to be used

as an input to the predictive model, by extracting the features of interest from the different

datasets, and adapting them to the highest resolution. It has been first developed by Ngo

[21] and enhanced by Huguenin et al. in [22].

Here, the first change that has to be made to the DF algorithm is to adapt it to handle

3-dimensional datasets, as each feature has several observations for each reading (see Table

5.1). In previous works, the datasets were 2-dimensional has they contained only one obser-

vation per reading. Switching from a 2-dimensional structure to a 3-dimensional structure

does not cause much difficulty in terms of coding, but does increase the computational time

and memory use.

Similar to what was done in [22], features from the MERRA-2 dataset are fused with

the new datasets by taking the “closest atmospheric condition” to each observation.

As the radiances in the MOD02 dataset are captured from different angles over the

cross-track width, the values have to be corrected according to the capturing angle. The

documentation on the MOD02 [38] implies that this correction has already been performed,

and that the only correction that remains to be performed is the one using radiance scales

and offsets, which are given in the MOD02 dataset. The access to the code for performing

this correction is given in Appendix A.

Finally, the input features are resampled on the along-track and on the cross-track axes,

in order to limit computational time and memory use. Indeed, computing the full-resolution

profiles led to a memory error in Matlab. In order to obtain a dataset with locations equally

spread out, and still with a high resolution, the locations are resampled and one out of five

is kept. The resulting resolution is about 5 km on the along-track axis, and about 5 km on
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the cross-track axis.

The output of the DF algorithm applied to the MOD02, MOD03 and MERRA-2 datasets

is thus a single set of predictors at off-track locations, equivalent to one day of data acqui-

sition (February 25, 2011).

5.3 Training and Prediction

Once the global set of predictors is built, the predictive models are trained on the on-track

data, similar to what was done in Step #1. The predictive models are thus not trained on the

off-track data, but only used to predict the cloud profiles at these locations for the purpose

of validating the profiles at off-track locations.

The predictive models are then run using the set of predictors at off-track locations as

input to the models. The output of the models is thus the cloud presence in each band of

the vertical profile at off-track locations. Combining these outputs leads to a 3-dimensional

dataset representing the predicted vertical cloud scene at both on- and off-track locations,

for one day of data acquisition.

5.4 Analysis of dataset coherence

Once the 3D global dataset containing the vertical profiles is built, those profiles have to

be analyzed in order to assess their coherence, i.e. their consistency with existing profiles.

As stated in Chapter 2, the profiles cannot be validated against an existing dataset of ver-

tical profiles, as the only available datasets do not have the required resolution for direct

comparison with the dataset built in this work. Consequently, the computed dataset cannot

be validated in the strict sense, but the consistency of the profiles can still be checked in

several ways, in order to ensure that the computed profiles “look like” clouds.

First, the amount of cloud in each band predicted by the model can be compared to the

amount of cloud in existing profiles, with the same conditions, i.e. for the same day of

acquisition. Table 5.2 shows the percent of cloud present in each band, for the on-track,
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available profiles taken from the GEOPROF-LIDAR and RADAR datasets as detailed in

Chapter 4, and for the off-track computed profiles.

Table 5.2: Cloud Percent in each band of vertical profile over one day (Feb 25 2011)

Band Cloud percentage for on-track
profiles (from GEOPROF-
LIDAR and RADAR)

Cloud percentage for on and off-
track computed profiles

1 0.26 % 0 %
2 6.25 % 4.02 %
3 9.32 % 6.56 %
4 11.05 % 8.2 %
5 15.83 % 13.46 %
6 19.51 % 15.52 %
7 24.46 % 17.61 %
8 26.50 % 13.94 %
9 32.04 % 13.84 %
10 37.93 % 35.27%

On the whole, the cloud presence percentages in each band for the predicted profiles

are of the same magnitude order as the percentages for the actual on-track profiles. It can

be noted that the predicted profiles percentage is lower than the on-track percentage for all

bands, and especially for bands 8 and 9. However, these figures do not allow for direct

comparison, as the amount of data is not the same: there are a lot more target locations

for predicted profiles than there are for actual on-track ones. Additionally, the conditions

(atmospheric, surface type) may vary slightly on the cross-track width, leading to changes

in the predicted cloud profiles. The cloud percentages thus only indicate that the models

predict a coherent amount of cloud presence.

Another way to check the coherence of the computed dataset is to visualize the com-

puted profiles. Figure 5.3 illustrates a sample of the computed 3-dimensional profiles.

From this sample, one can notice that the cloud presence indicators are aggregated, like

the 2D cloud scenes shown in Chapter 4, and not randomly spaced out. The visual shape

of the computed 3D cloud scene is thus coherent.

68



Figure 5.3: Example of computed 3D cloud scene

5.5 Horizontal validation with MOD35 Cloud Mask

As stated earlier, the strict validation of the computed 3D profiles is not possible, as there is

no available dataset containing vertical profiles at the same locations. Hence, for validation

purposes, the profiles have to be transformed to a quantity that can be compared to existing

datasets.

5.5.1 Data processing and fusion

One solution is horizontal validation: unlike vertical information, horizontal cloud informa-

tion is available on a global scale. Indeed, the MOD35 dataset [40] contains the horizontal

“Cloud Mask”, which describes the horizontal cloud cover. For example, at a given point,

i.e. at given latitude and longitude, the horizontal Cloud Mask indicates whether a satel-

lite detects cloud at the given location. The altitude is thus not taken into account in the

horizontal Cloud Mask.

In order to get the horizontal Cloud Mask from the computed 3D dataset, the ten profiles

69



associated with each of the 10 cloud bands have to be summed up, in order to get one

single profile. The profiles are superimposed in the following way: at each location, if

there is cloud present in at least one of the ten bands, then cloud is considered present in

the horizontal Cloud Mask at this location. The computed horizontal Cloud Mask can then

be compared to the Cloud Mask feature from the MOD35 dataset.

The MOD35 dataset is, just as as MOD02 and MOD03, a dataset from the LAADS

distribution. It thus contains information available at the same locations as MOD02 and

MOD03, with the same format and temporal and spatial resolutions. The horizontal Cloud

Mask is retrieved by an algorithm using a series of visible and infrared threshold on ra-

diances, and can only be computed using radiometrically accurate radiances [40]. Conse-

quently, there may be holes in the MOD35 Cloud Mask.

However, for the validation day used in this work (February 25th, 2011), only a number

of radiances could be exploited at the locations, leading to fewer Cloud Mask values being

available. Indeed, only 161 files were available as opposed to the 288 if all radiances

were exploitable. The MOD35 Cloud Mask is thus available at fewer locations than the

computed horizontal Cloud Mask. For the purpose of comparing the two Cloud Masks,

only locations at which the two masks are available will be considered.

The MOD35 Cloud Mask can take four different binary values, which are presented in

Table 5.3. These binary values have to be retrieved from the raw dataset using an additional

algorithm, given in the annex of [51].

Table 5.3: MOD35 Cloud Mask values

Binary value Corresponding aspect Corresponding value in trans-
formed horizontal profile

00 Cloudy 1
01 Probably cloudy 1
10 Probably clear 0
11 Confidently clear 0

This binary values are then transformed into 0s and 1s as indicated in Table 5.3, in
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order to obtain a transformed profile with values matching those of the summed predicted

profiles. This data processing step leads to two horizontal profiles, containing only 0s

and 1s, one obtained with the summed computed profiles, and the other obtained with the

MOD35 Cloud Mask.

5.5.2 Cloud Mask comparison

The two horizontal profiles can then be compared using the same metrics as in the previous

part of this work. Matthews Correlation Coefficient (MCC) obtained for this location is

equivalent to 0.3557. This score is lower than the one obtained by comparing the computed

profiles to real, vertical on-track data, as the profiles had an MCC of around 0.5 (Chapter

4). This might be due to the fact that the Cloud Mask from MOD35 is not real retrieved

data, but the output of a radiance-based model.

Samples of the predicted horizontal Cloud Mask and the MOD35 one can be visualized

at the same locations, and the prediction performance can also be visualized by superim-

posing these profiles. Figures 5.4 and 5.5 show the predicted cloud mask and the MOD35

cloud mask, respectively, on the same sample horizontal profile. Figure 5.6 shows the

prediction performance of the model when compared to the MOD35 Cloud Mask.

As can be seen in Figure 5.6, the general shape of the horizontal Cloud Mask is re-

trieved: the variations between the two profiles mostly take place at the limits of cloud

presence. The model performance is also quite even across the track, as seen in Figure 5.7.

The performance does not decrease as the locations get further from the track, as was the

case for other models (see description of the work from Barker et al. in Chapter 1).

The greatest part of the wrong predictions (more than 90%) is made up of False Neg-

atives, i.e. the locations at which the predicted horizontal Cloud Mask is not cloudy while

the MOD35 Cloud Mask is. The predicted profiles thus tend to feature fewer clouds than

the MOD35 ones. However, since the computed profiles are compared to profiles generated

using another model, the model performance studied here is relative, and not absolute, as
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Figure 5.4: Sample predicted Cloud Mask

Figure 5.5: Sample Cloud Mask from MOD35

was the case in Step 1. The validity of this performance assessment thus depends on the

quality of the MOD35 horizontal profiles.

This can be illustrated by the influence of the “probably cloudy” and “probably clear”

zones in the MOD35 Cloud Mask. Indeed, as shown in Table 5.3, the MOD35 Cloud
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Figure 5.6: Prediction performance visualization

Mask contains not only strictly cloudy and clear locations, but also “probably cloudy” or

“probably clear” locations. In our analysis, we have considered that “probably cloudy”

corresponded to cloudy, and “probably clear” to clear. However, depending on the quality

of the MOD35 profiles, it is possible that “probably cloudy” locations are actually clear,

or the other way round. Since the predicted profiles tend to feature fewer cloudy locations,

performing the same comparison but this time considering that “probably cloudy” locations

are actually clear should provide better results. Only the strictly cloudy locations will

be considered as cloud for comparison with the computed profiles, which means that the

MOD35 profiles will have fewer clouds, just as the computed ones.

With this method, the obtained MCC is 0.4397, which corresponds to a rise in about

23% when compared to the MCC from the previous comparison. The number of False

Negatives is significantly reduced (by more than 20%), and the performance visualization

on a similar cloud scene shows noticeable improvement, as seen in Figure 5.8.

This example thus further reinforces the fact that the method used for assessing the

performance of the predictive model developed in this work is relative to the quality of the

MOD35 horizontal profiles.
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Figure 5.7: Error repartition across the track

Figure 5.8: Prediction performance visualization with strictly cloudy MOD35 Cloud Mask

Altogether with the consistency check of the profiles presented earlier, the horizontal

validation of the computed profiles helps validate Hypothesis #5 formulated in Chapter
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2: if the improved predictive model is implemented at off-track locations with adequate

predictors, then a coherent global 3D cloud field dataset is generated.

5.6 Chapter conclusion

The cloud presence percentage and the computed cloud scene visualization thus help check

the coherence of the computed 3-dimensional dataset. The horizontal validation against the

MOD35 Cloud Mask provides a relative assessment of the computed datasets as compared

to another existing model. The computed profiles are thus generally consistent with the

MOD35 Cloud Mask. The work detailed in this chapter has thus led to the construction

of a 3D global dataset, containing data for both on and off-track locations, and provided

answers to Research Questions #3 through the validation of Hypothesis #5.

Since the horizontal validation of the predictive model performed in this section is

relative, and thus does not provide an independent, absolute assessment of the model, addi-

tional validation and comparison to other values is required in order to ensure the validity

of the model. For this purpose, the 3D cloud profile dataset constructed in this chapter will

be used in the next step of this work, in order to investigate Research Question #4 and

the corresponding Hypothesis #6, and provide an adequate, in-context validation of the

computed profiles.
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CHAPTER 6

RADIATIVE FLUXES VALIDATION

This chapter details the steps taken to perform the in-context validation of the computed

3D profiles, following the approach outlined in Chapter 3. The results obtained will help

validate (or reject) Hypothesis #6.

As mentioned in Chapter 2, the chosen Radiative Transfer code for validating the 3D

profiles is the Fu-Liou model [43, 44],due to its accuracy and the fact that it does not require

much computational resources to run. In order to run the Fu-Liou on the computed profiles,

the environment for running Fu-Liou must first be set, and the different inputs needed to

run the code must be identified and obtained from the computed profiles. Once this is done,

the code can be run on the computed profiles, and the associated radiative fluxes obtained.

6.1 Fu-Liou Environment setting

The Fu-Liou code can be downloaded from the CERES/ARM Validation Experiment (CAVE)

website [52]. It contains all the needed libraries, an example input file as well as a User’s

Manual [53].

The Fu-Liou code is written in Fortran, thus a Fortran compiler is needed to run it.

The compiler used in the User’s Manual provided with the code mentions gfortran as the

compiler used by the Fu-Liou developers for running the provided examples. gfortran

is the name of the GNU Fortran project [54], which aims at developing a free Fortran

95/2003/2008 compiler for the GNU Compiler Collection, available on Linux distributions.

For this work, the Fu-Liou code is thus run on a Ubuntu distribution.

To date, the latest release of gfortran is gfortran 9, which is still in development. How-

ever, as confirmed by Fred Rose, the author of the User’s Manual, contacted for the purpose

of this work, the Fu-Liou code can only be run with versions of gfortran anterior to 6.3.
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Consequently gfortran-6 is installed on the machine.

Once this environment is set up, the example provided is tested to ensure that the results

obtained match the ones provided in the User’s Manual. For this, the local environment first

has to be set up to compile F90 and F77 source codes. This can be done by executing the

following commands in the directory where the code is located:

$ export F90COMP=''--c''

$ export FCOMP=''--c''

$ export F90=gfortran

$ export F77=gfortran

*Note: these commands are the bash commands for setting up the environment. The

README.txt file from the Fu-Liou distribution only provides the csh commands.

Once the local environment is set up, the libraries can be compiled and the example run

using the single command:

$ make

Following these directions, the example is successfully run. The results obtained are

found to be identical to the ones given in the User’s Manual. The environment for running

the Fu-liou is thus correctly set up.

6.2 Inputs preparation

Once the Fu-Liou environment is set up, the necessary inputs for running it must be identi-

fied and retrieved from the computed cloud profiles. The different inputs are grouped into

4 sets: Atmosphere Structure Inputs, Cloud Inputs, Surface Inputs and Aerosol Inputs. In

the context of this research, only the Cloud Inputs are considered. The other inputs sets

will thus be set to values that do not interfere with the results.
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From the User’s Manual [53], the Fu-Liou inputs related to clouds are the following:

• Cloud Fraction (ranging from 0 to 1)

• Maximum number of overlapped layers

• Top and base pressure of each layer (hPa)

• Cloud Phase (Water or Ice)

• Particle size (µm)

• Visible Optical Depth (in logarithmic mean)

The Cloud Fraction can directly be derived from the computed profiles, as the Cloud

Fraction values are either 0 or 1. As the Fu-Liou only considers the cloudy zones (1s), and

not the clear ones (0s), the Cloud fraction in the Fu-Liou will thus always be set to 1.

Next, as the predictive model developed in the previous chapters contains 10 bands, the

maximum number of overlapped cloud layers is set to 10. However, after a number of trials

and errors, and discussions with developers and users of the Fu-Liou code, it appears that

the Fu-Liou can only handle no more than 4 overlapped layers. The cases at which more

than for 4 layers of clouds are overlapped will thus have to be adapted to this limitation.

This can be done by “fusing” adjacent bands when cloud is present in all of them. For

example, if cloud is present in bands 2, 3, 6,7 and 8, then this condition can be represented

by two bands only: one containing bands 2 and 3, and the other containing bands 6,7 and

8. The maximum number of overlapped layers can thus be set to 4 without much issue.

The four remaining inputs cannot be directly extracted from the computed profiles, as

they are not taken into account in the predictive model. However, some can be derived

from the characteristics of the cloud profiles, while others can be taken from standardized

average values. The following subsections detail the chosen methods for retrieving such

parameters.
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6.2.1 Top and Base Pressures

The Cloud Top and Base pressures are the pressure values corresponding to the altitudes

of the top and the bottom, respectively, of the cloud layer. Such pressures are not featured

in the profiles, but can be retrieved from the altitudes of the model bands. Indeed, the

10 bands of the model have specific altitudes: they are originally formed of 8 altitude

bins each, and the height in meters of these bins are featured in the GEOPROF-LIDAR

dataset. The altitudes of the Top and Base of the model bands can thus be obtained, and

these altitudes can then be converted to pressure values using an atmospheric model, such

as the 1976 US Standard Atmospheric Model [55]. Table 6.1 shows the Cloud Base and

Top pressure values obtained for each band, using interpolation of the atmospheric values

featured in [56].

Table 6.1: Retrieved Cloud Top and Base pressure for each model band

Band Cloud Base (hPa) Cloud Top (hPa)
1 71 54
2 96 73
3 130 99
4 175 134
5 237 182
6 317 245
7 417 327
8 542 431
9 695 559
10 882 717

The Top and Base pressures can thus be retrieved for each band, and used as inputs to

the Fu-Liou code.

6.2.2 Cloud Phase

The next input to be determined is the Cloud Phase, which can be either water or ice in

the Fu-Liou code. The predictive model did not take into account the phase of the clouds,
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so this input has to be determined arbitrarily in order to run the Fu-Liou on the computed

profiles.

One solution consists in assuming that all bands contain either only water clouds or

only ice clouds. However, this would most likely bring large errors to the computation of

radiative fluxes as ice and water have very different interactions with radiation. Another

solution consists in considering that one band has only the most common phase found at

the band altitude. Indeed, a study by Hu et al. [57] provides statistics of water and ice

presence in cloud depending on temperature. The Top and Base pressure corresponding to

such temperatures can be retrieved with the 1976 US Standard Atmospheric Model as well,

so the bands can be associated with temperature. The study finds out that water and ice

are equally frequent at about -30°C (243.15 K), which corresponds to Band 7 of the model

using the 1976 US Standard Atmospheric Model.

The Cloud Phase can thus be approximately determined using the following method: if

the band is higher than 7 (i.e between 1 and 6), then the Cloud Phase for this band is set to

Ice only, otherwise the Cloud Phase is set to Water only.

6.2.3 Particle size

Particle size is another input to the Fu-Liou code that cannot be directly derived from the

computed profiles. The chosen solution for getting this input is to rely on average values

from studies on cloud particle size. Existing studies find particle sizes of about 10 µm [58],

or ranging between 2-10 µm to 50 µm [59]. The particle size for ice clouds is usually larger

than the one associated with water clouds. In order to find the most appropriate particle size

for the simulations, multiple values of this input can be tested, within the ranges provided

by existing studies, and with a higher particle size for ice clouds. The particle size giving

the best results can then be selected as the most appropriate input value.
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6.2.4 Visible Optical Depth

The last input to be determined is the optical depth, which corresponds to the “vertical op-

tical thickness between the top and bottom of a cloud” [60]. Optical depth can be retrieved

from satellite data by different models and algorithms, but is not featured in the predic-

tive model developed here. A study by Marchand et al. [61] provides the distributions of

retrieved optical depth by different models, for different locations around the globe. The

majority of the retrieved values for all models approximately range between 1 and 15. This

range of values, as for the particle size, can be tested with the Fu-Liou code in order to

determine the most appropriate one.

6.2.5 Inputs summary

The previous subsections have thus discussed how the cloud-related inputs required to run

the Fu-Liou code were determined. Table 6.2 summarizes the needed inputs and their

corresponding values.

Table 6.2: Fu-Liou cloud inputs values

Input Value
Cloud Fraction only 1
Max number of overlapped layers 4
Top and Base pressure Pressure associated with cloud band
Cloud Phase Ice for bands 1 to 6, Water for bands

7 to 10
Particle size Value between 2 and 50 µm
Visible Optical Depth Value between 1 and 15

6.3 Running the Fu-Liou code

Once the Fu-Liou environment has been set and the necessary inputs have been determined,

the Fu-Liou code can be run on the computed profiles. This section will first demonstrate
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that the Fu-Liou code runs on sample profiles from the computed dataset, and then provide

a method for running it on the whole computed dataset.

6.3.1 Demonstration on a sample of computed profiles

In order to check the coherence of the outputs provided by the Fu-Liou when using the in-

puts defined in the previous section, chosen sample profiles from the computed dataset are

tested, and the associated outputs are compared. Tables 6.3, 6.4, 6.5 give the set of inputs

for each tested sample profile. Note that the third sample corresponds to the superimposi-

tion of the first two sample profiles. Doing so allows one to analyze the results obtained

for two superimposed cloud layers, and compare them to the ones obtained for each layer

when run separately.

Table 6.3: Sample 1: Fu-Liou cloud inputs values

Input Value
Cloud Fraction 1
Number of overlapped layers 1
Top and Base pressure: Ice band (hPa) 134 ; 237
Particle size: Ice band 50 µm
Visible Optical Depth 10

Table 6.4: Sample 2: Fu-Liou cloud inputs values

Input Value
Cloud Fraction 1
Number of overlapped layers 1
Top and Base pressure: Water band (hPa) 327 ; 542
Particle size: Water band 10 µm
Visible Optical Depth 10

For each profile, the Fu-Liou computes different types of radiations: Shortwave, Long-

wave and Window, in upward and downward directions. The flux values are given at differ-

ent locations of the atmosphere: Top of Atmosphere (TOA), Surface, as well as at different
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Table 6.5: Sample 3: Fu-Liou cloud inputs values

Input Value
Cloud Fraction 1
Number of overlapped layers 2
Top and Base pressure: Ice band (hPa) 134 ; 237
Top and Base pressure: Water band (hPa) 327 ; 542
Particle size: Ice band 50 µm
Particle size: Water band 10 µm
Visible Optical Depth 10

pressure levels between TOA and Surface [53]. There are four simultaneous computation

modes available: Clear Sky (No Clouds), Total Sky, Pristine (No Aerosol or Clouds), and

Total No Aerosol (Clouds, No Aerosol). The considered modes must thus be either Total

Sky or Total No Aerosol, as they are the only ones taking into account the cloud profile.

The outputs associated with each sample profiles are shown in Figures 6.1, 6.2 and 6.3.

The fluxes values are here given at different pressure levels, from Top (first level) to Surface

(6th level), for all computation modes and all types of radiations.

Several observations can be made on these results. First, the Clear and Pristine results

are virtually identical for all three samples. Indeed, only the cloud inputs were modified,

so the Clear and Pristine modes are not affected as they do not take into account the cloud

scene. This verifies that the samples are well-implemented and the cloud inputs are inde-

pendent from other types of inputs.

Next, the variations of downward longwave radiation values are coherent across the

samples. Indeed, the longwave downward flux at the surface level (thus below all the

clouds) is higher for Sample 2, which contains a low-altitude cloud, than for Sample 1,

which contains a higher altitude one. Indeed, clouds always have a positive radiative effect

on longwave downward radiations, and this effect is higher for low-altitude clouds [62], as

is the case here. The combined profile from Sample 3 generates slightly more radiation as

compared to Sample 1, as there is more cloud in the former than in the latter.
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Figure 6.1: Outputs obtained for Sample 1

Finally, when considering both Total modes for shortwave radiations, differences of

trends across the pressure levels can be noticed, while the values are the same for longwave

radiation. This is due to the fact that while clouds do interact with both shortwave and

longwave radiations [63], aerosols interact with shortwave radiation only. As the predic-

tive model developed in this work does not take into account aerosols, additional aerosol

information should be retrieved and taken into account accordingly when running the Fu-

Liou. Such information could be retrieved from either MODIS or MERRA-2 products.

Once this information is retrieved, the computed shortwave and longwave radiation values

should be used for comparison with existing ones.

Altogether, the results associated with these three samples show that the Fu-Liou code

runs correctly on the inputs defined in the previous sections, and that the outputs are co-

herent. They also show that the shortwave and longwave radiations, in both upward and

downward directions, should be the ones primarily considered for the validation of the
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Figure 6.2: Outputs obtained for Sample 2

Figure 6.3: Outputs obtained for Sample 3
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computed dataset, and additional aerosol information should be retrieved in order to enable

validation with shortwave radiations.

6.3.2 Constructed 3D dataset

The previous section shows that the Fu-Liou code can be run on profiles from the com-

puted dataset. Consequently, the radiative flux values at each location featured in the 3D

computed dataset can be retrieved.

However, the Fu-Liou code cannot take several locations as an input: only one vertical

profile can be run at a time. The computed dataset containing more than 17 million entries,

it is virtually impossible to run them time after time by hand. The process of running the

Fu-Liou code on all the entries of the dataset must then be automated. This will not be

implemented for the purpose of this thesis due to time constraints, but a general approach

for implementing this is provided below.

First, an algorithm should be implemented in order to associate each vertical profile

with the Fu-Liou inputs, as described in Section 6.2. More specifically, this algorithm

should take as inputs the numbers of the cloud-filled bands at the given location, and its

outputs should be the features given in Table 6.2, associated with each band. If there are

adjacent cloud-filled bands in the profile (e.g.: bands 6 and 7 are filled), then the algorithm

should be able to fuse these bands and return the features associated with the fused band.

The returned Fu-Liou inputs at each location should then be saved in a common structure.

This algorithm will most likely be developed in Matlab, as the current structures containing

the computed dataset are Matlab structures.

Next, an algorithm for automatically filling out the F90 input file should be imple-

mented. The simple.f90 example file provided with the Fu-Liou distribution should be

used as a template input file, and the algorithm should change the cloud-related section of

this file. The algorithm should be able to add or remove cloud overlapping layers from the

input file when needed, depending on the inputs previously retrieved from the computed
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dataset.

Finally, an algorithm to automatically run the Fu-Liou code on all the profiles featured

in the computed dataset will have to be implemented. The result of each run of the Fu-Liou

should be saved in a common structure. The algorithm should integrate the one previously

described, so that the input file is re-created at each new run with the inputs from the con-

sidered profile, rather than creating more than 17 million input files and then performing the

computation. Since the Fu-Liou code is run using the bash command make, this algorithm

should most likely be written using bash commands.

Such approach should enable the computation of the radiative fluxes associated with

the 3D computed dataset, as it captures steps taken to achieve the Fu-Liou demonstration

on sample profiles discussed in section 6.3.1.

6.4 Outputs comparison

Once the Fu-Liou outputs are generated for all the profiles of the 3D computed dataset,

they have to be compared to existing values in order to validate the predicted profiles.

As mentioned in Chapter 2, the CERES SYN1deg dataset contains radiative flux val-

ues at global locations, updated every hour [42]. The radiative flux values are given for

the Clear Sky and the Total Sky mode. Consequently, the Total Sky values of the CERES

SYN1deg dataset can be compared to the ones from the Fu-Liou outputs computed using

the Total Sky mode. Additionally, the Clear Sky mode can be used for computing the

difference between the Total Sky and Clear Sky flux, which corresponds to the cloud radia-

tive effect, and comparing it to the cloud radiative effect from the computed profiles. The

CERES SYN1deg dataset also contains the different types of fluxes (Shortwave, Longwave

and Window), both in upward and downward directions, and for different pressure levels

as well, so each type of radiation can be compared to the ones obtained with the computed

dataset.

However, the CERES SYN1deg dataset does not have the same resolution as the com-
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puted profiles: its spatial and temporal resolutions are lower, with cells of 1°x 1°, which

corresponds to about 100 km x 100 km, available for every hour. Thus, in order to com-

pare the Fu-Liou outputs to the CERES values, the Fu-Liou radiative fluxes will have to be

averaged over the area of the CERES SYN1deg cells, and the profile times will have to be

retrieved. Doing so shall enable the validation of the outputs against existing values.

6.5 Chapter conclusion

The Fu-Liou environment has been set up, and the necessary inputs associated with the

profiles from the 3D computed dataset have been identified. Methods for retrieving these

inputs have been provided, and the Fu-Liou code was run on a sample set of inputs, corre-

sponding to sample profiles from the computed dataset, hence allowing to check the coher-

ence of the corresponding outputs. A method for performing the Fu-Liou calculations on

the whole computed dataset was provided, as well as one for comparing the results to an

existing dataset.

The work detailed in this chapter has thus provided a methodology for performing in-

context validation of the computed dataset, and has benchmarked this method against sam-

ple profiles from the dataset. Doing so provides answers to Research Question #4.1, by

detailing an approach that can be used in order to determine a satisfactory level of accuracy

for the predictive model.

Research Question #4 and Hypothesis #6 have not been fully investigated, but it is

expected that the approach detailed above should, once implemented, provide sufficient re-

sults to fully validate (or reject) Hypothesis #6, and eventually address Research Question

#4.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

Climate change predictions are currently achieved using Global Climate Models (GCMs),

which are mathematical representations of the major climate system components. Several

GCMs are used in current climate studies, but their results and predictions are quite dif-

ferent from one to the other, leading to high levels of uncertainty in climate projections.

There is high confidence that these high levels of uncertainty are due to the representation

of clouds in climate models. Indeed, cloud representations in GCMs rely on parameter-

izations and theoretical relations which are often unable to capture the complex physical

phenomena leading to cloud formation. Such parameterizations can be improved thanks to

the integration of cloud satellite data into GCMs. However, while certain types of cloud-

related data are widely available, vertical cloud data is scarce, and thus needs to be gener-

ated globally so that it can be integrated into GCMs. The research objective of this thesis

is thus to support the validation of GCMs cloud representations through the generation of

3D cloud fields using cloud vertical data from space-borne sensors.

For this purpose, a new approach for generating cloud vertical profiles, leveraging data

fusion and machine learning techniques was developed, which fulfilled the following crite-

ria:

• Able to predict off-track cloud profiles

• Able to account for and handle high amounts of data and predictive features

• Scalable, i.e. supporting the integration and processing of multiple data sources

• Flexible, i.e. supporting the integration of data sources other than the one(s) origi-

nally considered
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• Able to account for and handle disparate sources and types of data

• Able to handle sources of data that have different resolutions or levels of granularity

• Able to generate models in a reasonable amount of time and with a reasonable

amount of computing resources

Such characteristics are not all featured in the existing approaches reviewed in this thesis,

but have been proven to enhance the predictive models resulting from implementing this

approach.

The developed approach consists in first improving an existing model developed in pre-

vious successive works [18, 20, 21, 22]. The resulting predictive model has been success-

fully improved, and validated against on-track, available data. Next, the predictive model

has been used to construct a 3D cloud profile dataset at off-track locations, which has been

validated against available horizontal data. Finally, the basis for in-context validation of

the computed dataset, and more globally of the approach itself, has been laid out.

7.1 Research Questions and Hypotheses review

The review of existing approaches for generating cloud vertical data helped identify several

research gaps to be investigated in order to develop a new, more efficient approach. The

following Research Questions have been formulated from such gaps:

• RQ #1: How can we better predict the presence of clouds in lower-altitude bands?

• RQ #2: Which machine learning technique(s) would lead to an improved predictive

capability?

• RQ #3: What approach is best suited to validate the predicted models “off-track”?

• RQ #4: What level of accuracy is required from the predictive models to generate 3D

cloud fields?
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• RQ #4.1: What approach should be undertaken to determine a satisfactory level of

model accuracy?

Six Hypotheses have been associated with these Research Questions, and have been

investigated in this thesis in order to check their validity.

First, in order to enhance the performance of the model in predicting cloud presence

in lower-altitude bands, vertical data from the GEOPROF-RADAR dataset has been in-

tegrated to the model. This has resulted in an improved predictive performance, which

was especially significant for the lower-altitude bands. Consequently, this has allowed to

validate Hypothesis #1, as defined in Chapter 2.

Second, the model has been modified so that it would take into account the values of

higher-altitude bands when predicting the values associated with inferior bands. This has

not resulted in a significant change in the global prediction performance of the model,

nor in the performance specific to the lower-altitude bands: Hypothesis #2 has thus been

rejected. Altogether, the steps taken to check these two hypotheses have provided answers

to the first research question.

Next, the number of atmospheric features used as predictors by the model has been re-

duced using Principal Component Analysis (PCA), in order to limit the total number of pre-

dictors to the most significant ones. The predictors have been classified according to their

influence on other atmospheric features, and the predictive performance has been tested

using different numbers of predictors. The performance has been significantly improved

using a reduced number of predictors, as compared to previous works on the model. This

has allowed to validate Hypothesis #3. Additionally, both Kernel methods, in the form of

SVMs, and Random Forests, have been implemented in order to train the predictive model.

While Kernel methods have not proven to be a good fit for this specific application, Ran-

dom Forests have brought a significant improvement in the predictive performance of the

models. This has allowed to validate Hypothesis #4. These steps have thus provided two

answers to the second Research Question, as both PCA and Random Forests have led to an
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improvement in the predictive capability of the model.

Then, using the improved model from the previous steps, cloud profiles at off-track lo-

cations have been generated and analyzed. Horizontal validation against an existing dataset

has been performed, and has led to the conclusion that the generated global 3D cloud field

dataset was coherent. Hypothesis #5 has thus been validated, which provided an answer to

the third research question.

Finally, a methodology for performing in-context validation of the computed dataset has

been developed, and tested on samples from the dataset. Radiative fluxes values associated

with these samples were computed by running the Fu-Liou code, and the results analyzed.

Guidelines for comparing the computed radiative fluxes values with existing ones have

also been provided. Such work has thus provided answers to Research Question #4.1,

by detailing an approach to be used in order to determine a satisfactory level of accuracy

for the predictive model. Research Question #4 and Hypothesis #6 have not been fully

investigated in this work, but the given approach, if later implemented, should be able to

provide meaningful insights.

7.2 Future work

As mentioned above, in-context validation of the 3D cloud profile dataset constructed in

this thesis has not been fully performed. In Chapter 6, a method for validation using radia-

tive flux values has been detailed and tested on sample profiles, but not implemented. This

method should thus be implemented as described, and performed on the computed dataset.

Then, information on aerosols at the same locations as the computed profiles should be re-

trieved and used as inputs to the Fu-Liou code. Next, the shortwave and longwave radiation

values associated with the computed profiles should be matched and compared to the ones

featured in the CERES SYN1deg dataset, both for the upward and the downward fluxes.

Doing so would enable in-context validation of the computed profiles, and, more generally,

of the predictive model. This in-context validation should provide a basis for assessing the
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representations of cloud-radiative phenomena into GCMs, as cloud vertical distribution and

associated radiative fluxes have been identified as the main sources of misrepresentation of

clouds in GCMs.

The investigation of the cloud-related Fu-Liou inputs has also brought to light some

possible limitations of the predictive model. Indeed, the model developed in this thesis

only predicts the vertical distribution of clouds at all locations, and does not take into

account physical parameters such as Optical Depth or Particle size. However, these pa-

rameters are key inputs for retrieving the radiations associated with the cloud profiles, and

thus crucial parameters for assessing the representations of cloud-radiative phenomena into

GCMs. Thus, the comparison of the Fu-Liou outputs to existing radiative fluxes data should

provide an insight of the model limitations regarding these parameters. The methodology

presented in Chapter 6 of this thesis suggests using standard values for these parameters,

within ranges given by the available literature. Another way of retrieving some of these pa-

rameters would be to use information from the MERRA-2 dataset presented in this thesis.

This dataset contains information on atmospheric parameters such as cloud temperature

and pressure, which could be used instead of standard values as is the case now to deter-

mine top and base pressure or cloud phase. Hence, using this additional information, other

values for the different input parameters to the Fu-Liou code could be determined. Con-

sidering these multiple values, sensitivity studies on the influence of each input should be

conducted, in order to assess the physics-related limitations of the model.

If these physics-related limitations are too high, the model should be adapted to give

better values of these physical parameters and relations between the profiles and these

parameters should be further investigated. This would lead to an improved in-context pre-

dictive capability.

Additionally, the in-context validation of the computed vertical profiles would allow

to assess the impact of the parameterization of the vertical profiles. In this research, the

profiles have been discretized in ten superimposed bands, as in the works by Huguenin et al.
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[22]. The choice of ten bands arises from the need to have a limited number of independent

models (as one band corresponds to one model) to be trained, while describing the original

cloud profile efficiently. There is thus a trade-off between the number of models, which we

want to limit, and the precision of the parameterization. As shown by Huguenin et al., using

ten bands for parameterizing the profile provided a good visual description of multiple types

of profiles, and gives a reasonable number of models to be trained. However, no study has

been achieved that this parameterization is the most adequate one for the context of study.

A sensitivity study on the number of bands used to parameterize the profiles should be

conducted, in order to determine the configuration providing the best results for in-context

validation, i.e. leading to the generation of radiative flux values closest to the existing ones.

Finally, another sensitivity study should be conducted on the computing environment

and programming language used for implementing and validating the models developed in

this research. Matlab has been used to obtain the major part of the results presented in this

dissertation, fuse the data and train the predictive models. Matlab was chosen based on

its user-friendliness, its data and variable visualization advantages, and the fact that it is

widely used in the research community, as for example by the NASA Langley Climate Sci-

ence Branch who first introduced this topic at ASDL. However, some other environments

and languages may prove better suited to processing the data and training the model. For

example, the poor performance obtained with SVMs in this thesis, and with classification

neural networks in previous works, could be directly related to the environment in which

the model was trained. Conducting a sensitivity study on different environments could

thus also lead to an improved predictive capability as compared to the one achieved in this

thesis.
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APPENDIX A

CODE

The code developed through this work and used to obtain the results from Step #1 and Step

#2 of the approach presented in this dissertation is available through GitHub, at the follow-

ing address: https://github.com/manonhuguenin/3D-Cloud-Fields

This code is not exhaustive, but sufficient to obtain the most important results presented

in this dissertation.

The numerous datasets used in this research are not featured in the GitHub, in order

to limit storage space use. All of these sets can be directly downloaded by any potential

user, following the references given in this dissertation [30, 26, 27, 25, 28, 42, 37, 39, 38,

40]. Once these datasets have been dowloaded, they have to be stored in a folder named

“Data” in the same directory as the code. For Step #1, “Data” must contain the satellite

data arranged by day and then by type, as shown in an example in Figure A.1.

Figure A.1: Data folder organization for Step #1

For Step #2, “Data” must contain the satellite data arranged by type (MOD02, MOD03

and MOD35), as shown in an example in Figure A.2.
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Figure A.2: Data folder organization for Step #2
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