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#### Abstract

We consider a mixed variational formulation for the reaction-diffusion problem based on a saddle point least square approach with an optimal test norm and nonconforming trial spaces. An Uzawa type iterative process for solving the discrete mixed formulations is proposed and choices for discrete stable spaces are provided. The implementation requires a nodal basis only for the test space, and assembly of a global saddle point system is avoided. For the test space, we use piecewise linear spaces of functions on Shishkin type meshes that provide almost optimal approximation in the standard symmetric elliptic formulation. Our saddle point least squares method has the advantage that the order of approximation of the solution in a balanced norm is improved if compared with the standard variational approach. Numerical results are included to support the proposed method.
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## 1. Introduction

The Saddle Point Least Squares (SPLS) method and its versions was developed in [1-4]. In this paper, we apply the SPLS framework to the following reaction-diffusion discretization problem

$$
\left\{\begin{align*}
-\varepsilon \Delta u+c u=f & \text { in } \Omega  \tag{1.1}\\
u=0 & \text { on } \partial \Omega
\end{align*}\right.
$$

for non-negative constants $\varepsilon$ and $c(x) \geq c_{0}>0$ on $\Omega$, a bounded domain in $\mathbb{R}^{d}$. A particular problem of interest is the reaction dominated case in which $\varepsilon \ll 1$. These types of equations arise in heat transfer problems in thin domains [5] as well as when using small step sizes in implicit time discretizations of parabolic reaction-diffusion type problems [6]. The solutions to these problems are characterized by exponential boundary layers of width $\mathcal{O}\left(\varepsilon^{1 / 2} \ln (1 / \varepsilon)\right)$ [7], which pose numerical challenges due to the $\varepsilon$-dependence of the ellipticity constant.

Finite element methods for these type of problems have been intensively studied, see e.g., [6-9,9-15]. Some of these references include least-squares approaches. In [6], a mixed method approach is given by introducing a new variable for $\nabla u$, rewriting (1.1) as a first order system, and utilizing $H(\operatorname{div} ; \Omega)$ conforming spaces. We consider an approach in which

[^0]we adopt a mixed formulation, the use of graph type trial spaces, and the adoption of an optimal trial norm to obtain stability independent of the parameter $\varepsilon$.

The paper is organized as follows. In Section 2, we introduce the notation and review the SPLS approach. Section 3 details the steps to fit (1.1) into the SPLS framework. Section 4 involves the discretization and choices of discrete trial spaces using a piecewise linear test space. The stability of the proposed discrete spaces is discussed in Section 5. In Section 6, we describe the construction of a Shishkin mesh, which is a specific type of mesh used to resolve the boundary layers exhibited by the solutions for small $\varepsilon$. Lastly, numerical results are given in Section 7 to support and show the performance of the SPLS approach for the reaction-diffusion problem.

## 2. The notation and the general SPLS approach

We now review the main ideas and concepts for the SPLS nonconforming discretion of a general mixed variational formulation.

### 2.1. The abstract variational formulation at the continuous level

We consider the following general Petrov-Galerkin formulation: Given $F \in V^{*}$, find $p \in Q$ such that

$$
\begin{equation*}
b(v, p)=\langle F, v\rangle \quad \text { for all } v \in V \tag{2.1}
\end{equation*}
$$

where $V$ and $Q$ are Hilbert spaces and $b(\cdot, \cdot)$ is a continuous bilinear form on $V \times Q$ satisfying an inf - sup condition. We assume the inner products $a_{0}(\cdot, \cdot)$ and $(\cdot, \cdot)_{\tilde{Q}}$ induce the norms $|\cdot|_{V}=|\cdot|=a_{0}(\cdot, \cdot)^{1 / 2}$ and $\|\cdot\|_{\tilde{Q}}=\|\cdot\|=(\cdot, \cdot)_{\tilde{Q}}^{1 / 2}$. We denote the dual of $V$ by $V^{*}$ and the dual pairing on $V^{*} \times V$ by $\langle\cdot, \cdot\rangle$. We view $Q$, the trial space in (2.1), as a subspace of larger (host) space $\tilde{Q}$ and equip $Q$ with the induced inner product and norm from $\tilde{Q}$. The extra space $\tilde{Q}$ is needed for the SPLS non-conforming discretization. We assume that $b(\cdot, \cdot)$ is a continuous bilinear form on $V \times \tilde{Q}$ satisfying the following sup $-\sup$ condition on $V \times \tilde{Q}$ and inf $-\sup$ condition on $V \times Q$,

$$
\begin{equation*}
\sup _{p \in \tilde{Q}} \sup _{v \in V} \frac{b(v, p)}{|v|\|p\|}=M<\infty, \text { and } \inf _{p \in Q} \sup _{v \in V} \frac{b(v, p)}{|v|\|p\|}=m>0 . \tag{2.2}
\end{equation*}
$$

With the form $b$, we associate the operator $B: V \rightarrow \tilde{Q}$ defined by

$$
(B v, q)_{\tilde{Q}}=b(v, q) \quad \text { for all } v \in V, q \in Q
$$

It is well known that if a bounded form $b: V \times \tilde{Q} \rightarrow \mathbb{R}$ satisfies (2.2) and the data $F \in V^{*}$ satisfies the compatibility condition

$$
\begin{equation*}
\langle F, v\rangle=0 \quad \text { for all } v \in V_{0}:=\{v \in V \mid b(v, q)=0, \quad \text { for all } q \in Q\} \tag{2.3}
\end{equation*}
$$

then the problem (2.1) has a unique solution, see e.g. [16,17]. It was mentioned in a few papers, [4,18-20], that solving the mixed problem (2.1) reduces to solving a standard saddle point formulation: Find $(w, p) \in(V, Q)$ such that

$$
\begin{array}{llrl}
a_{0}(w, v)+b(v, p) & =\langle F, v\rangle & & \text { for all } v \in V \\
b(u, q) & & =0 &  \tag{2.4}\\
\text { for all } q \in Q
\end{array}
$$

In fact, we have that $p$ is the unique solution of (2.1) if and only if ( $w=0, p$ ) solves (2.4), and the result remains valid if the form $a_{0}(\cdot, \cdot)$ in (2.4) is replaced by any other symmetric bilinear form on $V$ that leads to an equivalent norm on $V$.

### 2.2. The concept of optimal test norm

If we assume that $\operatorname{Range}(B) \subset Q$ and that the operator $B: V \rightarrow Q$ is injective $\left(V_{0}=\operatorname{Ker}(B)=\{0\}\right)$ then, as in [20-25], we can define an equivalent norm on $V$, that is operator dependent, by

$$
|v|_{o p t}:=\sup _{p \in Q} \frac{b(v, p)}{\|p\|}=\sup _{p \in Q} \frac{(B v, p)}{\|p\|}=\|B v\|_{Q}=\|B v\|_{\tilde{Q}} .
$$

We will refer to this as the optimal test norm. By replacing the form $a_{0}(\cdot, \cdot)$ in (2.4) with the inner product induced by the optimal test norm, i.e., $a_{o p t}(u, v):=(B u, B v)_{Q}$, we obtain that the Schur complement of the new saddle point system becomes the identity, and both the continuity constant $M$ and the inf - sup constant $m$ are equal to 1 . Thus, the stability of the new saddle point formulation is optimal.

### 2.3. The abstract variational formulation at the discrete level

The non-conforming (trial space) $S P L S$ discretization of (2.1) is defined as a saddle point discretization of (2.4) with $V_{h} \subset V$ and with $\mathcal{M}_{h}$ a subspace of $\tilde{Q}$, but in general not necessarily a subspace of $Q$. Assume that the following discrete sup - sup and inf - sup conditions hold for the pair $\left(V_{h}, \mathcal{M}_{h}\right)$ :

$$
\begin{align*}
& \sup _{p_{h} \in \mathcal{M}_{h}} \sup _{v_{h} \in V_{h}} \frac{b\left(v_{h}, p_{h}\right)}{\left|v_{h}\right| \| p_{h} \mid}=M_{h} \leq M \text { and }  \tag{2.5}\\
& \inf _{p_{h} \in \mathcal{M}_{h}} \sup _{v_{h} \in V_{h}} \frac{b\left(v_{h}, p_{h}\right)}{\left|v_{h}\right| \| p_{h} \mid}=m_{h}>0 \tag{2.6}
\end{align*}
$$

The discrete mixed variational formulation of (2.1) is: Find $p_{h} \in \mathcal{M}_{h}$ such that

$$
\begin{equation*}
b\left(v_{h}, p_{h}\right)=\left\langle F, v_{h}\right\rangle \quad \text { for all } v_{h} \in V_{h} . \tag{2.7}
\end{equation*}
$$

In general, this problem might not have unique solution. However, it is well known that the discrete saddle point variational (re)formulation: Find $\left(w_{h}, p_{h}\right) \in V_{h} \times \mathcal{M}_{h}$ such that

$$
\begin{array}{llll}
a_{0}\left(w_{h}, v_{h}\right)+b\left(v_{h}, p_{h}\right) & =\left\langle F, v_{h}\right\rangle & & \text { for all } v_{h} \in V_{h},  \tag{2.8}\\
b\left(w_{h}, q_{h}\right) & & & \text { for all } q_{h} \in \mathcal{M}_{h},
\end{array}
$$

has a unique solution. The variational formulation (2.8) is the non-conforming saddle point least squares ( $\mathrm{n}-\mathrm{c}$ SPLS) discretization of (2.1). In what follows, $V_{h} \subset V$ will be chosen as a standard conforming finite element space. On the other hand, each choice of the space $\mathcal{M}_{h}$, possibly non-conforming to $Q$, leads to a new SPLS discretization for which $p_{h} \in \mathcal{M}_{h} \subset \tilde{Q}$. The discrete operator associated with the form $a_{0}(\cdot, \cdot)$ on $V_{h}$ is $A_{h}: V_{h} \rightarrow V_{h}^{*}$, and the discrete linear operators $B_{h}: V_{h} \rightarrow \mathcal{M}_{h}$ and $B_{h}^{*}: \mathcal{M}_{h} \rightarrow V_{h}^{*}$ are defined by

$$
\left(B_{h} v_{h}, q_{h}\right)_{\mathcal{M}_{h}}=b\left(v_{h}, q_{h}\right)=\left\langle B_{h}^{*} q, v_{h}\right\rangle \quad \text { for all } v_{h} \in V_{h}, q \in \mathcal{M}_{h}
$$

The Schur complement of (2.8) is denoted by $S_{h}=B_{h} A_{h}^{-1} B_{h}^{*}$.
Remark 2.1. Note that by using the definition of $B_{h} w_{h}$, with $w_{h} \in V_{h}$, the second equation in (2.8) is equivalent to

$$
B_{h} w_{h}=0
$$

### 2.4. Choosing trial spaces

Let $V_{h}$ be a finite element subspace of $V$. As presented in [1,3], using the current notation, we provide two types of general trial spaces $\mathcal{M}_{h}$ that can be considered for the SPLS discretization. The first choice for $\mathcal{M}_{h}$, the no projection trial space, can be viewed as a conforming trial space and has already been investigated in $[2,4,19]$. We review the no projection trial space here because it helps with the analysis of the second choice of $\mathcal{M}_{h}$, the projection trial space.

### 2.4.1. No projection (conforming) trial space

We first consider the case when $\tilde{Q}=Q$ and $\mathcal{M}_{h}$ is given by

$$
\mathcal{M}_{h}:=B V_{h} \subset Q=\tilde{Q}
$$

In this case, we that $V_{h, 0} \subset V_{0}$, where $V_{h, 0}:=\operatorname{Ker}\left(B_{h}\right)$. As presented in [1], a discrete inf $-\sup$ condition holds, i.e.,

$$
\begin{equation*}
m_{h, 0}:=\inf _{p_{h} \in \mathcal{M}_{h}} \sup _{v_{h} \in V_{h}} \frac{b\left(v_{h}, p_{h}\right)}{\left|v_{h}\right|\left\|p_{h}\right\|}>0 . \tag{2.9}
\end{equation*}
$$

Thus, we have that (2.8) has a unique solution $\left(0, p_{h}\right) \in\left(V_{h}, \mathcal{M}_{h}\right)$.
In addition, see [1], if $p$ is the solution of (2.1), then

$$
\left\|p-p_{h}\right\|=\inf _{q_{h} \in \mathcal{M}_{h}}\left\|p-q_{h}\right\|
$$

i.e., $p_{h}$ is the orthogonal projection of $p$ onto $\mathcal{M}_{h}$. Moreover, if the inner product $a_{0}(\cdot, \cdot)$ in (2.8) is replaced by $a_{\text {opt }}(u, v)=$ $(B u, B v)_{Q}$, i.e., we choose the optimal test norm, it is easy to check that $M_{h}=m_{h, 0}=1$. Thus, in this case, we have optimal discrete stability and optimal approximability.

### 2.4.2. Projection type trial space

Let $\tilde{\mathcal{M}}_{h} \subset \tilde{Q}$ be a finite dimensional subspace equipped with the inner product $(\cdot, \cdot)_{h}$. The corresponding induced norm on $\tilde{\mathcal{M}}_{h}$ will be denoted by $\|\cdot\|_{h}$. Define the representation operator $R_{h}: \tilde{Q} \rightarrow \tilde{\mathcal{M}}_{h}$ by

$$
\left(R_{h} p, q_{h}\right)_{h}:=\left(p, q_{h}\right)_{\tilde{Q}} \quad \text { for all } q_{h} \in \tilde{\mathcal{M}}_{h} .
$$

Here, $R_{h} p$ is the Riesz representation of $p \rightarrow\left(p, q_{h}\right)_{\tilde{Q}}$ as a functional on $\left(\tilde{\mathcal{M}}_{h},(\cdot, \cdot)_{h}\right)$. In the case when $(\cdot, \cdot)_{h}$ coincides with the inner product on $\tilde{Q}$, we have that $R_{h}$ is precisely the orthogonal projection onto $\tilde{\mathcal{M}}_{h}$.

Since the space $\tilde{\mathcal{M}}_{h}$ is finite dimensional, there exist constants $k_{1}, k_{2}$ such that

$$
\begin{equation*}
k_{1}\left\|q_{h}\right\| \leq\left\|q_{h}\right\|_{h} \leq k_{2}\left\|q_{h}\right\| \quad \text { for all } q_{h} \in \tilde{\mathcal{M}}_{h} . \tag{2.10}
\end{equation*}
$$

We further assume that the equivalence is uniform with respect to $h$, i.e., the constants $k_{1}, k_{2}$ are independent of $h$. Using the operator $R_{h}$, we define $\mathcal{M}_{h}$ as

$$
\mathcal{M}_{h}:=R_{h} B V_{h} \subset \tilde{\mathcal{M}}_{h} \subset \tilde{Q} .
$$

Remark 2.2. We note that by using the definitions of $B, B_{h}, R_{h}$ and $\mathcal{M}_{h}$, for any $v_{h} \in V_{h}$ and $q_{h} \in \mathcal{M}_{h}$, we have

$$
\left(B_{h} v_{h}, q_{h}\right)_{\mathcal{M}_{h}}=b\left(v_{h}, q_{h}\right)=\left(B v_{h}, q_{h}\right)_{\tilde{Q}}=\left(R_{h} B v_{h}, q_{h}\right)_{\mathcal{M}_{h}} .
$$

Thus,

$$
\begin{equation*}
B_{h} v_{h}=R_{h} B v_{h}, \quad \text { for all } v_{h} \in V_{h}, \tag{2.11}
\end{equation*}
$$

and using Remark 2.1 for this choice of trial space, the second equation in (2.8) is equivalent to

$$
R_{h} B w_{h}=0 .
$$

The following proposition gives a sufficient condition on $R_{h}$ to ensure the discrete inf - sup condition is satisfied and relates the stability of the families of spaces $\left\{\left(V_{h}, B V_{h}\right)\right\}$ and $\left\{\left(V_{h}, R_{h} B V_{h}\right)\right\}$. The result was proved in [1].

Proposition 2.3. Assume that

$$
\begin{equation*}
\left\|R_{h} q_{h}\right\|_{h} \geq \tilde{c}\left\|q_{h}\right\| \quad \text { for all } q_{h} \in B V_{h}, \tag{2.12}
\end{equation*}
$$

with a constant $\tilde{c}$ independent of $h$. Then

$$
\begin{equation*}
\inf _{p_{h} \in \mathcal{M}_{h}} \sup _{v_{h} \in V_{h}} \frac{b\left(v_{h}, p_{h}\right)}{\left|v_{h}\right|\left\|p_{h}\right\|_{h}} \geq \tilde{c} m_{h, 0}>0, \tag{2.13}
\end{equation*}
$$

where $m_{h, 0}$ is defined in (2.9).
As a consequence of Proposition 2.3, we have that (2.8) has a unique solution $\left(0, p_{h}\right) \in\left(V_{h}, \mathcal{M}_{h}\right)$.
Regarding the approximability property of the projection type trial space, the following proposition was proved in [1].
Proposition 2.4. If $p$ is the solution of (2.1) and $p_{h}$ is the second component of the solution of (2.8), then

$$
\left\|p-p_{h}\right\| \leq C \inf _{q_{h} \in \mathcal{M}_{h}}\left\|p-q_{h}\right\|,
$$

with $C=1+\frac{1}{k_{1} \tilde{c}}$, where $k_{1}$ and $\tilde{c}$ were introduced in (2.10) and (2.12), respectively.
Remark 2.5. The no projection trial space described in Section 2.4 .1 can be viewed as the special case of the projection type trial space when $R_{h}=I$ and the inner product $(\cdot, \cdot)_{h}$ on $\mathcal{M}_{h}$ is taken to be the original inner product on $\hat{Q}=Q$. Thus, in what follows, we will consider $\mathcal{M}_{h}$ to be equipped with the inner product $(\cdot, \cdot)_{h}$ for both the no projection and projection type trial spaces.

### 2.5. An Uzawa CG iterative solver

Note that a global linear system may be difficult to assemble when solving (2.8) on ( $V_{h}, \mathcal{M}_{h}=R_{h} B V_{h}$ ), especially if the operator $R_{h}$ involves a nonlocal projection. In this case, bases for the trial spaces $\mathcal{M}_{h}$ might be difficult to find. One can solve (2.8) and avoid building a basis for $\mathcal{M}_{h}$ by using an Uzawa type algorithm. To simplify the presentation, we will focus on the Uzawa Conjugate Gradient (UCG) algorithm. Other Uzawa type algorithms are discussed in [1].

Algorithm 2.6 ((UCG) Algorithm).
Step 1: Choose any $p_{0} \in \mathcal{M}_{h}$. Compute $w_{1} \in V_{h}, q_{1}, d_{1} \in \mathcal{M}_{h}$ by

$$
\begin{array}{llll}
a_{0}\left(w_{1}, v_{h}\right) & =\left\langle f_{h}, v_{h}\right\rangle-b\left(v, p_{0}\right) & & \text { for all } v_{h} \in V_{h}, \\
\left(q_{1}, q\right)_{h} & =b\left(w_{1}, q\right) & & \text { for all } q \in \mathcal{M}_{h}, \quad d_{1}:=q_{1} .
\end{array}
$$

Step 2: For $j=1,2, \ldots$, compute $h_{j}, \alpha_{j}, p_{j}, w_{j+1}, q_{j+1}, \beta_{j}, d_{j+1}$ by
(UCG1) $\quad a_{0}\left(h_{j}, v_{h}\right)=-b\left(v_{h}, d_{j}\right) \quad$ for all $v_{h} \in V_{h}$
(UCG $\alpha$ )
(UCG2)
(UCG3)
(UCG4)

$$
\alpha_{j}=-\frac{\left(q_{j}, q_{j}\right)_{h}}{b\left(h_{j}, q_{j}\right)}
$$

$$
w_{j+1}=w_{j}+\alpha_{j} h_{j}
$$

$$
\left(q_{j+1}, q\right)_{h}=b\left(w_{j+1}, q\right) \quad \text { for all } q \in \mathcal{M}_{h}
$$

(UCG $\beta$ )
(UCG6)

$$
p_{j}=p_{j-1}+\alpha_{j} d_{j}
$$

UCG $\beta$ )

$$
\beta_{j}=\frac{\left(q_{j+1}, q_{j+1}\right)_{h}}{\left(q_{j}, q_{j}\right)_{h}}
$$

Remark 2.7. From (UCG4), we have that $q_{j+1}=B_{h} w_{j+1}$. Using (2.11) of Remark 2.2, we have that $q_{j+1}=R_{h} B w_{j+1}$. Thus, from the definitions of the operators $R_{h}$ and $B$, for any $q$ in the possibly larger space $\tilde{\mathcal{M}}_{h}$, we have

$$
\left(q_{j+1}, q\right)_{h}=\left(R_{h} B w_{j+1}, q\right)_{h}=\left(B w_{j+1}, q\right)_{\tilde{Q}}=b\left(w_{j}, q\right)
$$

This implies that $q_{j+1}$ can be computed by inverting the Gram matrix corresponding to a basis of $\tilde{\mathcal{M}}_{h}$ (which in our applications is component-wise a space of continuous piecewise linear functions), and the Gram matrix corresponding to a basis of $\mathcal{M}_{h}=R_{h} B V_{h}$ is not needed for the computation of $q_{j+1}$ in (UCG4) or of $q_{1}$ in Step 1.

The main inversion needed at each step involves $a_{0}(\cdot, \cdot)$ in
Step 1 or (UCG1). In operator form, these steps become

$$
\begin{equation*}
w_{1}=A_{h}^{-1}\left(f_{h}-B_{h}^{*} p_{0}\right), \quad \text { and } \quad h_{j}=-A_{h}^{-1}\left(B_{h}^{*} d_{j}\right) \tag{2.14}
\end{equation*}
$$

Regarding the convergence of the UCG algorithm, it is well known that if ( $w_{h}, p_{h}$ ) is the discrete solution of (2.8) and $\left(w_{j+1}, p_{j}\right)$ is the $j$ th iteration for the UCG algorithm, then $\left(w_{j+1}, p_{j}\right) \rightarrow\left(w_{h}, p_{h}\right)$. The rate of convergence depends on the condition number of the Schur complement $S_{h}$, and $\left\|q_{j}\right\|_{h}=\left(q_{j}, q_{j}\right)_{h}^{1 / 2}$ is an optimal estimator for the iteration error $\left\|p_{h}-p_{j}\right\|_{h}$, see [1]. In implementation, if an a-priori estimate for the discretization error $\left\|p-p_{h}\right\|_{\tilde{Q}} \approx h^{\alpha}$ is available, we can use it to match the iteration error by imposing the following stopping criterion for the UCG:

$$
\begin{equation*}
\left\|q_{j}\right\|_{h} \leq c_{0} h^{\alpha} \tag{2.15}
\end{equation*}
$$

## 3. SPLS for reaction-diffusion equations

In this section, we will describe how to apply the general SPLS theory to problem (1.1). A standard variational formulation for (1.1) is: Find $u \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
(\varepsilon \nabla u, \nabla v)+(c u, v)=(f, v) \quad \text { for all } v \in H_{0}^{1}(\Omega) \tag{3.1}
\end{equation*}
$$

In what follows, $(\cdot, \cdot)$ and $\|\cdot\|$ will denote the standard $L^{2}$ inner product and norm, respectively. To fit this equation into the SPLS framework, we let $V:=H_{0}^{1}(\Omega), \tilde{Q}:=L^{2}(\Omega) \times L^{2}(\Omega)^{d}$, and $Q$ be the graph of the operator $\varepsilon \nabla: H_{0}^{1}(\Omega) \rightarrow L^{2}(\Omega)^{d}$, i.e.,

$$
Q:=G(\varepsilon \nabla)=\left\{\left.\binom{v \nabla v}{\varepsilon} \right\rvert\, v \in H_{0}^{1}(\Omega)\right\} .
$$

Since the operator $\varepsilon \nabla$ is bounded from $H_{0}^{1}(\Omega)$ to $L^{2}(\Omega)^{d}$, the space $Q$ is closed by the Closed Graph Theorem. We define the bilinear form $b: V \times \tilde{Q} \rightarrow \mathbb{R}$ as

$$
b\left(v,\binom{q}{\mathbf{q}}\right):=(c q, v)+(\mathbf{q}, \nabla v) \quad \text { for all } v \in V,\binom{q}{\mathbf{q}} \in \tilde{Q},
$$

and the linear functional $F \in V^{*}$ as

$$
\langle F, v\rangle:=(f, v) \quad \text { for all } v \in H_{0}^{1}(\Omega)
$$

With this setting, the SPLS formulation of (3.1) is: Find $\mathbf{p}=(\underset{\varepsilon \nabla u}{u}) \in Q$ such that

$$
\begin{equation*}
b(v, \mathbf{p})=(c u, v)+(\varepsilon \nabla u, \nabla v)=(f, v) \quad \text { for all } v \in V \tag{3.2}
\end{equation*}
$$

On $V$, we consider first the standard the inner product defined by

$$
a_{0}(u, v)=(\nabla u, \nabla v) \quad \text { for all } u, v \in V
$$

On $\tilde{Q}$, we consider the weighted inner product

$$
\begin{equation*}
\left(\binom{q}{\mathbf{q}},\binom{p}{\mathbf{p}}\right)_{\tilde{Q}}=(c q, p)+\left(\varepsilon^{-1} \mathbf{q}, \mathbf{p}\right):=(q, p)_{c}+(\mathbf{q}, \mathbf{p})_{\varepsilon^{-1}},\binom{q}{\mathbf{q}},\binom{p}{\mathbf{p}} \in \tilde{Q} . \tag{3.3}
\end{equation*}
$$

The corresponding norm is

$$
\left\|\binom{q}{\mathbf{q}}\right\|_{\tilde{Q}}=\left(\left\|c^{1 / 2} q\right\|^{2}+\left\|\varepsilon^{-1 / 2} \mathbf{q}\right\|^{2}\right)^{1 / 2}
$$

The operator $B: V \rightarrow Q$ is given by

$$
B v=\left({ }_{\varepsilon \nabla v}^{v}\right) \quad \text { for all } v \in V
$$

Thus, the optimal test norm on $V$ is induced by the inner product

$$
a_{o p t}(u, v)=(B u, B v)_{Q}=(\varepsilon \nabla u, \nabla v)+(c u, v) \quad \text { for all } u, v \in V
$$

which gives rise to the norm

$$
|v|_{o p t}=\left(\left\|c^{1 / 2} v\right\|^{2}+\left\|\varepsilon^{1 / 2} \nabla v\right\|^{2}\right)^{1 / 2}
$$

The compatibility condition (2.3) is automatically satisfied as

$$
V_{0}=\operatorname{Ker}(B)=\left\{v \in H_{0}^{1}(\Omega) \mid B v=0\right\}=\{0\}
$$

In addition, according to Section 2.2 we have $M=m=1$. One can also directly check that

$$
\sup _{v \in V} \frac{b\left(v,\binom{u}{\varepsilon \nabla u}\right)}{|v|_{\text {opt }}}=\left\|\left(\begin{array}{c}
\stackrel{u}{v} u \tag{3.4}
\end{array}\right)\right\|_{Q},
$$

for any $\binom{u}{\varepsilon \nabla u} \in Q$. This leads to optimal continuity and inf - sup constants. Thus, the variational problem (3.2) is suitable for SPLS discretization. In the implementation of UCG, to take advantage of the uniform stability, we replace $a_{0}(\cdot, \cdot)$ by $a_{o p t}(\cdot, \cdot)$.

## 4. SPLS discretization for reaction-diffusion problems

In this section, we will discuss possible choices for the discrete spaces as well as their stability. The choices for the trial space will be based on the no projection and projection type spaces outlined in Sections 2.4.1 and 2.4.2. For the discrete test space, we take $V_{h} \subset V=H_{0}^{1}(\Omega)$ to be the space of continuous piecewise polynomials of degree $k$ with respect to the mesh $\mathcal{T}_{h}$.

### 4.1. No projection trial space

Following Section 2.4.1, we consider the case when the trial space $\mathcal{M}_{h}$ is given by

$$
\mathcal{M}_{h}:=B V_{h}=\binom{I}{\varepsilon \nabla} V_{h},
$$

where $I: V_{h} \rightarrow V_{h}$ is the identity operator and the inner product is chosen to coincide with the inner product on $\tilde{Q}$. By a similar argument used to show (3.4), or according to Section 2.2, we obtain

$$
\begin{equation*}
\sup _{v_{h} \in V_{h}} \frac{b\left(v_{h},\binom{u_{h}}{\varepsilon \nabla u_{h}}\right)}{\left|v_{h}\right|_{V}}=\left\|\binom{u_{h}}{\varepsilon \nabla u_{h}}\right\|_{\tilde{Q}} \tag{4.1}
\end{equation*}
$$

for any $\binom{u_{h}}{\varepsilon \nabla \nabla_{h}} \in \mathcal{M}_{h}$. Thus, we do have stability in this case. Furthermore, the stability constant $m_{h, 0}$ and the boundness constant $M_{h}$ are independent of both the parameters $h$ and $\varepsilon$.

The discrete mixed variational formulation in this case becomes: Find $\mathbf{p}_{h}=\binom{u_{h}}{\varepsilon \nabla u_{h}}$, with $u_{h} \in V_{h}$, such that

$$
b\left(v_{h}, \mathbf{p}_{h}\right)=\left(\varepsilon \nabla u_{h}, \nabla v_{h}\right)+\left(c u_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \text { for all } v_{h} \in V_{h}
$$

The discrete saddle point reformulation to be solved is: Find $\left(w_{h}, \mathbf{p}_{h}=\binom{u_{h}}{\varepsilon \nabla u_{h}}\right)$ such that

$$
\begin{align*}
\varepsilon\left(\nabla w_{h}+\nabla u_{h}, \nabla v_{h}\right)+c\left(w_{h}+u_{h}, v_{h}\right) & =\left(f, v_{h}\right) \quad \text { for all } v_{h} \in V_{h}, \\
\binom{w_{h}}{\varepsilon \nabla w_{h}} & =\mathbf{0} \tag{4.2}
\end{align*}
$$

Remark 4.1. In this case, the UCG algorithm for (4.2) converges in one iteration. However, this case is not of practical interest as a standard Galerkin method for the original problem on the same $V_{h}$ would produce the same result. We consider this case for the theoretical purposes of addressing the stability and discretization when using the projection trial space, which is presented in the next subsection. In addition, this case acts as a preliminary test for the projection trial space discretization.

### 4.2. Projection type trial space

For the projection type trial space, we first define $\tilde{\mathcal{M}}_{h} \subset \tilde{Q}=L^{2}(\Omega) \times L^{2}(\Omega)^{d}$ to be

$$
\tilde{\mathcal{M}}_{h}:=M_{h, 0} \times \varepsilon \mathbf{M}_{h, 0}
$$

where $M_{h, 0}$ consists of continuous piecewise polynomials of degree $k$ with respect to the mesh $\mathcal{T}_{h}$ with no restrictions on the boundary. The space $\mathbf{M}_{h, 0}$ is the vector-valued product space in which each component consists of continuous piecewise polynomials of degree $k$. Two different choices for the projection type trial space, based on the inner product chosen for $\tilde{\mathcal{M}}_{h}$, are given in the previous section. The first is outlined in this section. The second is outlined in Section 5.1.

For the first type of projection trial space, we equip $\tilde{\mathcal{M}}_{h}$ with the inner product induced from $\tilde{Q}$ and define $R_{h}\binom{q}{\mathbf{q}}$ as the orthogonal projection of $\binom{q}{\mathbf{q}}$ onto $\tilde{\mathcal{M}}_{h}$ with respect to the $(\cdot, \cdot)_{\tilde{Q}}$ inner product. More specifically, we have that

$$
R_{h}\binom{q}{\mathbf{q}}=\binom{Q_{h}^{1} q}{Q_{h}^{2} \mathbf{q}}
$$

where $Q_{h}^{1}: L^{2}(\Omega) \rightarrow M_{h, 0}$ is the orthogonal projection with respect to the weighted inner product $(\cdot, \cdot)_{c}$ and $Q_{h}^{2}$ : $L^{2}(\Omega)^{d} \rightarrow \mathbf{M}_{h, 0}$ is the orthogonal projection with respect to the weighted inner product $(\cdot, \cdot)_{\varepsilon^{-1}}$, where $(\cdot, \cdot)_{c}$ and $(\cdot, \cdot)_{\varepsilon^{-1}}$ are defined in (3.3). We now define the projection type trial space as

$$
\mathcal{M}_{h}:=R_{h}^{\text {orth }} B V_{h},
$$

where the elements are given by

$$
R_{h}^{\text {orth }} B v_{h}=\binom{Q_{h}^{1} v_{h}}{Q_{h}^{2}\left(\varepsilon \nabla v_{h}\right)} .
$$

Remark 4.2. In general, $\mathcal{M}_{h}$ constructed in this way is not contained in $Q$ due to the fact that the range of the projection $Q_{h}^{2}$ might not be a gradient field. This justifies here the choice of a larger host space $\tilde{Q}$ for the discrete trial space $\mathcal{M}_{h}$.

The discrete mixed variational formulation in this case is: Find $\mathbf{p}_{h}=R_{h}^{\text {orth }} B u_{h}$, with $u_{h} \in V_{h}$, such that

$$
b\left(v_{h}, \mathbf{p}_{h}\right)=\left(f, v_{h}\right) \quad \text { for all } v_{h} \in V_{h},
$$

where $b(\cdot, \cdot)$ is defined in Section 3. The SPLS discretization of (3.1), with optimal test norm is: Find $\left(w_{h}, \mathbf{p}_{h}=R_{h}^{\text {orth }} A \nabla u_{h}\right) \in$ $V_{h} \times \mathcal{M}_{h}$ such that

$$
\begin{array}{rlr}
a_{o p t}\left(w_{h}, v_{h}\right)+b\left(v_{h}, \mathbf{p}_{h}\right) & =\left(f, v_{h}\right) \quad \text { for all } v_{h} \in V_{h}, \\
R_{h}^{\text {orth }} B w_{h} & =\mathbf{0} . \tag{4.3}
\end{array}
$$

## 5. Piecewise linear test space

In this section, we discuss the stability for the family of spaces $\left\{\left(V_{h}, \mathcal{M}_{h}\right)\right\}$, where $\mathcal{M}_{h}$ is as outlined in Section 4.2. For simplicity, we assume $\Omega \subset \mathbb{R}^{2}$ is a polygonal domain. The results can be extended to polyhedral domains in $\mathbb{R}^{3}$. We also assume that the triangular mesh $\mathcal{T}_{h}$ is locally quasi-uniform. Let $\left\{z_{1}, \ldots, z_{N}\right\}$ be the set of all nodes of $\mathcal{T}_{h}$ and assume all triangles adjacent to $z_{j}$ are of regular shape and their area is of order $h_{j}^{2}$. In this notation, the mesh size of $\mathcal{T}_{h}$ is $h:=\max \left\{h_{1}, h_{2}, \ldots, h_{N}\right\}$.

We take $V_{h}$ to be the space consisting of piecewise linear polynomials with respect to $\mathcal{T}_{h}$ vanishing on the boundary of $\Omega$. Also, we take $M_{h, 0}$ to consist of continuous linear piecewise polynomials with respect to the mesh $\mathcal{T}_{h}$. Let $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ denote a nodal basis for $M_{h, 0}$ with respect to the mesh $\mathcal{T}_{h}$ and $\left\{\boldsymbol{\Phi}_{1}, \ldots, \boldsymbol{\Phi}_{2 N}\right\}$ denote a nodal basis for $\mathbf{M}_{h, 0}$, where $\boldsymbol{\Phi}_{j}=\left(\phi_{j}, 0\right)^{T}$ and $\boldsymbol{\Phi}_{N+j}=\left(0, \phi_{j}\right)^{T}$ for $j=1, \ldots, N$. With this notation, $\left\{\phi_{j}\right\}_{j=1}^{N} \cup\left\{\varepsilon \boldsymbol{\Phi}_{j}\right\}_{j=1}^{2 N}$ is a basis for $\tilde{\mathcal{M}}_{h}$. We further define $M_{\varepsilon}$ to be the matrix whose entries are $\left(\varepsilon \boldsymbol{\Phi}_{i}, \varepsilon \boldsymbol{\Phi}_{j}\right)_{\varepsilon^{-1}}=\left(\varepsilon \boldsymbol{\Phi}_{i}, \boldsymbol{\Phi}_{j}\right)$ and $H:=\operatorname{diag}\left(h_{1}^{2}, h_{2}^{2}, \ldots, h_{N}^{2}\right)$. Lastly, we let

$$
D_{\varepsilon}=\left[\begin{array}{l|l}
\varepsilon H & \\
\hline & \varepsilon H
\end{array}\right] .
$$

In what follows, $\langle\cdot, \cdot\rangle_{e}$ denotes the standard euclidean inner product.
Lemma 5.1. Under the assumptions of Section 5, there exists a constant $C$ independent of $h$ and $\varepsilon$ such that

$$
\begin{equation*}
\left\langle M_{\varepsilon} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e} \leq C\left\langle D_{\varepsilon} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e} \quad \text { for all } \boldsymbol{\gamma} \in \mathbb{R}^{2 N} . \tag{5.1}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\left\langle M_{\varepsilon}^{-1} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e} \geq C\left\langle D_{\varepsilon}^{-1} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e} \quad \text { for all } \boldsymbol{\gamma} \in \mathbb{R}^{2 N} \tag{5.2}
\end{equation*}
$$

Proof. Let $\boldsymbol{\gamma} \in \mathbb{R}^{2 N}$ and define $\mathbf{q}_{h}:=\sum_{j=1}^{2 N} \boldsymbol{\gamma}_{j} \boldsymbol{\Phi}_{j}$. Note that

$$
\begin{equation*}
\left\langle M_{\varepsilon} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e}=\left(\varepsilon \mathbf{q}_{h}, \mathbf{q}_{h}\right)=\left\|\varepsilon \mathbf{q}_{h}\right\|_{\varepsilon^{-1}}^{2}=\sum_{\tau \in \mathcal{T}_{h}}\left\|\varepsilon \mathbf{q}_{h}\right\|_{\tau, \varepsilon^{-1}}^{2} \tag{5.3}
\end{equation*}
$$

If $\tau=\left[z_{1_{\tau}}, z_{2_{\tau}}, z_{3_{\tau}}\right]$, then

$$
\left.\mathbf{q}_{h}\right|_{\tau}=\binom{\sum_{j=1}^{3} \gamma_{j_{\tau}} \phi_{j_{\tau}}}{\sum_{j=1}^{3} \gamma_{(j+N)_{\tau}} \phi_{j_{\tau}}}
$$

Hence,

$$
\begin{equation*}
\left\|\varepsilon \mathbf{q}_{h}\right\|_{\tau, \varepsilon^{-1}}^{2} \leq C|\tau|\left(\varepsilon \sum_{j=1}^{3} \gamma_{j_{\tau}}^{2}+\varepsilon \sum_{j=1}^{3} \gamma_{(j+N)_{\tau}}^{2}\right) \tag{5.4}
\end{equation*}
$$

Using (5.3), (5.4), and the fact that each coefficient $\gamma_{k}$ can repeat at most three times, we obtain

$$
\left\langle M_{\varepsilon} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e} \leq C\left(\varepsilon \sum_{j=1}^{N} h_{j}^{2} \gamma_{j}^{2}+\varepsilon \sum_{j=1}^{N} h_{j}^{2} \gamma_{j+N}^{2}\right)=C\left\langle D_{\varepsilon} \boldsymbol{\gamma}, \boldsymbol{\gamma}\right\rangle_{e}
$$

Estimate (5.2) follows from (5.1).
We now show that (2.12) is satisfied for the operator $R_{h}^{\text {orth }}$ defined Section 4.2.
Lemma 5.2. Under the assumptions of Section 5 , there exists a constant $\tilde{C}$, independent of $h$ and $\varepsilon$, such that

$$
\begin{equation*}
\left\|R_{h}^{\text {orth }}\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{h} \geq \tilde{C}\left\|\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{\tilde{Q}} \quad \text { for all } v_{h} \in V_{h} \tag{5.5}
\end{equation*}
$$

Proof. For a fixed $\binom{v_{h}}{\varepsilon \nabla v_{h}}$, with $v_{h} \in V_{h}$, we define the vector $\mathbf{G}_{h} \in \mathbb{R}^{2 N}$ by

$$
\left(G_{h}\right)_{i}:=\left(\varepsilon \nabla v_{h}, \varepsilon \boldsymbol{\Phi}_{i}\right)_{\varepsilon^{-1}}=\left(\varepsilon \nabla v_{h}, \boldsymbol{\Phi}_{i}\right) i=1, \ldots, 2 N .
$$

Recall that

$$
R_{h}^{\text {orth }}\binom{v_{h}}{\varepsilon \nabla v_{h}}=\binom{Q_{h}^{1} v_{h}}{Q_{h}^{2}\left(\varepsilon \nabla v_{h}\right)}
$$

where $Q_{h}^{1}$ and $Q_{h}^{2}$ are defined in Section 4.2. Note that $Q_{h}^{1} v_{h}=v_{h}$ and let

$$
Q_{h}^{2}\left(\varepsilon \nabla v_{h}\right)=\sum_{i=1}^{2 N} \alpha_{i} \varepsilon \boldsymbol{\Phi}_{i}
$$

Thus, $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{2 N}\right)^{T}$ is a solution to

$$
M_{\varepsilon} \boldsymbol{\alpha}=\mathbf{G}_{h}
$$

Using (5.2), we obtain

$$
\begin{aligned}
\left\|R_{h}^{\text {orth }}\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{h}^{2} & =\left\|c^{1 / 2} v_{h}\right\|^{2}+\sum_{i, j=1}^{2 N} \alpha_{i} \alpha_{j}\left(\varepsilon \boldsymbol{\Phi}_{i}, \mathbf{\Phi}_{j}\right) \\
& =\left\|c^{1 / 2} v_{h}\right\|+\left\langle M_{\varepsilon}^{-1} \mathbf{G}_{h}, \mathbf{G}_{h}\right\rangle_{e} \\
& \geq C\left(\left\|c^{1 / 2} v_{h}\right\|+\left\langle D_{\varepsilon}^{-1} \mathbf{G}_{h}, \mathbf{G}_{h}\right\rangle_{e}\right)
\end{aligned}
$$

From the definition of the matrix $H$, we recall $h_{i}=h_{i+N}$ for $i=1, \ldots, N$. Thus,

$$
\begin{aligned}
\left\langle D_{\varepsilon}^{-1} \mathbf{G}_{h}, \mathbf{G}_{h}\right\rangle_{e} & =\sum_{i=1}^{N} h_{i}^{-2}\left[\varepsilon\left(\frac{\partial v_{h}}{\partial x}, \phi_{i}\right)^{2}+\varepsilon\left(\frac{\partial v_{h}}{\partial y}, \phi_{i}\right)^{2}\right] \\
& =\sum_{i=1}^{N} \sum_{\tau \subset \operatorname{supp}\left(\phi_{i}\right)} h_{i}^{-2}\left(1, \phi_{i}\right)_{\tau}^{2}\left[\varepsilon\left|\frac{\partial v_{h}}{\partial x}\right|_{\tau}^{2}+\varepsilon\left|\frac{\partial v_{h}}{\partial y}\right|_{\tau}^{2}\right] \\
& \geq \tilde{C}\left\|\varepsilon \nabla v_{h}\right\|_{\varepsilon^{-1}}^{2}
\end{aligned}
$$

Hence,

$$
\left\|R_{h}^{\text {orth }}\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{h}^{2} \geq \tilde{C}\left(\left\|c^{1 / 2} v_{h}\right\|^{2}+\left\|\varepsilon \nabla v_{h}\right\|_{\varepsilon^{-1}}^{2}\right)=\tilde{C}\left\|\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{\tilde{Q}} .
$$

As a consequence of Lemma 5.2, Eq. (4.1) (or the fact that $m_{h, 0}=1$ ), and Proposition 2.3, we obtain the following result.

Theorem 5.3. Let $\Omega \subset \mathbb{R}^{2}$ be a polygonal domain and $\left\{T_{h}\right\}$ be a family of locally quasi-uniform meshes for $\Omega$. For each $h$, let $V_{h}$ be the space of continuous linear functions with respect to the mesh $\left\{\mathcal{T}_{h}\right\}$ that vanish on $\partial \Omega$ and $\mathcal{M}_{h}=R_{h}^{\text {orth }} B V_{h}$. Then the family of spaces $\left\{\left(V_{h}, \mathcal{M}_{h}\right)\right\}$ is stable.

Remark 5.4. We note that while the analysis done in this section assumes that the mesh $\mathcal{T}_{h}$ is locally quasi-uniform, the Shishkin type mesh, that will be outlined in Section 6, does not satisfy this property. Nevertheless, the analysis can be extended to the case of Shishkin type refinement if we follow closely the $\varepsilon$ dependence of the coercivity constant $\tilde{C}$.

### 5.1. Second type of projection trial space

In this section, we consider an inner product on $\tilde{\mathcal{M}}_{h}$ that is related with lumping the mass matrix. Let $\binom{q_{h}}{\mathbf{q}_{h}},\binom{p_{h}}{\mathbf{p}_{h}} \in \tilde{\mathcal{M}}_{h}$ be two arbitrary elements. We can write

$$
\mathbf{q}_{h}=\sum_{i=1}^{2 N} \alpha_{i} \varepsilon \boldsymbol{\Phi}_{i}, \text { and } \mathbf{p}_{h}=\sum_{i=1}^{2 N} \beta_{i} \varepsilon \boldsymbol{\Phi}_{i}
$$

for some $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{2 N}\right)$ and $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{2 N}\right)$. We consider the inner product

$$
\left(\binom{q_{h}}{\mathbf{q}_{h}},\binom{p_{h}}{\mathbf{p}_{h}}\right)_{h}:=\left(c q_{h}, p_{h}\right)+\sum_{i=1}^{2 N} \alpha_{i} \beta_{i}\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right),
$$

on $\tilde{\mathcal{M}}_{h}$, where $(\cdot, \cdot)$ represents the standard $L^{2}$ inner product. For simplicity, we will denote

$$
\left(\mathbf{q}_{h}, \mathbf{p}_{h}\right)_{\text {lump }}:=\sum_{i=1}^{2 N} \alpha_{i} \beta_{i}\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right)
$$

for the second part of the $(\cdot, \cdot)_{h}$ inner product. We define $R_{h}: \tilde{Q} \rightarrow \tilde{\mathcal{M}}_{h}$ by

$$
R_{h}\binom{q}{\mathbf{q}}=\binom{Q_{h}^{1} q}{Q_{h}^{\text {lump }} \mathbf{q}},
$$

where

$$
Q_{h}^{\text {lump }} \mathbf{q}=\sum_{i=1}^{2 N} \frac{\left(\mathbf{q}, \varepsilon \boldsymbol{\Phi}_{i}\right)_{\varepsilon^{-1}}}{\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right)} \varepsilon \boldsymbol{\Phi}_{i}=\sum_{i=1}^{2 N} \frac{\left(\mathbf{q}, \boldsymbol{\Phi}_{i}\right)}{\left(1, \boldsymbol{\Phi}_{i}\right)} \boldsymbol{\Phi}_{i}
$$

We define the projection type trial space in this case as

$$
\mathcal{M}_{h}:=R_{h}^{\text {lump }} B V_{h} .
$$

The problem to be solved using this projection type trial space is identical to (4.3). The following lemma is analogous to 5.2.

Lemma 5.5. Under the assumptions of Section 5, there exists a constant $C$, independent of $h$ and $\varepsilon$, such that

$$
\begin{equation*}
\left\|R_{h}^{\text {lump }}\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{h} \geq \tilde{C}\left\|\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{\tilde{Q} \quad \text { for all } v_{h} \in V_{h} . . . ~}^{\text {. }} \tag{5.6}
\end{equation*}
$$

Proof. Using the same notation from the proof of Lemma 5.2, we obtain

$$
\begin{aligned}
\left\|R_{h}^{\text {lump }}\binom{v_{h}}{\varepsilon \nabla v_{h}}\right\|_{h}^{2} & =\left\|c^{1 / 2} v_{h}\right\|^{2}+\sum_{i=1}^{2 N} \frac{\left(\varepsilon \nabla v_{h}, \varepsilon \boldsymbol{\Phi}_{i}\right)_{\varepsilon^{-1}}^{2}}{\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right)^{2}}\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right) \\
& =\left\|c^{1 / 2} v_{h}\right\|^{2}+\sum_{i=1}^{2 N} \frac{\left(\varepsilon \nabla v_{h}, \boldsymbol{\Phi}_{i}\right)^{2}}{\left(1, \varepsilon \boldsymbol{\Phi}_{i}\right)} \\
& \geq \tilde{C}\left(\left\|c^{1 / 2} v_{h}\right\|^{2}+\left\langle D_{\varepsilon}^{-1} \mathbf{G}_{h}, \mathbf{G}_{h}\right\rangle_{e}\right),
\end{aligned}
$$

where

$$
\left(G_{h}\right)_{i}:=\left(\varepsilon \nabla v_{h}, \varepsilon \boldsymbol{\Phi}_{i}\right)_{\varepsilon^{-1}}=\left(\varepsilon \nabla v_{h}, \Phi_{i}\right) i=1, \ldots, 2 N .
$$

From the same techniques used to estimate $\left\langle D_{\varepsilon}^{-1} \mathbf{G}_{h}, \mathbf{G}_{h}\right\rangle_{e}$ as in the proof of Lemma 5.2, the result follows.
As a consequence of Lemma 5.5, we obtain the following result.
Theorem 5.6. Let $\Omega \subset \mathbb{R}^{2}$ be a polygonal domain and $\left\{T_{h}\right\}$ be a family of locally quasi-uniform meshes for $\Omega$. For each $h$, let $V_{h}$ be the space of continuous linear functions with respect to the mesh $\left\{\mathcal{T}_{h}\right\}$ that vanish on $\partial \Omega$ and $\mathcal{M}_{h}=R_{h}^{\text {lump }} B V_{h}$. Then the family of spaces $\left\{\left(V_{h}, \mathcal{M}_{h}\right)\right\}$ is stable.

## 6. The construction of a Shishkin mesh

In this section, we describe the construction of a Shishkin mesh [26] for the unit square. These types of meshes are widely used when dealing with reaction dominated diffusion problems in order to resolve the boundary layers exhibited by the solution of the problem. This type of mesh will be used in Sections 7.2, 7.3, and 7.4. We will follow the outline given in [7] to construct a Shishkin mesh for a solution that exhibits boundary layers on all sides of the unit square.

We first assume $N$ is an integer multiple of 8 . This parameter will refer to the number of mesh intervals in the $x$ and $y$ directions. The mesh itself is the tensor product of two one-dimensional Shishkin meshes $\mathcal{T}_{x} \times \mathcal{T}_{y}$. The process for obtaining $\mathcal{T}_{x}$ (and $\mathcal{T}_{y}$ ) is as follows. The interval [ 0,1 ] is first decomposed into three subintervals $[0, \lambda],[\lambda, 1-\lambda]$, and [ $1-\lambda, 1$ ], where

$$
\begin{equation*}
\lambda=\min \left\{\frac{1}{4}, 2 \sqrt{\frac{\varepsilon}{c^{*}}} \ln N\right\} \text { with } 0<c^{*}<c . \tag{6.1}
\end{equation*}
$$

The intervals $[0, \lambda]$ and $[1-\lambda, 1]$ are then partitioned into $N / 4$ subintervals of length $\frac{4 \lambda}{N}$, while the interval $[\lambda, 1-\lambda]$ is partitioned into $N / 2$ subintervals of length $\frac{2(1-2 \lambda)}{N}$. The triangular mesh is obtained by drawing diagonals from the top left to bottom right of each quadrilateral. The figure below shows an example of the Shishkin mesh generated using $\varepsilon=10^{-4}$ and $c^{*}=\sqrt{1 / 2}$ for $N=16,32$, respectively.

Shishkin mesh, $N=16$


Shishkin mesh, $N=32$


## 7. Numerical results

In this section, we present results from applying the SPLS discretization techniques on second order elliptic PDE of the form (1.1). For all of the examples presented, $\Omega$ is a bounded polygonal domain, and the test space $V_{h} \subset H_{0}^{1}(\Omega)$ is taken to be the space of continuous piecewise linear polynomials with respect to the Shishkin mesh $\mathcal{T}_{h}$, unless otherwise noted. We consider all types of trial spaces presented Section 4: the no projection type presented in Section 4.1 and the projection types presented in Sections 4.2 and 5.1. Also, we note that while the theory in this section considers $c$ a non-negative constant, the theory extends to the case where $c$ is a smooth positive function satisfying

$$
0<c_{0} \leq c(\mathbf{x}) \leq c_{1} \quad \text { for all } \mathbf{x} \in \Omega
$$

for constants $c_{0}$ and $c_{1}$.

Table 1
Results for basic unit square example.

| Level $k$ | $\mathcal{M}_{h}=B V_{h}$ |  |  | $\mathcal{M}_{h}=R_{h}^{\text {orth }} B V_{h}$ |  |  | $\mathcal{M}_{h}=R_{h}^{\text {lump }} B V_{h}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 1 | 0.045 |  | 1 | 0.0100 |  | 3 | 0.0202 |  | 3 |
| 2 | 0.024 | 0.903 | 1 | 0.0034 | 1.569 | 7 | 0.0090 | 1.168 | 6 |
| 3 | 0.012 | 0.974 | 1 | 0.0010 | 1.735 | 8 | 0.0035 | 1.364 | 8 |
| 4 | 0.006 | 0.993 | 1 | 3.1e-04 | 1.724 | 10 | 0.0013 | 1.440 | 13 |
| 5 | 0.003 | 0.998 | 1 | $8.9 \mathrm{e}-05$ | 1.785 | 12 | 0.0004 | 1.471 | 16 |

For the singularly perturbed problems, we measure the SPLS solution in a balanced norm instead of the norm on $\tilde{Q}$. This is due to the fact that for small $\varepsilon$ the $L^{2}$ part of the norm (on $\tilde{Q}$ ) dominates, leading to an unbalanced norm not adequate to accurately measure the error, see [6,7]. More specifically, we measure

$$
\text { error }=\left(\left\|u-u_{h}\right\|^{2}+\varepsilon^{1 / 2}\left\|\nabla u-\nabla u_{h}\right\|^{2}\right)^{1 / 2}
$$

for the no projection type trial space and measure

$$
\text { error }=\left(\left\|u-u_{h}\right\|^{2}+\varepsilon^{1 / 2}\left\|\nabla u-R_{h} \nabla u_{h}\right\|^{2}\right)^{1 / 2}
$$

for the projection type trial spaces. In the above equation, $R_{h}$ can be taken as either the orthogonal projection described in Section 4.2 or the lump projection described in Section 5.1.

When using a Shishkin mesh, we used a stopping criterion of

$$
\left\|\mathbf{q}_{j}\right\|_{h} \leq c_{0}\left(N^{-1} \ln N\right)
$$

for the no projection type of trial space. This is because standard Galerkin methods for (3.1) obtain a convergence rate of $\mathcal{O}\left(N^{-1} \ln N\right)$ using piecewise linear approximation [6,7]. The convergence rates in general when using a Shishkin mesh are computed under the assumption that we have a convergence rate of $\mathcal{O}\left(\left(N^{-1} \ln N\right)^{r}\right)$. When using a projection type trial space, we used the stopping criterion

$$
\left\|\mathbf{q}_{j}\right\|_{h} \leq c_{0}\left(N^{-1} \ln N\right)^{2}
$$

### 7.1. Basic unit square problem

For the first example, we solved (1.1) on the unit square with $c=1, \varepsilon=1$, and $f$ computed such that the exact solution is given by

$$
u(x, y)=x(1-x) y(1-y)
$$

The family of locally quasi-uniform meshes $\left\{\mathcal{T}_{h}\right\}$ was obtained through a standard uniform refinement strategy starting with a uniform coarse mesh. Here, the mesh size is $h=2^{-k}$ where $k$ is the level of refinement. Based on the general criterion (2.15), we used a stopping criterion of

$$
\left\|\mathbf{q}_{j}\right\|_{h} \leq c_{0} h^{2}
$$

on each level, and the error is computed in the $\tilde{Q}$ norm. Results for all three types of trial spaces are shown in Table 1. We see $\mathcal{O}(h)$ convergence for the no projection trial space and super-linear convergence for both types of projection type trial spaces.

### 7.2. Example with boundary layers on all sides

For this example, we solved (1.1) on the unit square with variable coefficient $c=2\left(1+x^{2}+y^{2}\right)$ and $f$ computed such that the exact solution is given by

$$
\begin{aligned}
u(x, y) & =x(1-x)\left(1-e^{-y / \sqrt{\varepsilon}}\right)\left(1-e^{(y-1) / \sqrt{\varepsilon}}\right) \\
& +y(1-y)\left(1-e^{-x / \sqrt{\varepsilon}}\right)\left(1-e^{(x-1) / \sqrt{\varepsilon}}\right)
\end{aligned}
$$

as considered in [11]. For this example, the family of Shishkin meshes $\left\{\mathcal{T}_{h}\right\}$ was obtained as in Section 6 with $\lambda$ in (6.1) computed with $c^{*}=\sqrt{1 / 2}$ and the number of subintervals in the $x$ and $y$ directions taken to be $N=16,32,64,128$, and 256 . Table 2 shows results for no projection trial space for a variety of values for $\varepsilon$. We observe $\mathcal{O}\left(N^{-1} \ln N\right)$ convergence. Tables 3 and 4 display results for the orthogonal and lump projection type trial spaces. In this case, we observe $\mathcal{O}\left(\left(N^{-1} \ln N\right)^{2}\right)$ convergence. Furthermore, for all three types of trial spaces we observe the order of convergence is robust with respect to $\varepsilon$.

Table 2
Results for example with boundary layers on all sides and no projection trial space.

| $\mathcal{M}_{h}=B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.019 |  | 1 | 0.068 |  | 1 | 0.132 |  | 1 |
| 32 | 0.009 | 1.472 | 1 | 0.034 | 1.471 | 1 | 0.088 | 0.854 | 1 |
| 64 | 0.005 | 1.356 | 1 | 0.017 | 1.356 | 1 | 0.054 | 0.946 | 1 |
| 128 | 0.002 | 1.286 | 1 | 0.009 | 1.285 | 1 | 0.032 | 0.984 | 1 |
| 256 | 0.001 | 1.239 | 1 | 0.004 | 1.239 | 1 | 0.018 | 0.996 | 1 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-12}$ |  |  | $\varepsilon=10^{-16}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.133 |  | 1 | 0.134 |  | 1 | 0.134 |  | 1 |
| 32 | 0.089 | 0.859 | 1 | 0.089 | 0.859 | 1 | 0.089 | 0.860 | 1 |
| 64 | 0.055 | 0.951 | 1 | 0.055 | 0.951 | 1 | 0.055 | 0.951 | 1 |
| 128 | 0.032 | 0.988 | 1 | 0.032 | 0.988 | 1 | 0.032 | 0.988 | 1 |
| 256 | 0.018 | 0.999 | 1 | 0.018 | 0.999 | 1 | 0.018 | 0.999 | 1 |

Table 3
Results for example with boundary layers on all sides and orthogonal projection.

| $\mathcal{M}_{h}=R_{h}^{\text {orth }} B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.0027 |  | 3 | 0.0177 |  | 4 | 0.073 |  | 5 |
| 32 | 0.0008 | 2.490 | 3 | 0.0054 | 2.509 | 4 | 0.038 | 1.417 | 8 |
| 64 | 0.0003 | 2.203 | 3 | 0.0018 | 2.190 | 4 | 0.016 | 1.708 | 12 |
| 128 | $9.0 \mathrm{e}-05$ | 2.022 | 3 | 0.0005 | 2.191 | 5 | 0.006 | 1.903 | 19 |
| 256 | $3.1 \mathrm{e}-05$ | 1.907 | 3 | 0.0002 | 1.910 | 5 | 0.002 | 1.978 | 28 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-}$ |  |  | $\varepsilon=10$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.073 |  | 4 | 0.073 |  | 5 | 0.073 |  | 6 |
| 32 | 0.038 | 1.419 | 6 | 0.038 | 1.419 | 8 | 0.038 | 1.419 | 10 |
| 64 | 0.016 | 1.710 | 9 | 0.016 | 1.711 | 12 | 0.016 | 1.711 | 16 |
| 128 | 0.006 | 1.903 | 12 | 0.006 | 1.906 | 19 | 0.006 | 1.906 | 25 |
| 256 | 0.002 | 1.972 | 17 | 0.002 | 1.981 | 28 | 0.002 | 1.981 | 40 |

Table 4
Results for example with boundary layers on all sides and lump projection.

| $\mathcal{M}_{h}=R_{h}^{\text {lump }} B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.0048 |  | 4 | 0.0281 |  | 5 | 0.099 |  | 3 |
| 32 | 0.0017 | 2.222 | 4 | 0.0088 | 2.455 | 6 | 0.058 | 1.148 | 4 |
| 64 | 0.0006 | 2.042 | 4 | 0.0028 | 2.197 | 6 | 0.027 | 1.515 | 6 |
| 128 | 0.0002 | 1.933 | 4 | 0.0010 | 2.052 | 7 | 0.010 | 1.839 | 8 |
| 256 | $7.3 \mathrm{e}-05$ | 1.860 | 4 | 0.0003 | 1.898 | 7 | 0.003 | 1.972 | 11 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-12}$ |  |  | $\varepsilon=10^{-16}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.100 |  | 4 | 0.100 |  | 5 | 0.100 |  | 7 |
| 32 | 0.058 | 1.153 | 7 | 0.058 | 1.153 | 9 | 0.058 | 1.154 | 11 |
| 64 | 0.027 | 1.524 | 10 | 0.027 | 1.524 | 13 | 0.027 | 1.524 | 17 |
| 128 | 0.010 | 1.855 | 14 | 0.010 | 1.856 | 21 | 0.010 | 1.856 | 27 |
| 256 | 0.003 | 2.015 | 21 | 0.003 | 2.016 | 32 | 0.003 | 2.016 | 44 |

### 7.3. Example with nonhomogeneous boundary condition

For this example, we solved (1.1) on the unit square with variable coefficient $c=1+x^{2} y^{2} e^{x y / 2}$ and $f$ computed such that the exact solution is

$$
\begin{aligned}
u(x, y) & =x^{3}\left(1+y^{2}\right)+\sin \left(\pi x^{2}\right)+\cos (\pi y / 2) \\
& +(x+y)\left(e^{-2 x / \sqrt{\varepsilon}}+e^{2(x-1) / \sqrt{\varepsilon}}+e^{-3 y / \sqrt{\varepsilon}}+e^{3(y-1) / \sqrt{\varepsilon}}\right)
\end{aligned}
$$

Table 5
Results for non-homogeneous example, no projection trial space.

| $\mathcal{M}_{h}=B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.205 |  | 1 | 1.082 |  | 1 | 2.009 |  | 1 |
| 32 | 0.103 | 1.468 | 1 | 0.595 | 1.273 | 1 | 1.666 | 0.398 | 1 |
| 64 | 0.051 | 1.355 | 1 | 0.306 | 1.303 | 1 | 1.220 | 0.610 | 1 |
| 128 | 0.026 | 1.286 | 1 | 0.154 | 1.273 | 1 | 0.791 | 0.804 | 1 |
| 256 | 0.013 | 1.239 | 1 | 0.077 | 1.235 | 1 | 0.472 | 0.921 | 1 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-12}$ |  |  | $\varepsilon=10^{-16}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 1.989 |  | 1 | 1.988 |  | 1 | 1.988 |  | 1 |
| 32 | 1.652 | 0.394 | 1 | 1.652 | 0.394 | 1 | 1.652 | 0.394 | 1 |
| 64 | 1.212 | 0.607 | 1 | 1.212 | 0.607 | 1 | 1.212 | 0.607 | 1 |
| 128 | 0.786 | 0.802 | 1 | 0.786 | 0.802 | 1 | 0.786 | 0.802 | 1 |
| 256 | 0.470 | 0.920 | 1 | 0.470 | 0.920 | 1 | 0.470 | 0.920 | 1 |

as considered in [6]. The family of Shishkin meshes $\left\{\mathcal{T}_{h}\right\}$ is obtained as in Section 7.2. Table 5 shows results for the no projection trial space and various values of $\varepsilon$. We observe $\mathcal{O}\left(N^{-1} \ln N\right)$ convergence and that the order is robust with respect to $\varepsilon$.

### 7.4. Example with boundary layers on two sides

For the last example, we solved (1.1) on the unit square with $c=2$ and $f$ computed such that the exact solution is given by

$$
u(x, y)=y(1-y)\left(1-e^{-x / \sqrt{\varepsilon}}\right)\left(1-e^{(x-1) / \sqrt{\varepsilon}}\right)
$$

as considered in [11]. Due to the nature of the solution, we expect boundary layers at $x=0$ and $x=1$. To this end, we construct the family of Shishkin meshes $\left\{\mathcal{T}_{h}\right\}$ such that the subintervals in the $x$ direction are partitioned as described in Section 6 using $c^{*}=\sqrt{1 / 2}$ and $N=16,32,64,128,256$, while the partition in the $y$ direction is uniform with $N$ subintervals. The figure below shows the mesh generated with $\varepsilon=10^{-4}$ and $N=16,32$, respectively.


Table 6 shows results for the no projection trial space for various values of $\varepsilon$. As in the previous two examples, we observe $\mathcal{O}\left(N^{-1} \ln N\right)$ convergence in the balanced norm for the no projection trial space. Tables 7 and 8 display results for the orthogonal and lump projection type spaces, respectively. We observe close to $\mathcal{O}\left(\left(N^{-1} \ln N\right)^{2}\right)$ convergence in the balanced norm. Furthermore, the order of convergence is robust with respect to $\varepsilon$.

## 8. Conclusion

We presented a saddle point least squares method with nonconforming trial spaces for discretization of mixed variational formulations for solving the reaction-diffusion equation. We observe that the method performs well even for

Table 6
Results for example with boundary layers on two sides and no projection trial space.

| $\mathcal{M}_{h}=B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.0094 |  | 1 | 0.040 |  | 1 | 0.091 |  | 1 |
| 32 | 0.0047 | 1.472 | 1 | 0.020 | 1.460 | 1 | 0.062 | 0.839 | 1 |
| 64 | 0.0024 | 1.356 | 1 | 0.010 | 1.353 | 1 | 0.038 | 0.935 | 1 |
| 128 | 0.0012 | 1.286 | 1 | 0.005 | 1.285 | 1 | 0.022 | 0.978 | 1 |
| 256 | 0.0006 | 1.239 | 1 | 0.002 | 1.238 | 1 | 0.013 | 0.993 | 1 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-12}$ |  |  | $\varepsilon=10^{-16}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.091 |  | 1 | 0.091 |  | 1 | 0.091 |  | 1 |
| 32 | 0.061 | 0.835 | 1 | 0.061 | 0.835 | 1 | 0.061 | 0.835 | 1 |
| 64 | 0.038 | 0.934 | 1 | 0.038 | 0.934 | 1 | 0.038 | 0.934 | 1 |
| 128 | 0.022 | 0.977 | 1 | 0.022 | 0.977 | 1 | 0.022 | 0.977 | 1 |
| 256 | 0.013 | 0.993 | 1 | 0.013 | 0.993 | 1 | 0.013 | 0.993 | 1 |

Table 7
Results for example with boundary layers on two sides and orthogonal projection.

| $\mathcal{M}_{h}=R_{h}^{\text {orth }} B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.0015 |  | 2 | 0.0110 |  | 3 | 0.050 |  | 4 |
| 32 | 0.0005 | 2.378 | 2 | 0.0032 | 2.573 | 4 | 0.025 | 1.469 | 7 |
| 64 | 0.0002 | 2.126 | 2 | 0.0011 | 2.149 | 4 | 0.010 | 1.780 | 12 |
| 128 | 5.6e-05 | 1.976 | 2 | 0.0004 | 1.982 | 4 | 0.004 | 1.941 | 19 |
| 256 | $1.9 \mathrm{e}-05$ | 1.882 | 2 | 0.0001 | 1.884 | 4 | 0.001 | 1.988 | 29 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-}$ |  |  | $\varepsilon=10$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.050 |  | 3 | 0.050 |  | 4 | 0.050 |  | 5 |
| 32 | 0.025 | 1.464 | 6 | 0.025 | 1.464 | 7 | 0.025 | 1.464 | 9 |
| 64 | 0.010 | 1.777 | 9 | 0.010 | 1.779 | 12 | 0.010 | 1.779 | 14 |
| 128 | 0.004 | 1.932 | 12 | 0.004 | 1.942 | 19 | 0.004 | 1.942 | 23 |
| 256 | 0.001 | 1.962 | 17 | 0.001 | 1.989 | 29 | 0.001 | 1.990 | 41 |

Table 8
Results for example with boundary layers on two sides and lump projection.

| $\mathcal{M}_{h}=R_{h}^{\text {lump }} B V_{h}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\varepsilon=1$ |  |  | $\varepsilon=10^{-2}$ |  |  | $\varepsilon=10^{-4}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.0024 |  | 3 | 0.0161 |  | 4 | 0.068 |  | 3 |
| 32 | 0.0008 | 2.202 | 3 | 0.0051 | 2.442 | 5 | 0.038 | 1.226 | 4 |
| 64 | 0.0003 | 2.032 | 3 | 0.0017 | 2.131 | 5 | 0.016 | 1.637 | 6 |
| 128 | 0.0001 | 1.928 | 3 | 0.0006 | 1.972 | 5 | 0.006 | 1.900 | 8 |
| 256 | $3.8 \mathrm{e}-05$ | 1.857 | 3 | 0.0002 | 1.974 | 6 | 0.002 | 1.911 | 10 |
| $N$ | $\varepsilon=10^{-8}$ |  |  | $\varepsilon=10^{-12}$ |  |  | $\varepsilon=10^{-16}$ |  |  |
|  | Error | Rate | It | Error | Rate | It | Error | Rate | It |
| 16 | 0.067 |  | 4 | 0.067 |  | 4 | 0.067 |  | 5 |
| 32 | 0.038 | 1.231 | 7 | 0.038 | 1.231 | 8 | 0.038 | 1.231 | 9 |
| 64 | 0.016 | 1.650 | 10 | 0.016 | 1.650 | 14 | 0.016 | 1.650 | 15 |
| 128 | 0.006 | 1.947 | 15 | 0.006 | 1.948 | 21 | 0.006 | 1.948 | 28 |
| 256 | 0.002 | 2.028 | 21 | 0.002 | 2.035 | 33 | 0.002 | 2.035 | 44 |

$\varepsilon \approx 0$, and we obtain convergence rates of $\mathcal{O}\left(\left(N^{-1} \ln N\right)^{2}\right)$ using just piecewise linear approximation and the projection type trial spaces. These rates of convergence are similar to those obtained by Lin and Stynes in [6], where a mixed finite element approach was taken involving $H$ (div; $\Omega$ ) conforming spaces. Compared with their approach, our implementation is simpler due to the use of $H^{1}$ linear spaces. Also, when using the projection type spaces we obtain close to $\mathcal{O}\left(\left(N^{-1} \ln N\right)^{2}\right)$ without the need to post-process the solution, which is the approach taken in [11] to obtain higher order convergence for $\varepsilon^{1 / 4} \nabla u$ in the $L^{2}$ norm.

We plan to combine the SPLS discretization method with known adaptive techniques for designing robust iterative solvers for more general first and second order elliptic PDEs that are parameter dependent, including Maxwell equations and linear elasticity systems [27].

We further plan to investigate SPLS multilevel preconditioning techniques, see [2,28,29], that can be considered on Shishkin-type meshes needed for singularly perturbed problems.
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