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Abstract

Evaluating the Performance of Computational Approaches for Identifying
Critical Sites in Protein-coding DNA Sequences

Matthew L. Bendall
Department of Biology, BYU

Master of Science

The ability to link a particular phenotype to its causative genotype is one of the
most challenging objectives for biological research. Although the genetic code provides an
explicit formula for determining the sequence of amino acid phenotypes produced by a given
nucleotide sequence, identifying specific residues that are functionally important remains
problematic. Many computational approaches have been developed that use patterns ob-
served in DNA sequences to identify these critical sites. However, very few research studies
have used empirical data to test whether these approaches are truly able to identify sites of
interest.

In most empirical studies, the actual protein function and selective pressures are
unknown; thus it is difficult to assess whether computational approaches are correctly iden-
tifying critical sites. Here I present two studies that utilize well-characterized empirical
systems to evaluate and compare the performance of several computational approaches. In
both cases, the proteins under study have specific amino acid substitutions that are con-
firmed to alter protein function and expected to be constrained by natural selection. In
chapter 2, I examine functional variants in angiopoietin-like protein 4 (ANGPTL4), a pro-
tein involved in regulating plasma triglyceride levels; loss-of-function variants in this gene
are believed to decrease the risk of cardiovascular disease. I apply several computational
approaches to identify functional variants, including phylogenetic approaches for detecting
positive selection. In chapter 3, I investigate the emergence of drug-resistance in HIV-1 dur-
ing the course of antiretroviral drug therapy. I compare the performance of eight selection
detection methods in identifying drug-resistant mutations in 109 intrapatient datasets with
HIV-1 sequences isolated at multiple timepoints throughout drug treatment.

It is critical that we develop methods to detect positively selected sites. The ability to
detect these sites in silico, without the need for expensive and time consuming assays, would
be invaluable to researchers in evolutionary biology, human genetics, and medicine. Through
the research presented in this thesis, I hope to provide insight into the strengths and weak-
nesses of current approaches, thereby facilitating future research towards the development
and improvement of evolutionary models.

Keywords: positive selection, evolutionary models, HIV-1 drug resistance, ANGPTL4
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Chapter 1

Introduction

The ability to link a particular phenotype to its causative genotype is one of the most

challenging objectives for biological research. At the molecular level, the genotype can be

readily identified through DNA sequencing technology, while the phenotype is often more

difficult to discern. Although the genetic code provides an explicit formula for determining

the sequence of amino acid phenotypes produced by a given nucleotide sequence, identifying

specific residues that are functionally important remains problematic. Many computational

approaches have been developed that use patterns observed in DNA sequences to identify

these critical sites.

The statistical models used by many approaches are based directly on the evolutionary

principles of mutation, genetic drift, and natural selection. These processes are intertwined,

and the data we observe is the result of complex interactions among these forces. The

processes of mutation and gene flow introduce heritable variation in a population. Genetic

drift and natural selection regulate the frequencies of a given variation in the next generation.

Genetic drift acts randomly; variation may become fixed or lost due to random chance.

On the other hand, natural selection is deterministic; variants that confer a reproductive

advantage will increase in frequency, while deleterious variation will be removed from the

population.

Natural selection is the primary process that acts on the phenotype of the individ-

ual; therefore, identifying sites under natural selection is crucial for identifying important

amino acid sites. In practice, sites are predicted to be under natural selection when inferred

evolutionary changes are significantly different than the random changes that are expected
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under neutral evolution. Computational approaches for detecting positive selection differ in

the techniques used for inferring evolutionary change and in the null hypothesis assumed.

In this thesis, I present two studies comparing computational approaches for identi-

fying critical sites in protein-coding DNA sequences. In the first study, I investigate whether

phylogenetic methods for identifying positively selected sites are suitable for identifying

functional variants in angiopoietin-like protein 4 (ANGPTL4). The second study exam-

ines the performance of eight different site-prediction methods when applied to emerging

drug-resistance in HIV-1.

1.1 Identifying adaptive evolution

Experimental verification

The “gold standard” for identifying adaptive substitutions is through experimental verifi-

cation. This technique uses three-dimensional structures or functional assays to associate

observed amino acid changes with phenotypic differences. Although this provides convincing

evidence of adaptive change, in most cases experimental verification is prohibitively expen-

sive and time-consuming. Investigators who wish to verify adaptive substitutions in the

laboratory often rely on computational approaches to generate hypotheses, thus reducing

the sites or substitutions that must be considered.

In the studies presented here, the amino acid sites and residues that are responsible

for functional changes in the protein have been previously determined through experimental

verification. With this information, I am able to conclude whether a particular method is

successfully identifying known adaptive sites.

Predicting functional variants in ANGPTL4

In this study, published in the International Journal of Molecular Sciences, I analyzed nu-

cleotide sequences from ANGPTL4, a protein implicated in cardiovascular disease (Maxwell
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et al. 2010). This data was obtained from the Dallas Heart Study, a population-based ran-

dom study of ethnic differences in cardiovascular health (Victor et al. 2004). I use several

computational approaches, including phylogenetic site-prediction methods, to identify vari-

ants that cause functional changes in the protein. I compared the results of these analyses

to the actual functional status of each variant confirmed by in vitro assay.

Detecting drug-resistant mutations in HIV-1

I compare eight different computational methods for detecting positive selection using em-

pirical data. The evolution of drug resistance in HIV-1 is one of the few biological study

systems where positive selection can be observed in real time. I designed 109 intra-patient

datasets that demonstrate the evolution of resistance to antiretroviral drugs during the

course of treatment. The specific drug-resistant mutations that are under positive selection

are well-documented in the scientific literature. Each of the eight approaches was used to

predict positively selected sites; performance and other statistical properties were compared

among methods.

1.2 Conclusion

It is critical that we develop methods to detect positively selected sites. The ability to detect

these sites in silico, without the need for expensive and time consuming assays, would be

invaluable to researchers in evolutionary biology, human genetics, and medicine. However,

current methods for identifying positively selected sites are clearly missing crucial aspects

of the evolutionary process. By comparing existing methods for detecting selection, I am

hoping to provide new insights into the strengths and weaknesses of current models, thereby

providing information towards the improvement and development of evolutionary models.

3
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Chapter 2

Predicting functional variants in ANGPTL4

Preface

In this research study, published in the International Journal of Molecular Sciences, I ana-

lyzed nucleotide sequences encoding angiopoietin-like protein 4 (ANGPTL4), a protein im-

plicated in cardiovascular disease (Maxwell et al. 2010). A major objective of this study was

to investigate whether phylogenetic-based selection detection methods are useful for identi-

fying functional variants. To test this hypothesis, I used ANGPTL4 sequence data sampled

from 3,551 individuals in the Dallas Heart Study (Victor et al. 2004). ANGPTL4 inhibits

the activity of lipoprotein lipase (LPL), resulting in an increase in plasma triglyceride levels

(Romeo et al. 2007). Functional studies have confirmed several nonsynonymous substitu-

tions that interfere with protein function or secretion (Romeo et al. 2009). It has been shown

that loss-of-function mutations are associated with low plasma triglyceride levels and it is

believed that such variants may decrease the risk of cardiovascular disease (Smart-Halajko

et al. 2011).

I use three computational approaches to identify variants that influence protein func-

tion. The first approach, implemented in PolyPhen, predicts whether variants are “benign”

or “damaging” using homologous protein alignments (Ramensky et al. 2002). Prediction

is based on position-specific amino acid profiles and position in the protein structure. The

second approach, implemented in TreeSAAP, infers substitutions that produce radical or

conservative shifts in amino acid properties (Woolley et al. 2003). Substitutions are inferred

using a phylogenetic approach and examined with respect to 31 physicochemical properties.

Finally, I use two likelihood-based site-prediction methods to identify sites under positive

selection (Pond et al. 2005; Yang 2007).
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Abstract: Genotype/phenotype association analyses (Treescan) with plasma lipid levels 
and functional site prediction methods (TreeSAAP and PolyPhen) were performed using 
sequence data for ANGPTL4 from 3,551 patients in the Dallas Heart Study. Biological 
assays of rare variants in phenotypic tails and results from a Treescan analysis were used as 
“known” variants to assess the site prediction abilities of PolyPhen and TreeSAAP. The 
E40K variant in European Americans and the R278Q variant in African Americans were 
significantly associated with multiple lipid phenotypes. Combining TreeSAAP and 
PolyPhen performed well to predict “known” functional variants while reducing noise from 
false positives. 

Keywords: ANGPTL4; TreeSAAP; treescan; phylogenetics; association studies; selection 
 

1. Introduction 

No single method of analysis is sufficient to uncover all the information that can come from 
sequence data. What we can strive for is a set of methods that complement each other. For example, 
the fields of molecular evolution, phylogenetics, and population genetics have a long history of 
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sequence analysis [1,2]; however these methods do not typically use phenotype information. Many of 
these methods use knowledge about gene structure, amino acids, protein structure, and phylogenetics. 
We can borrow methods from these fields to identify polymorphic sites that may show evidence for 
selection or are likely to cause significant changes in expression or the nature of a protein. 

Romeo et al. [3,4] sequenced the exonic regions and boundaries for the ANGPTL4 (angiopoietin-
like protein 4) gene in patients from the Dallas Heart Study [5]. Results from analysis of these  
data [3] and subsequently in other ANGPTL genes [4] found that rare variants substantially contribute 
to variation in triglyceride levels. These groundbreaking papers substantiated these claims with 
biological assays showing that most rare variants in individuals in the tails of the triglyceride 
phenotypic distribution were functionally important by affecting secretion, expression, LDL inhibition, 
or loss of function. These results and data give us a rare opportunity to use “known” functional 
variants to assess the relative abilities of some site prediction methods such as PolyPhen [6] and 
TreeSAAP [7].  

Using this data, we performed a series of analyses using phylogenetic approaches. We used 
Treescanning [8] to identify variants associated with lipid phenotypes. We used PAML [9] and  
HyPhy [10] to describe selection patterns across the sequence. Finally, we used the known rare 
functional variants from Romeo et al. [3,4] and results for common variants from the Treescanning 
analyses to compare the relative specificity and sensitivity of PolyPhen, TreeSAAP, and various 
combinations of the two. 

2. Results and Discussion 

2.1. Phylogenetic and Treescanning Results 

2.1.1. Variants, Haplotypes, Networks, and Phylogenetic Trees 

Including a human reference sequence, there were 39 variants (27 missense, 11 synonymous) that 
produced 45 unique haplotypes. One missense mutation (G77R) from the previous study [3,4] was not 
included because the individual that harbored it had too much missing data to reliably infer its 
haplotypes. Four other variants (IVS3+1, K217X, FsK245, and FsS302) that were nonsense, frame 
shifts, or splicing mutations were not included in the selection analyses because the selection detection 
methods only consider amino acid replacements. 

The haplotype inferences were relatively easy because most individuals were heterozygous for only 
one site. Technically, the singleton variants cannot be definitively placed on a haplotype unless it is 
heterozygous for only that site. However, because Treescanning uses genotypes, these individuals will 
always be grouped in the heterozygous class when the two possible haplotype backgrounds are defined 
as different allele classes making the test invariant to the phasing of the singleton. Regardless, the 
treescanning results were the same when all singletons were excluded. As for the phylogenetic 
analyses, the short branch lengths suggest that they will have little impact on analysis. For TreeSAAP, 
the same substitution event will always be inferred as long they are seen as tips. 

The bootstrap analysis for the maximum likelihood (ML) tree revealed low resolution throughout 
the tree. The reason for such low resolution is the shortness of the branches. The haplotype network 
(Figure 1) illustrates this. Every single branch in the tree is only one step long, meaning that no 
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haplotype is more than one site different than its nearest neighbor in the network. Bootstrapping works 
by sampling sites with replacement, which means that a site on a particular branch will be excluded in 
some of the replicates. Only branches with many sites will show any confidence in a bootstrap 
analysis. However, in coalescent theory, these short connections are considered more likely. Statistical 
Parsimony [11] was designed to incorporate these criteria when the haplotypes are sampled within a 
population. Another feature of this network is that two haploypes (H1 and H2) represent 70% to 80% 
of each population (see Table 1). Almost every other haplotype is a single step from either of these  
two haplotypes. 

Figure 1. Phylogenetic network showing relationships among sampled haplotypes. Edges 
are labeled with the base or amino acid change and colored based on results from 
significant.PolyPhen and TreeSAAP results. The nodes are colored according to the known 
effect of the variant on the protein as determined by in vitro assays [3,4]. Yellow nodes 
indicate variants that prevent secretion; orange nodes indicate variants that cause a non-
functional protein to be secreted; white nodes were not tested in vitro; and gray is a 
synonymous substitution. 
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Table 1. Haplotype frequencies for the haplotypes in Figure 1 overall and each population. 
All = combined; EA = European American, AA = African American, MA = Mexican 
American.  

Haplotype All EA AA MA Other 
h1 0.51242 0.54341 0.47735 0.54052 0.68493 
h2 0.26020 0.28447 0.21706 0.34828 0.23288 

h12 0.06475 0.14402 0.02102 0.05862 0.06164 
h13 0.00015 0 0.00030 0 0 
h14 0.00015 0.00051 0 0 0 
h15 0.00030 0.00102 0 0 0 
h16 0.04186 0.00153 0.07936 0.00517 0.00685 
h17 0.00105 0.00255 0.00030 0.00086 0 
h18 0.00045 0.00102 0 0.00086 0 
h19 0.01220 0 0.02399 0 0 
h23 0.00015 0.00051 0 0 0 
h24 0.02997 0.00051 0.05774 0.00259 0 
h25 0.00015 0 0.00030 0 0 
h26 0.00030 0 0.00059 0 0 
h35 0.00045 0 0.00089 0 0 
h36 0.00015 0 0.00030 0 0 
h37 0.00211 0 0.00415 0 0 
h39 0.00015 0 0.00030 0 0 
h40 0.00015 0.00051 0 0 0 
h41 0.00015 0 0.00030 0 0 
h42 0.00015 0.00051 0 0 0 
h44 0.00015 0 0 0.00086 0 
h45 0.00015 0.00051 0 0 0 
h53 0.00030 0 0.00059 0 0 
h54 0.05285 0.00204 0.10127 0.00431 0 
h55 0.00015 0 0.00030 0 0 
h56 0.00015 0 0.00030 0 0 
h57 0.00015 0.00051 0 0 0 
h58 0.00467 0.00153 0.00651 0.00517 0 
h63 0.00015 0 0.00030 0 0 
h64 0.00015 0 0.00030 0 0 
h72 0.00015 0 0.00030 0 0 
h73 0.00015 0.00051 0 0 0 
h82 0.00015 0.00051 0 0 0 
h90 0.00015 0 0.00030 0 0 
h91 0.00030 0 0.00059 0 0 
h92 0.00030 0.00051 0.00000 0 0.00685 
h93 0.00060 0 0.00118 0 0 
h94 0.00015 0 0.00030 0 0 
h95 0.00407 0 0 0.02328 0 
h96 0.00708 0.01277 0.00296 0.00948 0.00685 
h97 0.00030 0 0.00059 0 0 
h98 0.00015 0 0.00030 0 0 

h102 0.00015 0.00051 0 0 0 
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2.1.2. Treescanning Results 

As found by Romeo et al. [3], the branch carrying the E40K variant in the European American 
population was associated with various phenotypes. It was significant after correcting for multiple tests 
for triglycerides (multiple p = 0.0277), LDL (multiple p = 0.0141), and nominally for VLDL (nominal 
p = 0.0147, multiple p = 0.065). The full multivariate model for E40K is significant after multiple tests 
(multiple p = 0.0064). The univariate p-values are significant for triglycerides, LDL, and VLDL; 
however, the partial Wilk’s tests are only significant for LDL (p = 0.001) and nearly for triglycerides 
(p = 0.0556). This suggests that LDL probably contributes most to the association in the presence of 
the other variables followed by triglycerides while the univariate association of VLDL is probably 
accounted for correlations between the phenotypes. E40K was also nominally significant for 
triglycerides in the Mexican American populations even with a very small count of nine heterozygotes 
carrying the K variant (haplotype H96). It displayed the same protective effect of lower triglyceride 
levels as that found in the European Americans. No other variants within the European American 
population were significant in the second round of Treescanning. 

The branch carrying the R278Q variant was significant for HDL (multiple p = 0.0122) in the 
African American population. The Q allele (carried by haplotypes H23, H24, H63, and H64) is fairly 
common in African Americans (see Table 1) at about 5.8% but is very rare in all other populations. 
The full multivariate model was not significant after multiple test corrections but was nominally 
significant (nominal p = 0.0394). Triglycerides were nominally significant for the univariate test 
(nominal p = 0.0359) but this effect went away using the multivariate context of a partial Wilk’s test  
(p = 0.3814); however, HDL-c remained significant using the partial Wilk’s test (p = 0.0098). The QQ 
homozygote shows much higher adjusted HDL-c levels (67.88 mg/dL; n = 7) versus the RQ 
heterozygote (55.13 mg/dL; n = 156) and RR homozygote (52.06 mg/dL; n = 1263). This finding has 
not previously been reported, however the sample of the QQ homozygotes is relatively small (n = 7). 
The significance of R278Q still held up, even after conditioning for E40K in the African American 
population (multiple p = 0.0108). 

Talmud et al. [12] found mild evidence for an association with triglycerides with the T266M variant 
which is also the variant that separates the two major haplotypes (H1 and H2) in the network  
(see Figure 1). They found that this effect went away after conditioning upon the E40K variant. It is 
easy to see in Figure 1 how this variant could show an effect due to correlation with the E40K variant. 
Historically, the 40K mutation occurred on a 266M background resulting in linkage disequilibrium 
(LD) between the two variants. However, Talmud et al. [12] also found that T266M (but not E40K) 
was associated with postprandial triglyceride and glucose levels in a case/control study for individuals 
with a paternal history of myocardial infarction. In our study, T266M shows no association with any of 
the phenotypes and in any of our populations. At present, we do not have any data on postprandial 
stress to follow up their significant association with T266M. 
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2.2. Bioinformatics and Site Prediction Analysis Results 

2.2.1. PolyPhen and TreeSAAP Results 

PolyPhen identified eight residues as “probably damaging” and seven as “possibly damaging” for a 
total of 15, leaving 12 as benign (see Table 2). Of the eight residues that were either functional or 
significant, PolyPhen identified five as “probably damaging” and three as benign. TreeSAAP 
identified 10 at category 8, 5 with category 6 or 7, and 12 as nothing. Of the eight residues that were 
either functional or significant, TreeSAAP identified five at category 8, two with category 6 or 7, and 
one as nothing. While both methods predicted similar numbers of sites under selection, only nine sites 
were found in common between the methods while 10 sites were unique to a particular method. 

Table 2. PolyPhen and TreeSAAP results for each missense polymorphisms used in the 
study. Each rare variant is defined by which part of the triglyceride phenotype distribution 
it was found (H = high, M = Middle, L= Low) according to  
Romeo et al. [3]. For the five common missense variants, Significant and NonSig 
(Nonsignificant) refers to phenotypic associations from the Treescan analyses. The 
Biological Assay column refers to assays in Table 3 of Romeo et al. [4]. A “-“ means no 
tests were performed. All significant PolyPhen predictions are in bold. All TreeSAAP 
properties considered significant with a score of 6 or more [13] are reported, all with an 
extreme value of 8 are in bold. The TreeSAAP property symbol key is provided below.  

Missense Phenotype Biological PolyPhen PolyPhen TreeSAAP 
Variant Distribution Assay Score Prediction Property 

M-1-T M - NA benign  
P-5-L M - NA benign αc, αn, K0, Hp  
E-40-K Significant - 1.424 benign pHi 
M-41-I NonSig - 1.16 benign  
S-67-R M - 1.563 possibly damaging  
R-72-L M - 1.958 possibly damaging H, Hnc, αn  
E-167-K L LPL Inhib 0.194 benign pHi 
P-174-S M - 1.715 possibly damaging  
E-190-Q NonSig - 0.243 benign  
E-196-K M - 1.541 possibly damaging pHi, El 
G-223-R L Secretion 2.065 probably damaging E’sm 
R-230-C M - 2.792 probably damaging pHi, E’sm, Et, Br, Ns, C 
F-237-V M - 2.51 probably damaging  
P-251-T H Nothing 1.781 possibly damaging  
T-266-M NonSig - 0.783 benign K0, Ht 
R-278-Q Significant - 0.644 benign pHi 
V-291-M M - 1.012 benign  
L-293-M M - 1.236 benign  
E-296-V M - 2.057 probably damaging Ns, Pβ, Br, H, Ra  
P-307-S M - 0.955 benign αc 
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Table 2. Cont. 

Missense Phenotype Biological PolyPhen PolyPhen TreeSAAP 
Variant Distribution Assay Score Prediction Property 

V-308-M M - 1.199 benign  
R-336-C L Secretion 2.255 probably damaging Br, pHi, Et, Ns, C, Ca, Hnc 
D-338-E M - 1.626 possibly damaging  
W-349-C L Secretion 3.677 probably damaging  

G-361-R L Secretion 2.274 probably damaging 
Ca, E’sm, Mv, Mw, Hnc, V0, 
μ  

R-371-Q H Nothing 1.558 possibly damaging pHi 
R-384-W L Secretion 2.304 probably damaging Br, Ht 
TreeSAAP Property Key    

Alpha-helical tendency Pα Molecular weight Mw 
Average # of surrounding residues Ns Normalized hydrophobicity Hnc 
Beta-structure tendency Pβ Partial specific volume V0 
Buriedness Br Power to be at the C-terminal αc 
Composition C Power to be at the N-terminal αn 
Compressibility K0 Refractive index μ 

Helical contact Ca 
Short-range & medium-range nonbonded 
energy E’sm 

Hydropathy H Solvent accessible reduction ratio Ra 
Isoelectric point pHi Surrounding hydrophobicity Hp 
Long-range nonbonded energy El Thermodyn. transfer hydrophobicity Ht 
Molecular volume Mv Total non-bonded energy Et 

Figure 2. A schematic representation of ANGPTL4 coding region. The locations of variant 
sites are colored according to their affect on protein functionality as previously described 
[4]. Yellow sites prevent protein secretion, orange sites cause a non-functional protein to 
be secreted, and black sites were not tested in vitro. Amino acid sites identified by 
PolyPhen as “possibly damaging” are indicated in light red; “probably damaging” sites are 
shown in dark red. Radically changing (categories 6, 7, and 8) amino acid sites identified 
by TreeSAAP are shown in blue, with category 8 sites in dark blue. 

 
2.2.2. PAML and HyPhy results 
 

The PAML [9] M8 site prediction analysis did not find any sites under positive selection. A 
likelihood ratio test between the null model (M7) and the positive selection model (M8) did not 
support a class of sites under positive selection (ω > 1). The dual-rate random effects analysis 
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implemented in HyPhy [10] did not detect positive selection at the absolute threshold of 0.95. 
Purifying selection was only detected on sites where synonymous substitutions had occurred. We 
conclude that likelihood-based site prediction methods were ineffective at identifying functional 
variants for our data. Our findings correspond to other studies concluding that TreeSAAP is more 
sensitive than likelihood-based site prediction methods for identifying sites under adaptive  
selection [13,14]. 

However, likelihood-based methods proved to be useful in characterizing the selective constraint 
over distinct functional regions of ANGPTL4. We used the one ratio method (M0) implemented in 
PAML [9] to estimate the variation in functional constraint across the protein. The value of ω for the 
coiled-coil and fibrinogen-like domains is 1.057 and 0.386, respectively (see Figure 2). Using ω = 1 as 
the threshold between positive and negative selection, these results indicate that the coiled-coil domain 
is under nearly neutral selection, while the fibrinogen-like domain is under strong purifying selection. 
However, the metric of ω = 1 has been shown to underestimate the true amount of selective pressure 
on a protein region [15]. We estimated the value of ω to be 0.480 for the entire coding region. By 
using ω = 0.480 as a baseline, the coiled-coil domain appears to be under positive selection with 
respect to the rest of the gene, while the fibrinogen-like domain is under slightly negative (purifying) 
selection. These results suggest that the fibrinogen-like domains are under stronger functional 
constraint than the coiled-coil domain. 

The two domains of ANGPTL4 each have unique selective pressures that are driving the evolution 
of these domains. Post-translational processing cleaves the coiled-coil and fibrinogen-like domains. 
The coiled-coil domain is involved in the inhibition of LPL, which results in high triglyceride levels. 
The exact function of the fibrinogen-like domain is not well known. However, it is clear that the 
functional role performed by each domain is vastly different, and these differences in function would 
imply a specific set of evolutionary constraints. This is affirmed by the discrepancy between 
nonsynonymous and synonymous substitution rate ratios. It is interesting to observe that the five 
variants found to affect secretion from in vitro assays are all found in the fibrinogen-like domain 
(Figure 2). 

2.3. Comparison of PolyPhen and TreeSAAP 

While both PolyPhen and TreeSAAP identified similar numbers of mutations under selection, they 
differed considerably in terms of which mutations each identified (Table 3). Only two criteria show a 
significant difference between the Functional column and the “Middle or Not Sig” column: The 
TreeSAAP alone criteria or the Strict PolyPhen and Strict TreeSAAP criteria. Both share a very high 
sensitivity (87.5%) however the TreeSAAP alone criterion has a slightly higher false positive rate 
(41.2%) and also misclassifies the two high-tail nonfunctional variants. As expected, there is a trend of 
lower false positive (alpha) rates as we move to the stricter criteria, which is also accompanied by 
lower sensitivity (power). The Strict PolyPhen & Strict TreeSAAP criteria for significance have the 
highest specificity but also the lowest sensitivity. The Strict PolyPhen criteria may have the best 
combination of specificity and sensitivity. 
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Table 3. A comparison of results between PolyPhen, TreeSAAP, and their combinations 
with “known” data. Strict PolyPhen only counts “probably damaging” as significant while 
Strict TreeSAAP only counts category 8 as significant. P-values are from a two-tailed 
Fisher’s exact test of a 2 by 2 table comparing the “Functional or Significant column to the 
“Middle or Not Sig” column. Sensitivity, specificity, alpha, and beta levels are from this 
comparison. 

Significance 
Criteria 

  Functional Tested Middle 
p-val 

Odds 
Ratio 

Lower 
95 CI 

Upper 
95 CI 

 or Not or 
 Significant Functional Not Sig 

PolyPhen Significant 5 2 8 0.673 1.828 0.254 15.766 
 Not Significant 3 0 9     
 Sensitivity 0.625 Specificity 0.529 alpha 0.471 beta 0.375 

TreeSAAP Significant 7 2 7 0.042 9.130 0.859 
493.08

8 
 Not Significant 1 0 10     
 Sensitivity 0.875 Specificity 0.588 alpha 0.412 beta 0.125 

Strict 
PolyPhen Significant 5 0 3 0.061 7.012 0.846 77.356 

 Not Significant 3 2 14     
 Sensitivity 0.625 Specificity 0.824 alpha 0.176 beta 0.375 

Strict 
TreeSAAP Significant 5 0 5 0.194 3.762 0.505 34.675 

 Not Significant 3 2 12     
 Sensitivity 0.625 Specificity 0.706 alpha 0.294 beta 0.375 

PolyPhen & Significant 4 0 4 0.359 3.084 0.385 27.020 
TreeSAAP Not Significant 4 2 13     

 Sensitivity 0.5 Specificity 0.765 alpha 0.235 beta 0.5 
Strict 

PolyPhen & Significant 3 0 2 0.283 4.192 0.369 64.438 
Strict 

TreeSAAP Not Significant 5 2 15     
 Sensitivity 0.375 Specificity 0.882 alpha 0.118 beta 0.625 

Strict 
PolyPhen OR Significant 7 0 6 0.030 

11.52
6 1.077 

626.87
1 

Strict 
TreeSAAP Not Significant 1 2 11     

 Sensitivity 0.875 Specificity 0.647 alpha 0.353 beta 0.125 

 
The purpose of these comparisons is to determine what is the best way to use these methods to 

define a subset of variants for biological assays and/or association analyses. For rare variants, 
individual association tests are meaningless; however, the phenotype data can be used in conjunction 
with these methods to narrow the likely candidates. In this case, most of the rare variants in the tails of 
triglyceride were functionally relevant according to biological assays. If these are a subset of variants 
sent for testing, both PolyPhen and TreeSAAP perform very well. TreeSAAP was able to identify five 
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of the six rare functional low-tail functional variants plus the two phenotypically associated variants 
while wrongly finding the two high-tail nonfunctional variants as significant. The two 
misclassifications disappear when moving to more strict criteria where both methods are identical. 

Both methods can be complementary because they give different information and have different 
aims. PolyPhen attempts to determine if a variant will damage a protein. TreeSAAP tries to identify 
mutations that are extremely out of the norm relative to the substitution patterns observed in the data 
for a specific biochemical property. The Strict PolyPhen and Strict TreeSAAP criteria suggest a 
variant has a high likelihood of importance by a least one method. In many cases, both methods give 
significant results because a variant is both damaging and it is a very extreme mutation according to 
the empirical data. It is not surprising that these two methods, which differ in their criteria for 
determining selection, differ in their outcomes. What is more surprising is that these methods that 
explore functional differences perform much better than the approaches (PAML and HyPhy) that 
simply look at dn/ds ratios. Clearly with these population genetic data, examining functional 
differences seems to provide greater insights into sites under natural selection. 

Based on these limited results, we recommend a combination of the two methods that look at 
functional variants in a population to be most desirable for choosing variants to create a priori tests. If 
the investment in following up with biological assays is very high then the Strict PolyPhen and Strict 
TreeSAAP criteria are a very strict filter that together have the lowest false positive rate. However, if 
the goal is to be inclusive, the Strict PolyPhen OR Strict TreeSAAP criterion was very sensitive while 
still lowering the false positive rate. 

3. Materials and Methods 

3.1. Study Description and Genetic Data 

The Dallas Heart Study is based on a population sample restricted to the Dallas area [5]. That is, 
individuals in the sample were ascertained randomly without reference to their phenotypic values or 
disease status. The samples sequenced for the ANGPTL4 gene contains 3,551 individuals  
(1,830 African Americans, 601 Hispanics, 1045 European Americans, and 75 other ethnicities). All 
exons from each gene were sequenced along with each intron/exon boundary. All sequencing was 
done at the Joint Genome Institute. Base calling, quality assessment and assembly were carried out 
using the Phred, Phrap, Polyphred, Consed software suite. All sequence variants identified were 
verified by manual inspection of the chromatograms, and missense mutations were confirmed by 
independent resequencing [3,16]. Five quantitative lipid measures related to heart disease were 
analyzed: Triglyceride, HDL, VLDL, LDL, and total cholesterol levels. 

3.2. Haplotype Networks and Phylogenetic Trees 

All exonic regions were aligned and haplotypes were statistically inferred from the genotype data, 
using PHASE 2.2 [17,18]. A haplotypes network was inferred using a modified version of TCS [19]. 
The haplotype tree showed no evidence for recombination [20]. Coalescent criteria [21,22] allowed for 
resolution of each loop by breaking the H16-H37, H12-H35, and H24-H25 branches in Figure 1. 
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Likelihood scores were calculated from the sequences for the unique haplotypes for 56 models of 
nucleotide evolution using PAUP* [23]. We determined the best-fit model of nucleotide evolution 
using a maximum likelihood ratio test implemented in Modeltest [24]. The HKY model [25] with a 
gamma distribution shape parameter of 0.0104 and a ti/tv ratio of 2.1982 was determined to be the best 
model given the data. A phylogenetic tree was estimated using the maximum likelihood criterion as 
implemented in the application PhyML [26]. Branch support for the tree was estimated using non-
parametric bootstrap sampling with 1,000 replicates. The ML tree was used for all analyses with 
TreeSAAP, PAML, and HyPhy. 

3.3. Genotype/Phenotype Association via Treescan 

After being adjusted for age, sex, and BMI, separate analyses for cholesterol, triglyceride, VLDL, 
LDL, and HDL levels were performed separately for African-Americans, Mexican-Americans, and 
European-Americans. Romeo et al. [3,4] found a number of rare variants that were functionally 
significant through biological assays. These known effects may group in ways that may affect 
associations at other common polymorphisms and branches in the network. Therefore, analyses were 
performed with and without the individuals harboring these variants. The estimated haplotype network 
was used for all Treescan [8,27,28] analyses. All treescanning analyses used genotypes as factors and 
only included genotypic classes with counts of five or more. All nominal and multiple-test corrected 
significance levels were obtained with 10,000 permutations. A permutation analog of the sequential 
step-down Bonferroni [29] was used for multiple test correction because it takes into account the 
correlation between tests. 

Because the five lipid phenotypes are biologically related to each other through hepatic and 
intestinal lipid metabolism, the results from the univariate Treescan analyses were tested in a 
multivariate one-way MANOVA model where each branch is jointly associated with triglyceride, 
HDL, VLDL, and LDL levels. Total cholesterol is excluded because it is a composite value of the 
other three. Significance levels will be derived in a similar fashion using the parametric p-value from 
the F transformation of the Wilk’s statistic. A partial Wilk's test can be used to test the effects of 
individual dependent (phenotypes) or independent variables while controlling for all the other 
variables in the model. The partial Wilk's test is a reduced versus full model approach. This 
conditional Wilk's statistic is calculated as follows [30]: 

Λ(yg y1,...,yg−1,yg+1,...,yp ) =
Λ p

Λ p−1

 (1) 

where p is the number of phenotypes (dependent variables), yg is the phenotype of interest, Λp is the 
Wilk's statistic for the full model, and Λp−1 is the Wilk's statistic for a reduced model where yg is 
excluded. The resulting partial Wilk's statistic has an exact transformation to a partial F-statistic [30]: 

Fv H , vE−p+1
=

1− Λ
Λ

vE − p +1
v H

 (2) 

where Λ is the result of equation 1, p is the number of phenotypes, vE= N − k, vH= k − 1, N = number 
of individuals, and k = the number of factor levels in the one-way MANOVA. The partial Wilk's test 
measures the contribution of a single phenotype to the genotypic association in the presence of the 
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other phenotypes across all eigenvectors of the E−1H matrix. Univariate F tests and partial Wilk's tests 
are calculated for each significant MANOVA result emerging from the initial Treescan. 

3.4. Bioinformatics, Site Prediction, and Selection Analyses 

3.4.1. PolyPhen Analysis 

Some nonsynonymous variants are benign and have little to no effect on protein function, while 
others can be extremely harmful and cripple the protein. A variant’s effect on protein function can be 
predicted using a multiple protein alignment to assign each variant a score of how harmful the variant 
will be to protein function via the software PolyPhen [6] (e.g., a PolyPhen score of 0 = benign and a 
score of 4 = probably damaging). Given the 3D protein structure for ANGPTL4 is unknown, PolyPhen 
predictions were based predominantly on an alignment of the homologous sequences obtained through 
a Blast search of the NRDB database. The 45 unique SNPs were submitted to and retrieved from the 
PolyPhen web server using batch submission and retrieval scripts. 

3.4.2. TreeSAAP Analysis 

Another approach to identifying sites that are subject to adaptive change is by analyzing the 
changes in physiochemical properties when a substitution occurs [31]. Substitutions are determined by 
reconstructing ancestral states given a phylogenetic tree. Operating under the assumption of 
completely random amino acid replacement, we can calculate the expected distribution of amino acid 
substitutions. The substitutions inferred from the ancestral states are then compared to the expected 
distribution to determine the significance of the observed changes via the software package TreeSAAP 
[7]. The ancestral character states used by TreeSAAP are estimated using BaseML, which is part of the 
PAML software package [9]. We analyzed 31 different physiochemical properties, with 8 magnitude 
categories. Substitutions with changes of magnitude 6, 7, and 8 are considered to be radically changing 
[13] and are used in this paper to indicate significant variants. 

3.4.3. Likelihood Selection Analysis 

We used several likelihood-based methods to estimate the influence of selection on ANGPTL4. 
Likelihood methods use a codon-based model [32] of evolution to estimate the nonsynonymous to 
synonymous rate ratio (ω). A value of ω > 1 is commonly thought to be an indicator of positive 
selection, ω = 1 is neutral evolution, and ω < 1 indicates purifying selection. We implemented the M8 
model in PAML [9], which allows the nonsynonymous rate to vary among sites, while the synonymous 
rate is assumed to be homogeneous. The dual-rate model, implemented in HyPhy [10], allows both the 
nonsynonymous and synonymous rates to vary between sites, which has been shown to have greater 
power when compared to models where only the nonsynonymous rate is allowed to vary [10]. Both 
methods were used to infer sites under selection across the entire coding sequence. 

Maximum likelihood was also used to estimate overall levels of selection in each of the protein 
domains and across the entire coding sequence. The coiled-coil and fibrinogen-like domains were 
separated, and ω was computed independently for each region. We used the one ratio (M0) model 
implemented in PAML [9], which assumes that ω is constant across all sites. 
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3.5. Comparison of TreeSAAP and PolyPhen 

Of the 27 nonsynonymous variants analyzed, the functional polymorphisms from the biological 
assays [3,4] and the significant variants from Treescan analyses will be treated as “known” functional 
variants from which to evaluate the results of TreeSAAP, PolyPhen and their combination. We will 
compare PolyPhen, Strict PolyPhen (only “probably damaging”), TreeSAAP, Strict TreeSAAP (only 
category 8), PolyPhen and TreeSAAP, and Strict PolyPhen and Strict TreeSAAP. The remaining 
variants of the 27 will be defined as nonfunctional. This is conservative because only variants in the 
tails of triglyceride were biologically tested. A two-tailed Fisher’s exact test was performed on a 2 by 
2 table with the rows being the results of the method and the columns being the “known” information 
on the variants. If a method performs well, we would expect that it should have a higher ratio in the 
functional column than nonfunctional column. Biological assays were performed on eight variants  
(2 in the high tail and 6 in the low). All six low-tail variants were shown to have some type of 
functional effect. The two high-tail variants did not show any functional evidence. These two variants 
were classified separately from the other variants. 

4. Conclusions 

From our study, we had three different types of analyses: Genotype/phenotype association 
(Treescan), overall selection analyses (PAML M0), and three site prediction methods (REL, PolyPhen 
and TreeSAAP). Besides PolyPhen, each type of analysis used some form of phylogenetic data, and 
each gave us additional insight. First, the Treescan analysis provided evidence for an association with 
HDL in African Americans with the R278Q variant. Second, the PAML M0 analysis demonstrated the 
coiled domain is under positive selection while the fibrinogen-like domain is under slightly negative 
selection. It is of interest that most of the rare functional variants are within the fibrinogen-like 
domain. Finally, the “known” functional variants were leveraged such that we could evaluate the 
relative merits of site prediction from PolyPhen and TreeSAAP. We concluded that a combination of 
both methods is likely the best approach to take. 

While no sequence analysis method is going to reveal everything about genotype/phenotype 
relations, we do have tools that can work together to give us greater insight and lead us towards 
productive paths. For association studies, sequence data can give us greater ability to estimate the 
phylogenetic relationships between haplotypes. This in turn leads to a greater context for which to 
direct and interpret statistical tests. For TreeSAAP, phylogenetic estimation allows for an empirical 
estimate of the distributions of different types of amino acid changes. From these distributions, we can 
make predictions about which particular changes are out of the ordinary and are more likely to have an 
impact on gene function and subsequently on the phenotypes that we are interested in. 

In future studies, these site prediction methods will be a first step to provide greater statistical 
power and impetus to invest in biological follow up. These methods create a priori hypotheses to be 
tested leading to greater statistical power with the reduced number of tests to correct for. These 
methods may also suggest the biological nature of sites predicted to have functional consequence. 
Many labs are currently embarking on whole exome sequencing. These methods will be useful as we 
try to comb through this mass of data to separate the functional from nonfunctional variants. 
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Chapter 3

Assessing the performance of computational methods for identifying positively selected sites

3.1 Background

Identifying the selective pressures acting on specific amino acid sites is essential for un-

derstanding adaptive evolutionary process (Stewart et al. 1987). For protein-coding DNA

sequences, the fundamental measure of selective pressure at the protein level is the ratio

of nonsynonymous and synonymous substitution rates, dN/dS = ω. Assuming selectively

neutral evolution, the synonymous and nonsynonymous substitution rates are equal, and

ω = 1. When selective pressure is present at the amino acid level, the acceptance rate

of nonsynonymous mutations is influenced by these constraints, while the fixation of syn-

onymous mutations is largely unaffected. Under the current paradigm, estimates of ω > 1

indicate that the nonsynonymous substitution rate is greater than the synonymous rate,

providing strong evidence for positive Darwinian selection (Sharp 1997).

For most proteins, the majority of sites are highly conserved, while only a small

proportion of sites may be affected by positive selection. Several site-prediction methods

have been proposed for identifying specific sites under adaptive evolution. These methods

account for heterogeneity in selective pressure among sites, allowing some sites to have

ω > 1, while other sites are under purifying selection. Statistical tests are used to determine

whether estimates of ω are significantly different than the neutral expectation.

Recently, there has been much debate regarding the performance and relative merit

of various site-prediction methods (Yokoyama et al. 2008; Nozawa et al. 2009a; Yang et al.

2009; Nozawa et al. 2009b; Yang and dos Reis 2011). Statistical properties of site-prediction

methods, such as sensitivity and type I error rates, have been studied extensively using

computer simulation (Suzuki and Nei 2002; Anisimova et al. 2001, 2002; Wong et al. 2004;
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Kosakovsky Pond and Frost 2005b; Nozawa et al. 2009a). However, the true concern for

many biologists is not the relative performance of various approaches in ideal or contrived

circumstances, but whether site-prediction methods can correctly identify adaptive sites in

real data. This proves to be a difficult question, since adaptive sites are typically unknown

in real data. A handful of studies have sought to evaluate performance with experimentally

determined adaptive sites (Sawyer et al. 2005; Yokoyama et al. 2008). In these studies,

only a few adaptive sites could be confirmed experimentally, and findings may be specific to

the evolutionary history of the gene studied. Although experimental studies are invaluable

for identifying positive selection, the narrow applications of such techniques limit broader

conclusions about site-prediction methods.

The emergence of drug resistant HIV presents an excellent system for examining the

process of adaptive evolution (Crandall et al. 1999; Shafer et al. 1999). Several characteris-

tics of intrapatient HIV populations are well suited for evaluating site-prediction methods.

First, HIV evolution occurs within an observable timeframe due to its short generation time

and high in vivo mutation rates. Second, we can control (to some extent) for variation in

selective pressure by sampling repeatedly from the same patient over time. Also, we can

often identify when changes in selective pressure occur, e.g. at the start of drug therapy.

Third, specific mutations responsible for drug resistance are known through confirming in

vitro assay (Petropoulos et al. 2000; Zhang et al. 2005) and are well documented in the pub-

lished literature (Shafer et al. 2007). Finally, the availability of multiple HIV-1 sequences

collected from several different patients provides a variety of evolutionary histories for anal-

ysis; studies based on such data are more widely applicable than studies based on a single

history.

In this paper, we evaluate the performance of eight site-prediction methods using

empirical data with known positively selected sites. We analyze 109 intrapatient HIV-1

datasets collected during phase I and II clinical studies of antiretroviral drug therapy (Condra

et al. 1996; Zhang et al. 1997; Vaillancourt et al. 1999; Bacheler et al. 2000). Site-prediction
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methods are used to identify assumed adaptive sites, which are compared to sites known

to be under positive Darwinian selection. We consider the sensitivity of each method and

examine similarities and differences among methods. We also investigate various properties

that may affect the performance of site-prediction methods.

3.2 Results and Discussion

Power in empirical data

We analyzed 3804 HIV-1 pol nucleotide sequences isolated from 109 subjects; a total of 31,172

amino acid (codon) sites were examined for the presence of positive selection. Among these

sites, 49 contained missing or ambiguous data, 4657 sites had only synonymous differences,

and 5165 sites were found to have nonsynonymous differences. We identified 971 nonsyn-

onymous sites that have differences known to decrease drug susceptibility. We classify these

differences as drug resistant mutations (DRMs) and the sites are considered to be evolving

under positive selection. The remaining 4194 nonsynonymous sites have unknown selective

pressure; however, there is evidence that they have little effect on drug susceptibility and may

occur frequently in untreated persons. For the purposes of this study, we refer to these sites

as other nonsynonymous mutations (ONMs). DRMs were identified using the Sierra webser-

vice provided by the HIV Drug Resistance Database (HIVdb: http://hivdb.stanford.edu/),

algorithm version 6.0.11F (Liu and Shafer 2006).

All sites were examined for the presence of positive selection using each of eight

methods using nominal cutoff values (CV) (table 1). CVs were chosen based on default

settings; this is meant to reflect the typical user experience with these software packages.

SAAP is found to be the most powerful method, correctly identifying 369 out of 971 sites.

NSR and DUAL also exhibit relatively high power, with 226 and 184 correct classifications,

respectively. The five remaining methods have relatively low power using the default CVs,

each identifying fewer than 10% of the positively selected sites. We also examined the

number of ONMs identified as positively selected by each method. Since the actual selective
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pressure acting on these sites is unknown, it is possible that a site may indeed be under

positive selection, unrelated to its classification with respect to drug resistance. Thus, we

cannot conclude that a significant result at one of these sites is a “false positive”. However,

the ONM detection rate does provide an upper bound on the false positive rate. SG and

SLAC have ONM detection rates less than 1%, and FEL has an ONM detection rate of 2.2%.

These values are much lower than the expected type I error rates, indicating that the tests

are conservative for the given significance level. SAAP, on the other hand, classified 1719 out

of 4194 (41%) ONM sites as positively selected. Although these cannot be considered to be

false positives, this suggests that the type I error rate may exceed the nominal significance

level of the test. For the Bayesian methods, the expected type I error rate is not given by the

cutoff Pb = 0.95 or BF = 50. However, the number of ONMs identified by M2a (51) and M8

(79) suggest that these tests may be conservative at this cutoff. NSR and DUAL have ONM

detection rates of 10.6% and 12.4%, respectively. Using the reciprocal of the Bayes factor

as an approximate measure of the false positive rate (as suggested by Kosakovsky Pond and

Frost (2005b)), these ONM detection rates could indicate poor specificity at the default CV

(1/BF = 0.02).

Given the results at the default CVs, we attempted to improve the performance of

each test using alternate CVs. The CVs for SG, SLAC, FEL, M2a and M8, are relaxed to

increase power. The CVs for SAAP, NSR, and DUAL are chosen to increase the specificity

of the test. The alternate CVs were chosen from published literature (table 1). DRMs

identified by SG, M2a and M8 increased by approximately 50%, while DRMs identified by

SLAC and FEL increased by nearly 300%. Note that the CVs for SG, M2a and M8 were

only relaxed 5%, while the CVs for SLAC and FEL were relaxed 20%. ONMs identified by

SAAP decreased by 39%, and ONMs identified by NSR and DUAL decreased by 14% and

37%, respectively.
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Table 1: DRMs and ONMs identified by each method. The number of DRMs and
ONMs identified are shown. The proportion of sites identified to all DRMs (971) or ONMs (4194)
is in parentheses. The default and alternate CVs used for each method appears in columns 6 and
11, respectively.

Default CV1 Alternate CV2

DRM ONM CV3 DRM ONM CV

SG 49 (0.050) 21 (0.005) 0.05 75 (0.077) 35 (0.008) 0.10
SLAC 18 (0.019) 21 (0.005) 0.10 72 (0.074) 96 (0.023) 0.25
SAAP 369 (0.380) 1719 (0.410) 0.05 215 (0.221) 1056 (0.252) 0.001
FEL 61 (0.063) 91 (0.022) 0.10 220 (0.227) 452 (0.108) 0.25
M2a 41 (0.042) 51 (0.012) 0.95 67 (0.069) 73 (0.017) 0.90
M8 76 (0.078) 79 (0.019) 0.95 104 (0.107) 122 (0.029) 0.90
NSR 226 (0.233) 444 (0.106) 50 201 (0.207) 381 (0.091) 100
DUAL 184 (0.189) 521 (0.124) 50 137 (0.141) 329 (0.078) 100

1 The default CVs used for SLAC, FEL, NSR and DUAL are implemented in the Datamonkey webservice
(Kosakovsky Pond and Frost 2005a).
2 Alternate CVs for SLAC and FEL are based on reccomendation by Kosakovsky Pond and Frost (2005b).
Alternate CV for SAAP was chosen based on observations by Porter et al. (2007).
3 For frequentist hypothesis tests, the cutoff value (CV) corresponds to the significance level α of the test;
Bayesian tests use a posterior probability cutoff Pb (M2a and M8) or a minimum Bayes factor (NSR and
DUAL) as evidence supporting the hypothesis.

Random-sites model selection

Under random-sites models, the distribution of nonsynonymous and synonymous rates can

be tested using the likelihood ratio (Anisimova et al. 2001) and the AIC. Yang et al. (2005)

recommend using the likelihood ratio to test a null model, where ω ≤ 1 for all sites, against

a model that allows a proportion of sites with ω > 1, e.g., M1a vs. M2a, M7 vs. M7. If

neutrality is rejected, empirical Bayes can be applied to identify positively selected sites. A

similar test can be used to test for synonymous rate variation. Kosakovsky Pond and Muse

(2005) suggest using the LRT and AIC to test NSR against DUAL. Although this is not a

test for selection, it could indicate whether the assumption of a constant synonymous rate

is violated.

We used the LRT and AIC to test for the presence of positively selected sites with

random-sites models M2a and M8. Testing model M1a against M2a, the neutral hypothesis
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was rejected in 43 cases using the LRT (α = 0.01, d.f. = 2). AIC scores favored M2 in 55

cases. M8 was selected in 36 datasets by LRT and 52 datasets using AIC. We recalculated

the number of DRMs and ONMs identified by each method. Surprisingly, despite discarding

over half of the datasets considered, the overall counts were not largely affected (table 2).

The presence of synonymous rate variation was also tested using the LRT and AIC.

NSR was rejected in 83 datasets using the LRT (α = 0.01, d.f. = 4) and 91 datasets by AIC.

To test for variable rates, we used a hierarchical approach to choose between the Constant

rates model (Kosakovsky Pond and Muse 2005), NSR and DUAL. The distribution of the

test statistic for each set of hypotheses is assumed to be χ2
4, and we test each hypothesis

at α = 0.005 to achieve an overall significance of α = 0.01. The LRT failed to reject the

Constant rates model in 41 datasets. In the remaining datasets, the LRT failed to reject

NSR in 8 cases; DUAL was chosen for 68 datasets. Using the AIC, DUAL was chosen in 89

datasets, NSR was chosen six times, and Constant rates was in 14 datasets. We used these

results to recalculate the number of DRMs and ONMs identified. Using results from testing

NSR against DUAL, the N+D method counts only those sites identified by the selected

model. Similarly, C+N+D counts sites when NSR or DUAL are chosen, but does not count

any sites when the Constant rates model is chosen. The use of such tests greatly decreases

the number of DRMs and ONMs identified. The ONM detection rate for C+N+D drops to

10.4%, while still recovering 16.2% of DRMs (table 2).

Agreement among methods

We determined the set of sites identified by each method at the default CVs, and applied

simple set operations to determine whether there is agreement among methods. Of the 971

DRMs known to be under positive selection, 544 sites (56.0%) were identified by at least one

method. 2127 out of 4194 ONMs were identified (50.7%). None of the sites were identified

by all eight methods. We found that particular methods tend to agree more often; in some

cases, all sites identified by a particular method are also detected using another method. All
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Table 2: Model selection using random-sites models. The number of sites identified
using the default CVs after using the LRT (left) and AIC (right) are shown. The number of sites
eliminated is shown in parentheses. For M2a and M8, the number eliminated is equal to the number
identified before the LRT or AIC (table 1 minus the number identified after the tests are applied.
For N+D and C+N+D, the number eliminated is equal to the number of sites identified by NSR
or DUAL before the tests are applied (see figure 1A) minus the post-test counts. The significance
level of the LRT is α = 0.01; C+N+R use α = 0.05 for each test.

LRT (α = 0.01) AIC

DRM (∆) ONM(∆) DRM(∆) ONM(∆)

M2a 40 (1) 40 (11) 40 (1) 44 (7)
M8 63 (13) 64 (15) 67 (9) 68 (11)
N+D 189 (93) 536 (206) 186 (96) 526 (216)
C+N+D 158 (124) 437 (305) 182 (100) 518 (224)

41 DRMs chosen by M2a were also detected by M8, and 75 out of 76 DRMs found by M8 were

also chosen by NSR. The 18 DRMs found by SLAC are a subset of the DRMs detected by

FEL. We also examined whether particular methods tend to identify sites that are unique

relative to other methods. SAAP discovered 246 DRMs that were not detected by other

methods, which is nearly half of all the DRMs identified. NSR and DUAL detected 41 and

33 unique DRMs respectively. The remaining methods found fewer than 10 unique DRMs.

We note that SAAP also found 1367 unique ONMs, nearly 65% of all ONMs identified; NSR

found 104, and DUAL found 168. Impressively, 427 DRMs (44.0%) remained unidentified

by any method suggesting there is significant room for improvement on methods to detect

positive selection in protein coding genes.

We used Euler diagrams to depict the relationships among methods (fig. 1 and 2).

Specifically, we are interested in whether methods agree among random-sites models, among

independent-sites models, and between independent- and random-sites models. Since sites

identified by SAAP did not appear similar to other independent-sites methods (fig. 1B),

SAAP is considered separately from the other methods. Independent-sites methods detected

85 DRMs and 99 ONMs; random-sites methods identified 283 DRMs and 743 ONMs. Nearly
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Figure 1: Euler diagrams comparing eight site-prediction methods. Figure A
compares DRMs identified using the four random-sites models. Figure B shows DRMs predicted
using independent-sites approaches. For each figure, the number of sites identified is labeled in
the proper region. Circles within each figure are proportional to the number of sites identified;
however, the intersection areas are approximate. Efforts were made to make the intersection areas
proportional to the the number of sites represented by the intersection. Note that circles between
figures A and B are not drawn to scale.

all sites found by independent-sites methods were also found using random-sites models; 15

DRMs and 17 ONMs were identified by independent-sites that were not detected by random

sites. Agreement with SAAP is consistent (≈ 40%) regardless of the method or site category

considered.

Influence of data properties on method performance

Site-specific strength of selection Ideally, the performance of site-prediction methods should

be tightly correlated with the actual strength of selective pressure at a site. In real data,

the actual strength is unknown and impossible to quantify; however, the extensive literature

correlating genotypic and phenotypic changes in drug-resistant HIV-1 offers some insight into

the magnitude of these pressures. To investigate how site-specific selective pressures may

influence the performance of these methods, we categorized the set of known DRMs according

to location and substitution type. The set of 971 known DRMs included 141 drug-resistant
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Figure 2: Euler diagrams comparing independent- and random-sites approaches.
Figure A compares DRMs identified using SAAP, independent-sites, and random-sites approaches.
Figure B shows ONMs predicted using the three approaches. The labels, circle sizes and inter-
sections are the same as in figure 1. Note that circles between figures are not drawn to scale.

genotypes at 52 positions. For each genotype, we determined the total number of datasets

where the genotype was found and the number of times this genotype is correctly identified

to be under positive selection by one or more methods. By cross-referencing this information

with known amino acid properties and protein positions, we can easily summarize the rate

of positive identification for a given genotype, site, residue, or property.

The performance of site-prediction methods varied widely among positions. Table 3

compares the proportion of DRMs identified at various positions along the protein; positions

with fewer than 10 observations were excluded. Site P-30 was found to be the most poorly

predicted position, with only 2 of the 19 drug-resistant substitutions identified (10.5%). On

the other hand, all 37 drug-resistant substitutions observed at site R-225 were detected by

one or more methods. Performance was also shown to vary widely among particular “target”

amino acids. Isoleucine, the most frequently observed drug-resistant genotype, was detected

170 times out of 181 possible instances (93.9%). This success, however, was not typical;

other frequently observed target residues, such as valine (59.8% out of 169) and asparagine

(44.4% out of 117), were much more difficult to detect. We also considered the amino acid
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properties involved in the drug-resistant substitution. Performance also varied widely among

different categories for target residue polarity, acid-base properties, and chemical distance

between initial and target residues. We did not observe any clear pattern indicating which

properties were important for successful site-prediction.

Finally, we considered performance based on the magnitude of change in drug sus-

ceptibility. Drug-resistant genotypes were classified as “major” or “minor” DRMs based on

the criteria used by the HIVdb algorithm version 6.0.11F (Liu and Shafer 2006). Positions

shown in table 3 are categorized according to the types of DRMs found at each position. We

identified four “major-only” positions (where only major DRMs were found), nine “minor-

only” positions, and 19 “major+minor” positions (where both major and minor DRMs were

found). We found that 82 out of 148 instances (55.4%) were correctly identified at the

major-only positions, while 197 out of 263 (74.9%) were correctly identified at the minor-

only positions. 33.9% of the minor and 64.8% of the major DRMs were detected at the

major+minor positions (65/192 and 245/378, respectively). Across all 32 positions, 62.2%

of the major and 57.6% of the minor DRMs were correctly identified by at least one method.

Dataset properties and taxon sampling We are interested in determining which aspects of

a dataset have the most significant impact on the performance of site-prediction methods.

We examined various properties of each dataset, including number of sequences, timepoints

sampled, length of study, genetic diversity, mutation rate, summary statistics (D, D∗ and

F ∗), and sequence divergence. Number of sequences and sequence divergence (measured by

the tree length) were found to correlate well with the ability to detect selection. Mutation

rate (µ) and D∗ also appeared to correlate with detection; however, this correlation was not

significant when the number of sequences is taken into account. For five of the methods,

the percentage of DRMs identified increased as we increased the number of sequences. SG,

SLAC, and FEL show steep increase in power when dataset size exceeds 60. Power for M2a

and M8 increases sharply with 25 to 30 sequences, then continues to increase gradually. The

percentage of ONMs identified remains low for these methods. For SAAP, NSR, and DUAL,
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Table 3: Site-specific effects. The number of correct identifications for any method at each
drug-resistant site; sites with substitutions in fewer than 10 datasets are excluded. DRMs are
classified as “major” or “minor” based on the HIVdb criteria (algorithm version 6.0.11F). The
codon position according to the reference protease (P) or reverse transcriptase (R) gene is shown
alongside the total proportion of DRMs identified. Columns Major DRMs and Minor DRMs list
the residues associated with each class of DRM, the number of DRMs correctly identified, and the
number of observed DRMs in the data.

Codon % Major DRMs Minor DRMs

Major-only positions
P-90 0.615 M 16/26
R-41 0.412 L 7/17
R-103 0.518 N,S,T 43/83
R-190 0.727 A,E,S,V 16/22

Minor-only positions
P-10 0.810 R,I,F,Y,V 47/58
P-24 1.000 I 24/24
P-35 0.818 G 9/11
P-53 0.231 L 3/13
P-71 0.547 I,T,V 29/53
P-73 0.273 C,S 3/11
R-108 1.000 I 35/35
R-219 0.476 R,N,Q,E 10/21
R-225 1.000 H 37/37

Major+minor positions
P-30 0.105 N 0/1 E,G,V 2/18
P-32 0.812 I 8/8 A,E,G 5/8
P-46 0.761 I,L 46/54 R,T,V 5/13
P-47 0.742 V 17/19 L,M,T 6/12
P-50 0.524 V 8/10 N,M,T 3/11
P-54 0.703 A,L,T,V 24/35 N 2/2
P-76 0.357 V 3/7 S 2/7
P-82 0.462 A,F,T 23/51 G 1/1
P-84 0.667 V 10/13 L,K,M,T 6/11
P-88 0.167 S 2/9 D,G,T 2/15
R-67 0.278 N 5/18 G,Y,V 5/18
R-69 0.360 D 4/6 A,N,E,I,S 5/19
R-70 0.654 R,E,G 15/24 A,Q 2/2
R-100 0.750 I 12/12 S 0/4
R-101 0.595 E,P 14/14 N,Q,H 8/23
R-181 0.333 C 4/4 H 0/8
R-184 0.423 I,V 20/45 A,L,T 2/7
R-188 0.591 C,H,L 12/21 P 1/1
R-215 0.667 F,Y 18/27 A,D,C,H,I,S 8/12
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Figure 3: Proportion of sites identified at variable numbers of sequences. The
y-axis represents the proportion of sites identified; the x-axis represents the number of sequences
in the dataset. The proportion of DRMs identified (power) is shown with using circles and solid
lines; ONMs have triangles and dotted lines. Datasets were placed into seven bins according the
number of sequences used; the bins are 15-19, 20-24, 25-29, 30-39, 40-49, 50-59, and greater than
60. Each bin contained roughly the same number of datasets and total DRMs. The proportion of
sites identified was calculated by dividing the number of sites identified at the default CV by the
total number of DRMs or ONMs for that bin.

the number of sequences did not appear to correlate with power; however, all methods

performed better with over 60 sequences (fig. 3).

We considered several different tree lengths to represent sequence divergence, includ-

ing the initial Bayesian, synonymous distance, and maximum likelihood estimates. Only tree

lengths from the M8 analysis appeared to correlate well with the DRM data. In general, the

percentage of DRMs identified increased with increasing sequence divergence. SG, SLAC and

FEL demonstrated a consistent increase in power with increasing divergence, although not

as dramatic as the increase observed with increasing numbers of sequences. For random-sites

approaches, power increased rapidly at a low threshold (tree length ≈ 0.5), then increased

gradually with increasing divergence. Power for NSR, which did not have a clear relation-

ship to the number of sequences, corresponds well with sequence divergence. Interestingly,
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Figure 4: Proportion of sites identified predicted by sequence divergence. The
y-axis represents the proportion of sites identified; the x-axis represents the sequence divergence
as measured by the tree-length estimated by codon model M8. (The tree length is the sum of the
branch lengths.) The proportion of DRMs identified (power) is shown with using circles and solid
lines; ONMs have triangles and dotted lines. Datasets were placed into six bins according the overall
tree length. The six bins were determined by diving all tree lengths into six equal percentiles. The
five cutoffs the bins are 0.380, 0.455, 0.588, 0.748, and 0.952. Each bin contained roughly the same
number of datasets and total DRMs. The proportion of sites identified was calculated by dividing
the number of sites identified at the default CV by the total number of DRMs or ONMs for that
bin.

the proportion of DRMs identified by DUAL appears to have a positive correlation with

sequence divergence; however, power declines rapidly at high levels of divergence. SAAP

did not appear to correlate with sequence divergence; DRM and ONM rates are constant

around 40% (fig. 4).

3.3 Conclusions

Site-prediction methods exhibit low power for identifying selected sites in real data. This

result is not completely unexpected; other empirical and experimental studies have shown

that site prediction methods fail to identify adaptive sites, while giving strong support to
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sites which have no apparent adaptive function. If this is truly the case, one may question

whether such methods should even be used. While the answer to this question ultimately lies

with the investigator, we would suggest that some degree of skepticism should be maintained

when interpreting results. More importantly, the assumptions of the method should be

well understood. Site-prediction methods may be especially useful in instances when the

investigator has prior knowledge about selective pressures acting on the protein, but failure

to detect supported sites should not necessarily be taken as a rejection of the hypothesis.

Positive identification of unknown sites

All methods considered in this study identified positive selection on sites that presumably

do not influence drug susceptibility. However, we do not consider these mutations to be false

positives. In general, it is impossible to prove that a site is not under selection; we cannot

know with certainty all the functional constraints at a particular site. Yokoyama et al.’s

(2008) criticisms of random-sites methods are based on the assumption that mutations that

do not influence light absorption are not positively selected. However, the possibility of

adaptive evolution with respect to other crucial functions of these residues was not considered

and have been suggested in other studies (Crandall and Hillis 1997). On the other hand,

much is known about the function and constraints of each amino acid in the HIV-1 pol gene;

over 100 three-dimensional structures have been determined and complete mutagenesis of

the protease has been performed. Despite this published research, we are still hesitant to

conclude that any particular mutation is known to have no adaptive purpose.

Although selection is unknown, the number of ONMs identified can give valuable

clues into the relative performance of these various approaches. ONMs identified provide

an upper bound for the false positive rate, and unusually high numbers of ONMs identified

can suggest a lack of specificity. For instance, SAAP identified approximately 40% of all

nonsynonymous sites, regardless of whether the site was known to be positively selected.

We also found that this 40% trend was consistent despite differences in dataset size and tree
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length (fig. 3 and 4). The same performance could be achieved by randomly choosing 40% of

the nonsynonymous sites. One explanation for this apparent lack of discrimination could be

the null hypothesis of completely random amino acid replacement. This assumption clearly

does not reflect current biological understanding. When given real biological scenarios,

an unrealistic null hypothesis will be rejected much more frequently than a plausible one.

Another explanation could be the choice and number of physicochemical properties tested.

Any particular property may change radically, but have little or no effect on the fitness

of the protein. Furthermore, by testing 31 properties, there are essentially 31 hypotheses

being tested, which would require multiple test correction to achieve the desired significance.

McClellan and Ellison (2010) performed an in-depth study addressing these issues.

NSR and DUAL also identify a relatively high proportion of ONMs. Unlike SAAP,

the proportions of ONMs detected was noticeably different from the proportion of DRMs

found; however, the number of ONMs identified was much higher than any other method.

The naive empirical Bayes approach, which ignores uncertainty in the MLEs during Bayes

estimation, may be responsible for this performance. Anisimova et al. (2002) discuss several

difficulties with this approach, and the Bayes empirical Bayes approach has been proposed

to address these shortcomings (Yang et al. 2005). Using the LRT and AIC to test for

variable synonymous and nonsynonymous rates (C+N+D) reduces the overall number of

sites detected, but does not provide a true test for the presence of sites under selection.

Testing a neutral model against a model that allows adaptive sites may improve specificity.

Missing sites of known impact

It is somewhat disconcerting that 44.0% of the sites known to be under positive selection

were not identified by any of the eight methods. This could be an indication that current

methods are insufficient for describing the biological complexities of positive selection; the

simplifying assumptions are too simple. Ideally, more realistic models which incorporate

40



additional biological reality could be formulated; however, it is not entirely clear which

aspects of molecular evolution are most critical to include.

In this study we examined the combined performance of all eight methods for each

drug-resistant position found in the data (table 3). We found considerable variation in

performance among locations on the protein, ranging from 10.5% to 100% of DRMs identified

as adaptively evolving. Since each analysis was performed using 109 different datasets, we

can conclude that such overwhelmingly successful (and unsuccessful) results are a reflection

of site-specific properties shared in common among homologous proteins. Although we were

unable to identify the characteristics that make it easy or difficult to detect selection for a

given site, this result presents an interesting topic for future research.

Our results suggest that these methods are sensitive to differences in selective pressure

among major and minor DRMs. Detecting minor DRMs at minor-only positions appears

to be easier than identifying selection at positions with major DRMs, with nearly three-

quarters (197 out of 263) of the DRMs detected. However, when major and minor DRMs

are present at the same site, it seems that minor DRMs become very difficult to detect,

while major DRMs are easier to detect. This outcome could be due to the effects of some

sort of unbalanced, diversifying selection that selects against all drug-susceptible phenotypes

and favors phenotypes which confer major drug-resistance. For many positions, this mode

of selection would be consistent with the resistance tables compiled by the HIVdb.

We also found that the proportion of correctly identified DRMs may depend on the

number of drug-resistant genotypes allowed at a position. According to table 3, selection

detection is generally less successful at positions which have several drug-resistant genotypes

available. For example, minor-only positions P-24, P-35, R-108, and R-225 each have only

one possible drug-resistant genotype; every other genotype is drug-susceptible. Across these

four sites, 105 out of 107 DRMs are correctly identified (98.1%). On the other hand, position

P-82 has 7 major drug-resistant genotypes available with 11 additional residues classified as

minor DRMs. Less than half (23 out of 51) of the major DRMs at this position were detected.
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A similar pattern is observed at other positions with multiple drug-resistant residues, i.e., P-

54, R-70, and R-219. It is interesting to note that the success rate for positions evolving under

a directional mode of selection (those that have a single drug-resistant “target” genotype) is

higher than for positions under diversifying selection, despite the fact that all site-prediction

methods tested in this study assume diversifying selection.

Dataset properties for optimal performance

For many biologists, the most important question is whether site-prediction methods are

suitable for analyzing their particular dataset. We find that the number of sequences and

the amount of sequence divergence (tree length) are the best predictors of power for all

site-prediction methods. Given only a few sequences or low divergence, we would not expect

site-prediction to perform well, since the number of changes observed for each codon is

low. However, as divergence increases, multiple changes can be observed at the same site,

giving the test greater power. Sequence divergence is particularly important for independent-

sites methods since inferences are made using only the data observed at that site (fig. 4).

Random-sites models also demonstrate increasing power with higher levels of divergence, but

relatively high power can be obtained even at moderate or low levels of divergence. Since

random-sites approaches use the entire alignment to estimate the distribution of ω, these

methods can gain power by combining information at different sites.

We found that DUAL looses power at high levels of divergence. One explanation

could be due to relaxing the assumption of constant synonymous rates. Over short evolu-

tionary distances, the nonsynonymous rate may be higher than the synonymous rate due

to substitutions between neutral or similar amino acids. However, over longer evolutionary

distances, synonymous substitutions tend to accumulate due to purifying selection. Thus,

when sequence divergence is high, we expect to see many more synonymous substitutions.

Since DUAL allows the synonymous rate to vary among sites, it may identify a class of sites

with high synonymous rates that is invisible to methods that assume a constant synony-
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mous rate. Further research would be necessary to investigate the sensitivity of DUAL to

synonymous rate differences when divergence is high.

Another important property that will impact the performance of site-prediction meth-

ods is the presence and strength of selection. We do not consider this in the current study

since all datasets used have one or more sites under strong selective pressure due to antiviral

drug therapy. However, it is highly possible that many proteins operate exclusively under

purifying selection or exhibit only weak positive selection.

Independent-sites or random-sites?

It does not appear that the debate regarding independent- and random-sites methods will

be resolved in the near future, and we do not attempt to resolve it here. However, this study

provides additional evidence that researchers can use to compare these approaches. Our

observations indicate that the default CVs for both methods are conservative in most cases,

and alternate CVs should be considered to increase power. However, statistical power is not

free; there is always a trade-off between sensitivity and the frequency of type-I error.

The observation that both approaches tend to identify the same set of sites (fig. 2)

lends additional credibility to all methods. The two approaches agree on 70 DRMs; this is

82% of DRMs identified by independent-sites methods and 25% of those detected by random-

sites models. Thus, we feel confident that either method could detect the phylogenetic signal

of adaptive evolution given an adequate sampling of the evolutionary history.

The relatively high sensitivity attained by random-sites models in small datasets make

this approach appealing to many researchers, especially since sampling additional taxa can

be costly or difficult. Despite this apparent statistical power, results from such analyses

should be viewed somewhat skeptically in light of the number of ONMs identified in this

study. On the other hand, the use of independent-sites in similar situations will lack power

and may fail to identify any sites at all. Depending on the nature of the hypothesis and

the desired outcomes, researchers should choose which test is most suitable. For example,
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Nielsen et al. (2005) and Bakewell et al. (2007) analyze thousands of human-chimpanzee

orthologous genes using statistical methods based on the ω ratio. Although such a study is

likely to produce some false-positive results, hundreds of new hypotheses were identified for

future study. Other studies which attempt to make strong conclusions about specific sites

may prefer a highly specific method. Yokoyama et al. (2008) and Nozawa et al. (2009a)

study the adaptive evolution of vertebrate rhodopsins, which occurs only at particular sites

along certain branches of the tree. Clearly, these authors prefer a test that achieves 100%

specificity, even if it means that no sites are identified. (A test which never rejects the null

hypothesis will always achieve 100% specificity.) Ultimately, it is up to the investigator

to decide how much statistical power is needed and what level of false-detection can be

tolerated. The best approach is to use a combination of approaches while considering the

assumptions made by each approach.

Although the current dN/dS based approaches clearly have their merits, perhaps it is

time to formulate new approaches to identify positive Darwinian selection. In many cases,

there is good evidence regarding which sites might be under selection. Approaches based on

Bayesian inference would allow this information to be incorporated into an analysis. MCMC

algorithms could make inference under highly-complex models feasible. The statistical uni-

fication of phylogenetics and population genetics may lead to interesting statistical models

that include mutation, selection and genetic drift (e.g. McVean and Vieira (2001), Yang and

Nielsen (2008)). Finally, incorporating information about amino acid properties into models

of adaptive evolution would establish the link between non-neutral evolution observed at the

codon level and changes in phenotype and fitness (see Bruno (1996) and Wong et al. (2006)

for examples). Further research is needed to develop better computational algorithms to

implement such models. We hope our study provides some insights into where we might

accomplish greater advances in detecting natural selection in nucleotide sequence data.
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3.4 Methods

Site-prediction methods

We use eight site-prediction methods to identify adaptive sites. All methods identify specific

sites under selection by allowing ω to vary among sites, yet they differ in their assumptions

regarding the nature of this variation. Two general approaches are used for accommodating

variation in the ω ratio. One approach is to estimate ω at every site, assuming a shared

genealogy among all sites. We refer to this as the independent-sites approach, since the

distribution of ω is assumed to be independent at each site. This is the approach taken by

heuristic counting and site-wise likelihood ratio methods. A second approach is to estimate

the distribution of ω among sites and use this distribution to estimate ω at each site a

posteriori. Such methods are commonly referred to as random-sites models.

Heuristic counting methods Heuristic counting methods estimate dN and dS by inferring the

number of synonymous (cS) and nonsynonymous (cN) substitutions which occurred across a

phylogeny. Since the actual changes that occurred are unknown, the ancestral sequences are

reconstructed and assumed to be known. For each codon, the number of nonsynonymous

(sN) and synonymous (sS) sites is calculated by averaging sites over all branches. The

probability of observing a substitution is considered to be proportional to sN and sS. Next,

the observed number of substitutions cS and cN is inferred for each codon, treating ancestral

states as known. Finally, a statistical test is applied to determine whether the inferred

changes are significantly different than the expected number of changes under neutrality,

cN/sN = cS/sS.

The counting framework has been extended to include information about the nature

of inferred amino acid substitutions. For example, Hughes et al. (1990) differentiate between

radical and conservative amino acid substitutions, as well as sites that undergo both types of

changes along the tree. Xia and Li (1998) and McClellan and McCracken (2001) consider the
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magnitude of change with respect to specific physicochemical properties. Inferred substitu-

tions between similar amino acids is considered to be purifying selection, while large changes

may indicate positive selection. Such approaches incorporate information about changes

in phenotype, thus are thought to provide insights into whether specific substitutions are

adaptive or not.

We use three heuristic counting methods to identify selective sites (table 4). Suzuki

and Gojobori’s (1999) method (SG), implemented in ADAPTSITE v1.5 (Suzuki et al. 2001),

reconstructs ancestral states using maximum parsimony along synonymous distance trees.

The significance of the observed cN is determined using a two-tailed binomial test. Single-

likelihood ancestor counting (Kosakovsky Pond and Frost 2005b) (SLAC), implemented in

HyPhy v2.0 (Kosakovsky Pond et al. 2005), uses maximum likelihood under a codon substi-

tution model (Muse and Gaut 1994) to infer ancestral codons. Ambiguous reconstructions

are resolved using the most frequent codon. The p-value is obtained using the extended

binomial distribution. Selection on amino acid properties (McClellan and McCracken 2001)

(SAAP) identifies selected sites based on radical changes in physicochemical properties. An-

cestral states are inferred using a nucleotide substitution model and assumed to be known.

The number of inferred changes cN and expected changes pN are calculated across the align-

ment, where pN is the number of possible evolutionary pathways (Xia and Li 1998) assumed

under completely random amino acid replacement. Inferred and expected changes are cat-

egorized according to their magnitude of change with respect to 31 amino acid properties.

For each magnitude class m the proportion of inferred to expected changes (cNm/pNm) is

compared to the total proportion of changes cN/pN . Positive selection is suggested when m

predicts radical changes in property, and cNm/pNm > cN/pN . Significance is tested using a

z-test of two-proportions. The selection on amino acid properties approach is implemented

in the software package TreeSAAP (Woolley et al. 2003)

Site-wise likelihood ratio Site-wise likelihood ratio methods (Massingham and Goldman

2005) estimate dS and dN (denoted here as αs and βs, respectively) for each site using a
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Table 4: Independent-sites methods. Different assumptions of the independent-sites meth-
ods are compared. ASR is the method used for ancestral state reconstruction. Model is the nu-
cleotide or codon substitution model assumed. Positive is the inequality used to determine whether
a site is under selection. Statistical test is the test used to determine significance. Software is the
software package where the method is implemented which we used in this study.

ASR Model Positive Statistical test Software

SG Parsimony — cN
sN

> cS
sS

two-tail binomial ADAPTSITE 1

SLAC Likelihood MG94 × REV cN
sN

> cS
sS

extended binomial HyPhy 2

SAAP Likelihood REV
cNm
pNm

> cN
pN

two-proportion z-test TreeSAAP 3

FEL — MG94 × REV αs > βs χ2 (d.f. = 1) HyPhy

1 version 1.5 (Suzuki et al. 2001) 2 version 2.0 (Kosakovsky Pond et al. 2005) 3 version 3.2 Woolley
et al. (2003)

codon-based substitution model within the maximum likelihood framework. By using a

codon model, this approach can incorporate realistic assumptions regarding the substitution

rate matrix and equilibrium codon frequencies. In most cases, fitting a full codon model to

each site in the alignment is impractical due to the excessive parameters that must be esti-

mated. Instead, the phylogenetic tree, branch lengths, and nucleotide model parameters are

estimated for the entire alignment and shared among sites. Estimates of αs and βs are opti-

mized at each site while keeping other parameters fixed. Selection is tested using a likelihood

ratio test of the null hypothesis αs = βs against the composite hypothesis αs 6= βs (Muse

and Gaut 1994). We use the fixed-effects likelihood (FEL) method of Kosakovsky Pond and

Frost (2005b) implemented in HyPhy v2.0 (Kosakovsky Pond et al. 2005) (table 4). Tree

topology, branch lengths, and substitution parameters are fixed under the MG94 X REV

codon model. For each site, the likelihood of the neutral hypothesis αs = βs is tested against

αs 6= βs, with 2∆` compared against the asymptotic χ2 distribution.

Random-sites models Random-sites models identify positively selected sites by estimating

the distribution of ω among sites using a codon-based substitution model. The first codon

models were described by Muse and Gaut (1994) and Goldman and Yang (1994) (see Anisi-

mova and Kosiol (2009) for review). Muse and Gaut’s (1994) model (MG) introduced two
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separate parameters, αs and βs for synonymous and nonsynonymous rates, while Goldman

and Yang’s (1994) (GY) model estimates the composite parameter ω. Initially, both models

assumed constant nonsynonymous and synonymous rates among sites. Random-sites models

relax this assumption by considering ω at each site to be a random variable drawn from a

statistical distribution. Branch lengths, substitution model, and ω rate distribution param-

eters are estimated for the entire alignment. After fitting the model, an empirical Bayes

approach is used to estimate the posterior distribution of rates for each site. In the naive

empirical Bayes (NEB) approach, parameters are fixed at their MLEs while estimating the

posterior distribution. The Bayes empirical Bayes approach (BEB) incorporates uncertainty

in estimates of the ω distribution, while other parameters are fixed.

In this study, we compare four random-sites methods (table 5). M2a and M8 are the

tests described by Nielsen and Yang (1998) and Yang et al. (2000). Each of these tests fits

a pair of nested models to the data: a neutral model where ω <= 1 for all sites and an

adaptive model with a proportion of sites with ω > 1. The first pair of models, M1a and

M2a, assume a proportion of sites with 0 < ω0 < 1 and ω1 = 1. For M2a, a third class

of sites with ω > 1 is assumed. The second pair of models, M7 and M8, assume that ω is

beta-distributed among sites. M8 includes an additional category of sites with ω > 1. The

likelihood ratio is used to compare the neutral and adaptive models using the asymptotic χ2

distribution(Anisimova et al. 2001), and BEB is used to estimate the posterior probability

of ω > 1. Strong evidence that a site is under positive selection is indicated by a significant

likelihood ratio test and a high posterior probability for ω > 1 (Anisimova et al. 2002; Yang

et al. 2005). The variable nonsynonymous rates (NSR) and dual variable rates (DUAL)

models were proposed by Kosakovsky Pond and Muse (2005). NSR is an MG-based analog

of Yang et al.’s (2000) random-sites models. The synonymous rate αs is assumed to be 1

for all sites, and a general discrete distribution (GDD) is used to describe variation in the

nonsynonymous rate. DUAL relaxes the assumption of a constant synonymous rate, and

both αs and βs are drawn from independent GDDs. Synonymous rate variation can be tested
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by comparing NSR and DUAL using a likelihood ratio test or Akaike Information Criterion

(AIC). NEB is used to estimate the posterior distribution of αs and βs. A large Bayes factor

for βs > αs at a particular site is strong evidence of positive selection. Models M2a and

M8 are implemented in the software package PAML v4.4 (Yang 2007); NSR and DUAL are

implemented in HyPhy v2.0 (Kosakovsky Pond et al. 2005).

Table 5: Random-sites models. Different assumptions of the random-sites methods are
compared. Model is the codon substitution model assumed. Rate classes lists the different classes
of sites assumed under the ω distribution. Neutral rate classes are those for which ω ≤ 1; Adaptive
rate classes have ω > 1. Note that for NSR and DUAL, each site belongs to one rate class for αs and
one for βs. For NSR, only one rate class exists for αs = 1. Since we are using discrete distributions
with three categories, there are three possible rate classes for NSR and nine possible rate classes
for DUAL. Bayes indicates the empirical Bayes approach used to assign posterior distributions to
sites. Software is the software package where the method is implemented which we used in this
study.

Rate Classes

Model Neutral Adaptive Bayes Software

M2a GY94 × HKY+Γ ω0 < 1 , ω1 = 1 ω2 > 1 BEB PAML 1

M8 GY94 × HKY+Γ ω ∼ beta(p, q) ωs > 1 BEB PAML
NSR MG94 × REV αs = 1 βs ∼ GDD3 NEB HyPhy 2

DUAL MG94 × REV αs ∼ GDD3 βs ∼ GDD3 NEB HyPhy

1 version 4.4 (Yang 2007) 2 version 2.0 (Kosakovsky Pond et al. 2005)

Empirical data

We analyzed 109 HIV-1 pol nucleotide sequence datasets collected from patients receiving

antiretroviral drug therapy during phase I and II clinical studies (Condra et al. 1996; Zhang

et al. 1997; Vaillancourt et al. 1999; Bacheler et al. 2000). Each dataset consists of at least 15

sequences isolated from an individual patient at multiple timepoints. Nucleotide sequences,

sampling timepoints and drug treatment data were retrieved from the HIV drug resistance

database (HIVdb) (Rhee et al. 2003; Shafer 2006). Detailed information about each dataset

are presented in table 1.
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Classification of drug-resistant sites

Drug-resistant mutations (DRMs) were identified using the Sierra webservice provided by

the HIV Drug Resistance Database (HIVdb: http://hivdb.stanford.edu/), algorithm version

6.0.11F (Liu and Shafer 2006). Drug-resistant genotypes were further classified into “major”

(primary) and “minor” (secondary) DRMs. In general, a major (or primary) mutation can

reduce susceptibility to one or more drugs by itself; minor (or secondary) mutations typically

operate by further reducing drug susceptibility or increasing replication fitness in a virus

already containing one or more major mutations. Minor mutations may occur naturally

in untreated patients, while major mutations are commonly observed in patients during

virological failure, and are not observed in untreated patients. Mutations which occur in

structurally important and highly conserved regions of the protein are likely to be classified

as major.A complete description of this classification scheme can be found on the HIVdb

website.

Phylogenetic analysis and population parameters

Phylogenetic relationships and population parameters were estimated for each dataset using

the serial-sample coalescent model (Rodrigo et al. 1999). This model is appropriate for in-

trapatient HIV studies since it considers evolution that may occur during sample intervals.

Demographic models, which describe the change in effective population size over time, are in-

ferred under the Bayesian skyline (Drummond et al. 2005) model. HIV-1 is known to exhibit

complex patterns of nucleotide substitution (Posada and Crandall 2001); thus we favored the

use of general substitution models versus more restrictive models. The pattern of nucleotide

substitution is described using the REV model with gamma-distributed rate heterogeneity

among sites (Yang 1994). Rates among branches are uncorrelated and drawn independently

from a lognormal distribution (Drummond et al. 2006). The phylogenetic tree topology,

branch lengths, and coalescent parameters were co-estimated using Bayesian Markov chain
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Monte Carlo (MCMC) methods implemented in the software package BEAST (Drummond

and Rambaut 2007). Two independent analyses were performed for each dataset with 5×108

states sampled. Trace plots were examined to confirm convergence to the stationary distribu-

tion; states sampled before reaching convergence are discarded as burn-in. For each analysis,

the maximum a posteriori tree topology was chosen from the posterior distribution. This

tree topology was used in all subsequent analyses unless otherwise indicated.

The posterior distributions of the effective population size Ne and mutation rate µ

were obtained from the BEAST analysis. The Bayesian point estimate of genetic diversity

ΘB = 2Neµ was compared to estimates of genetic diversity (ΘW and Π) calculated using

summary statistic methods implemented in VariScan (Vilella et al. 2005). Additional pa-

rameters commonly used to identify selection (D, D∗ and F ∗) were also calculated using

VariScan; results for each dataset are shown in Appendix A.
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Chapter 4

Conclusion

In this thesis, I have presented two studies that evaluate several approaches for identifying

positively selected sites. In the first study, I examined whether methods for detecting sites

under positive selection could successfully identify substitutions known to affect protein

function. Empirical data from ANGPTL4, with known loss-of-function mutations, was used

to test this hypothesis. The second study considered the overall and relative performance of

eight different site-prediction methods using empirical data. Drug-resistant mutations that

had accumulated during antiretroviral therapy were treated as known adaptive sites.

In both studies, SAAP successfully recognizes many of the known sites. However,

this approach also recognizes many additional sites that are not known to affect function or

evolve adaptively. Although the role of these sites remains a mystery, I presume that SAAP

has a high false-positive rate in these data. PolyPhen, an approach explicitly designed

for detecting functional variants, successfully identified all substitutions known to prevent

protein secretion, yet failed to detect variants that cause reduced protein function. The

reason for this discrepancy is unclear and warrants further research into the physical and

chemical differences brought about by these substitutions.

Independent- and random-sites approaches evaluated in the HIV-1 drug-resistance

study exhibited low power in predicting positively selected sites. Nearly half (44.0%) of the

sites known to be under positive selection were not identified by any of the eight methods.

Only SAAP, NSR, and DUAL identified greater than 10% of the known sites. Considerable

overlap was found in the sites identified, particularly among similar methods. Thus, although

each method takes a different approach, there are some aspects of the evolutionary signal

that are detected by multiple approaches. All of the methods identified several substitutions
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where the selective pressure is unknown (ONMs). Although there is no evidence that these

sites are non-adaptive, differences in the rate of ONM detection may indicate that specificity

also varies among methods. It is clear that independent-sites approaches, aside from SAAP,

were less prone to identifying ONMs than random-sites methods, even when model selection

criteria is used. Thus, I conclude that the investigator must consider the goals of the study

when choosing among independent- and random-sites methods; studies that require high-

specificity may prefer using independent-sites approaches, while random-sites approaches

are excellent tools for generating hypotheses. Ultimately, the assumptions and statistical

properties each method must be carefully considered when interpreting results.

My goal in this thesis was to provide some insights into the strengths and weakness of

existing computational approaches for identifying critical sites in protein-coding sequences.

My hope is that this research enhances our understanding of molecular evolution and that

these findings can be used to inform future research towards improved computational meth-

ods.
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Appendix A

Software utilities

Listing A.1: Perl script for parsing and manipulating TCS network files in GML format.

1 #! /usr / b in / p e r l

2

3 use s t r i c t ;

4 use i n t e g e r ;

5 use Bio : : PrimarySeq ;

6

7 ### Parse command l i n e

8 my $usage = ”USAGE: $0 [ INFILE ] [ACC NUM] ” ;

9 @ARGV == 2 or die ” $usage \n” ;

10 my $ i n f i l e = $ARGV[ 0 ] ;

11 my $acc num = $ARGV[ 1 ] ;

12

13 ### Setup input f i l e s

14 open( FH, ” $ i n f i l e ” ) or die ” not $ i n f i l e \n” ;

15 my @l ines = <FH>;

16 my $s lu rp = join ( ’ ’ , @ l ines ) ;

17 close FH;

18

19 ### Bui ld arrays f o r nodes and edges

20 $s lu rp =˜ s/\ s∗//g ;

21 my @n arr = sp l i t (/ node \ [ / , $ s lu rp ) ;

22 my $ l a s t = pop( @n arr ) ;

23 my @e arr = sp l i t (/ edge \ [ / , $ l a s t ) ;

24 my $n = sh i f t ( @e arr ) ;

25 push ( @n arr , $n ) ;
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26 sh i f t @n arr ;

27

28 ### Setup output f i l e s

29 open (POLYIN, ”>po ly in . txt ” ) or die ” not po ly in . txt ” ;

30 open (OF, ”>$ i n f i l e .AA” ) or die ” not $ i n f i l e .AA” ;

31 my $ i = 0 ;

32 while ( $ l i n e s [ $ i ] ! ˜ / edge\s ∗\ [ / ) {print OF ” $ l i n e s [ $ i++]” ;}

33

34 ### Create hash mapping node ID to sequences

35 my $nodes = {} ;

36 foreach my $node ( @n arr ) {

37 $node =˜ / Sequence\” (\w+)\” Fre .∗ id (\d+) lab / ;

38 my $seqobj = Bio : : PrimarySeq−>new (−seq => ”$1” ,

39 −id => ”$2” ,

40 −alphabet => ”dna”

41 ) ;

42 $nodes−>{”$2”} = $seqobj ;

43 }

44

45 ### Determine what changes occur on each edge

46 f o r each my $edge ( @e arr ) {

47 my ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) =

48 ( $edge =˜ / l i n e s t y l e \”(\w+)

49 \” l a b e l \”(\d+)

50 \” data \ [ Changes \”(\w) (\w)

51 \” BranchLength \”(\d+\.?\d∗)

52 \”\ ] source (\d+) t a r g e t (\d+)\ ] / x ) ;

53

54 my $ s e q s r c = $nodes−>{” $s r c ” } ;

55 my $ s e q t a r = $nodes−>{” $tar ” } ;

56

57 my $ a a s r c = $seq s r c−>t r a n s l a t e ;

58 my $aa ta r = $seq ta r−>t r a n s l a t e ;
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59 my $aa pos = ( ( $pos−1) / 3) + 1 ;

60 $pos = $aa pos ;

61 $ c s = $aa src−>subseq ( $aa pos , $aa pos ) ;

62 $ c t = $aa tar−>subseq ( $aa pos , $aa pos ) ;

63 i f ( $ c s ne $ c t ) {

64 $sty = ”dashed” ; # blue

65 pr in t POLYIN ”$acc num $pos $ c s $ c t \n” ;

66 }

67 my $formatted = edge2s t r ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) ;

68 pr in t OF ” $formatted ” ;

69 }

70 pr in t OF ” ]\n” ;

71

72 ### Clean up

73 c l o s e POLYIN;

74 c l o s e OF;

75 pr in t ”$0 execut ion complete \n” ;

76

77 ### Parameters : l i n e s t y l e , l abe l , change src , change tar ,

78 ### branch length , source , t a r g e t

79 ### Returns s t r i n g with GML formatted edge

80 sub edge2s t r {

81 my @a = @ ;

82 my $s = ” edge [\n” ;

83 $s = $s . ” l i n e s t y l e \”$a [ 0 ]\”\ n” ;

84 $s = $s . ” l a b e l \”$a [ 1 ]\”\ n” ;

85 $s = $s . ” data [\n” ;

86 $s = $s . ” Changes \”$a [ 2 ] $a [ 3 ]\”\ n” ;

87 $s = $s . ” BranchLength \”$a [ 4 ] \”\n” ;

88 $s = $s . ” ]\n” ;

89 $s = $s . ” source $a [ 5 ] \ n” ;

90 $s = $s . ” t a r g e t $a [ 6 ] \ n” ;

91 $s = $s . ” ]\n” ;
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92 return $s ;

93 }

Listing A.2: Perl script for parsing PolyPhen tab-delimited output files. “Possibly damag-

ing” and “Probably damaging” substitutions identified by PolyPhen are used to annotate a

TCS network.

1 #!/ usr / b in / p e r l

2

3 use s t r i c t ;

4

5 ### Parse command l i n e

6 my $usage = ”USAGE: $0 [ PP FILE ] [ TCS FILE ] ” ;

7 (@ARGV == 2) or die ” $usage \n” ;

8 my $ p p f i l e = $ARGV[ 0 ] ;

9 my $ t c f i l e = $ARGV[ 1 ] ;

10 my $verbose = 1 ;

11

12 ### Parse the PolyPhen output f i l e

13 my $polyphen = {} ;

14 open(PFH, ” $ p p f i l e ” ) or die ”Could not open $ p p f i l e \n” ;

15 my @pl ines = <PFH>;

16 sh i f t @pl ines ;

17 foreach my $ l i n e ( @pl ines ) {

18 i f ( $ l i n e =˜ /ˆ\ s∗$ /) {next ;}

19 else {

20 my @ f i e l d s = sp l i t (/\ t / , $ l i n e ) ;

21 $polyphen−>{$ f i e l d s [ 3 ] } = { s r c => $ f i e l d s [ 4 ] ,

22 t a r => $ f i e l d s [ 5 ] ,

23 c a t => $ f i e l d s [ 6 ] ,

24 } ;

25 }

26 }
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27

28 ### Print messages to termina l

29 i f ( $verbose ) {

30 my $ i = 1 ;

31 print ”PolyPhen S i t e s :\n” ;

32 while ( my ( $pos , $params ) = each(%$polyphen ) ) {

33 print $ i++.” : ” .

34 print $params−>{ s r c } . ” $pos ” .

35 print $params−>{ t a r } . ” ” ;

36 print $params−>{ c a t } . ”\n” ;

37 }

38 }

39

40 ### Parse the TCS AA f i l e

41 open(TFH, ” $ t c f i l e ” ) or die ”Could not open $ t c f i l e \n” ;

42 my @l ines = <TFH>;

43 my $s lu rp = join ( ’ ’ , @ l ines ) ;

44 close TFH;

45

46 ### Bui ld arrays f o r nodes and edges

47 $s lu rp =˜ s/\ s∗//g ;

48 my @n arr = sp l i t (/ node \ [ / , $ s lu rp ) ;

49 my $ l a s t = pop( @n arr ) ;

50 my @e arr = sp l i t (/ edge \ [ / , $ l a s t ) ;

51 my $n = sh i f t ( @e arr ) ;

52 push ( @n arr , $n ) ;

53 sh i f t @n arr ;

54

55 ### Print the node par t o f the f i l e

56 open (OF, ”>$ t c f i l e .PP” ) or die ”Could not open $ t c f i l e .PP” ;

57 my $ i = 0 ;

58 while ( $ l i n e s [ $ i ] ! ˜ / edge\s ∗\ [ / ) {

59 print OF ” $ l i n e s [ $ i ] ” ;
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60 $ i++;

61 }

62

63 ### Determine what changes occur on each edge

64 foreach my $edge ( @e arr ) {

65 my ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) =

66 ( $edge =˜ / l i n e s t y l e \” (\w+)

67 \” l a b e l \”(\d+)

68 \” data \ [ Changes \”(\w) (\w)

69 \” BranchLength \”(\d+\.?\d∗)

70 \”\ ] source (\d+) t a r g e t (\d+)\ ] / x ) ;

71 $sty = ” s o l i d ” ;

72 i f (my $params = $polyphen−>{$pos }) {

73 i f ( $params−>{ s r c } eq $ c s && $params−>{ t a r } eq $ c t ) {

74 i f ( $params−>{ c a t } eq ” probably damaging” ) { $sty = ”dashed” ;}

75 i f ( $params−>{ c a t } eq ” p o s s i b l y damaging” ) { $sty = ” dotted ” ;}

76 }

77 }

78 my $formatted = edge2s t r ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) ;

79 pr in t OF ” $formatted ” ;

80 }

81 pr in t OF ” ]\n” ;

82

83 ### Clean up

84 c l o s e OF;

85 pr in t ”$0 execut ion complete \n” ;

86

87 ### Parameters : l i n e s t y l e , l abe l , change src , change tar ,

88 ### branch length , source , t a r g e t

89 ### Returns s t r i n g with GML formatted edge

90 sub edge2s t r {

91 my @a = @ ;

92 my $s = ” edge [\n” ;
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93 $s = $s . ” l i n e s t y l e \”$a [ 0 ]\”\ n” ;

94 $s = $s . ” l a b e l \”$a [ 1 ]\”\ n” ;

95 $s = $s . ” data [\n” ;

96 $s = $s . ” Changes \”$a [ 2 ] $a [ 3 ]\”\ n” ;

97 $s = $s . ” BranchLength \”$a [ 4 ] \”\n” ;

98 $s = $s . ” ]\n” ;

99 $s = $s . ” source $a [ 5 ] \ n” ;

100 $s = $s . ” t a r g e t $a [ 6 ] \ n” ;

101 $s = $s . ” ]\n” ;

102 return $s ;

103 }

Listing A.3: Perl script for parsing stablizing and destabilizing selection files generated from

TreeSAAP output. Sites under stabilizing and destabilizing selection are used to annotate

a TCS network.

1 #!/ usr / b in / p e r l

2

3 use s t r i c t ;

4

5 ### Parse command l i n e

6 my $usage = ”USAGE: $0 [ TS FILE ] [ TCS FILE ] ” ;

7 (@ARGV == 2) or die ” $usage \n” ;

8 my $ t s f i l e = $ARGV[ 0 ] ;

9 my $ t c f i l e = $ARGV[ 1 ] ;

10

11 ### Parse the TreeSAAP output f i l e

12 my @suds ;

13 open(SAAP, ” $ t s f i l e ” ) or die ”Could not open $ t s f i l e \n” ;

14 my @pl ines = <SAAP>;

15 my $ a l l = $ p l i n e s [ 1 ] ;

16 $ a l l =˜ /\( r e s i ( [ \ d | , ] ∗ ) \) / ;

17 my @s i t e s = sp l i t (/ , / , $1 ) ;
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18

19 ### Parse the TCS AA f i l e

20 open(TFH, ” $ t c f i l e ” ) or die ”Could not open $ t c f i l e \n” ;

21 my @l ines = <TFH>;

22 my $s lu rp = join ( ’ ’ , @ l ines ) ;

23 close TFH;

24

25 ### Bui ld arrays f o r nodes and edges

26 $s lu rp =˜ s/\ s∗//g ;

27 my @n arr = sp l i t (/ node \ [ / , $ s lu rp ) ;

28 my $ l a s t = pop( @n arr ) ;

29 my @e arr = sp l i t (/ edge \ [ / , $ l a s t ) ;

30 my $n = sh i f t ( @e arr ) ;

31 push ( @n arr , $n ) ;

32 sh i f t @n arr ;

33

34 ### Print the node par t o f the f i l e

35 open (OF, ”>$ t c f i l e .TS” ) or die ”Could not open $ t c f i l e . PPnot” ;

36 my $ i = 0 ;

37 while ( $ l i n e s [ $ i ] ! ˜ / edge\s ∗\ [ / ) {

38 print OF ” $ l i n e s [ $ i ] ” ;

39 $ i++;

40 }

41

42 ### Determine what changes occur on each edge

43 foreach my $edge ( @e arr ) {

44 my ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) =

45 ( $edge =˜ / l i n e s t y l e \” (\w+)

46 \” l a b e l \”(\d+)

47 \” data \ [ Changes

48 \”(\w) (\w) \” BranchLength \”(\d+\.?\d∗)

49 \”\ ] source (\d+) t a r g e t (\d+)\ ] / x ) ;

50 $sty = ” s o l i d ” ;
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51 i f ( $ c s ne $ c t ) {

52 f o r each my $ s i t e ( @s i t e s ) {

53 i f ( $ s i t e == $pos ) { $sty = ”dashed” ;}

54 }

55 }

56 my $formatted = edge2s t r ( $sty , $pos , $c s , $c t , $br l , $src , $ tar ) ;

57 pr in t OF ” $formatted ” ;

58 }

59 pr in t OF ” ]\n” ;

60

61 ### Clean up

62 c l o s e OF;

63 pr in t ”$0 execut ion complete \n” ;

64

65 ### Parameters : l i n e s t y l e , l abe l , change src , change tar ,

66 ### branch length , source , t a r g e t

67 ### Returns s t r i n g with GML formatted edge

68 sub edge2s t r {

69 my @a = @ ;

70 my $s = ” edge [\n” ;

71 $s = $s . ” l i n e s t y l e \”$a [ 0 ]\”\ n” ;

72 $s = $s . ” l a b e l \”$a [ 1 ]\”\ n” ;

73 $s = $s . ” data [\n” ;

74 $s = $s . ” Changes \”$a [ 2 ] $a [ 3 ]\”\ n” ;

75 $s = $s . ” BranchLength \”$a [ 4 ] \”\n” ;

76 $s = $s . ” ]\n” ;

77 $s = $s . ” source $a [ 5 ] \ n” ;

78 $s = $s . ” t a r g e t $a [ 6 ] \ n” ;

79 $s = $s . ” ]\n” ;

80 return $s ;

81 }
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Appendix B

HIV-1 Patient Datasets

Table 1:

Dataset statistics and parameter estimates. The first column contains the ab-

breviation for the dataset. The first two letters indicate the published study for the sequences,

followed by the patient identifier. Studies used are: YZ, Zhang et al. (1997); LB, Bacheler et al.

(2000); MV, Vaillancourt et al. (1999); JC, Condra et al. (1996). LB sequences are 984 bp (protease

A.A. 1-99 and reverse transcriptase A.A. 1-229). YZ, MV and JC sequences are 297 bp (protease

A.A. 1-99). n is the number of sequences used in the analysis. TPs is the number of timepoints

sampled. Wks is the number of weeks between the first and last sample timepoints. Ne and µ

are the median effective population size and mean mutation rate, respectively, estimated from the

Bayesian skyline Drummond et al. (2005) analysis. ΘB = 2Neµ is the estimate of genetic diversity

from the Bayesian analysis. ΘW is Watterson’s (1975) estimator of nucleotide diversity per site

based on the total number of mutations (η) . Π is the nucleotide diversity, the average pairwise

nucleotide differences per site. D is Tajima’s (1989) statistical test for neutrality. D∗ and F ∗ are

the tests proposed by Fu and Li (1993).

n TPs Wks Ne µ ΘB ΘW Π D D∗ F ∗

YZ-p3 89 9 75 1085.4 5.40 0.117 0.053 0.024 -1.77 -4.25 -3.82

YZ-p4 71 8 75 1280.9 3.01 0.077 0.033 0.015 -1.80 -3.79 -3.52

YZ-p5 65 7 59 1636.0 4.86 0.159 0.045 0.025 -1.48 -3.07 -2.88

YZ-p6 126 13 71 964.5 8.62 0.166 0.062 0.018 -2.31 -6.93 -5.83

YZ-p7 79 9 60 1810.6 6.25 0.226 0.057 0.026 -1.82 -4.66 -4.15

YZ-p8 129 14 72 1045.8 12.74 0.266 0.076 0.034 -1.78 -5.99 -4.90

LB-p1 48 8 69 1422.7 4.79 0.136 0.037 0.024 -1.25 -3.13 -2.87

LB-p3 30 8 58 2591.7 2.31 0.120 0.028 0.014 -1.90 -3.39 -3.35
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Table 1 (continued)

n TPs Wks Ne µ ΘB ΘW Π D D∗ F ∗

LB-p4 29 3 34 4125.8 2.68 0.222 0.027 0.014 -1.81 -2.95 -2.98

LB-p5 40 5 89 1505.1 4.00 0.120 0.032 0.014 -2.08 -3.86 -3.78

LB-p6 20 3 10 3960.2 2.73 0.216 0.027 0.017 -1.60 -2.19 -2.29

LB-p7 20 3 94 2296.1 2.07 0.095 0.019 0.012 -1.58 -2.83 -2.75

LB-p8 21 3 72 2829.5 1.82 0.103 0.016 0.007 -2.22 -3.31 -3.34

LB-p11 26 5 21 2510.9 2.28 0.115 0.021 0.014 -1.34 -2.89 -2.73

LB-p13 24 4 43 1514.4 2.46 0.074 0.023 0.013 -1.72 -2.65 -2.69

LB-p14 24 6 75 1689.1 2.76 0.093 0.029 0.015 -1.88 -2.63 -2.75

LB-p15 37 8 25 2224.0 2.09 0.093 0.026 0.017 -1.20 -3.33 -3.01

LB-p17 27 5 21 4441.0 2.08 0.185 0.025 0.012 -2.07 -3.67 -3.62

LB-p20 36 5 70 3377.4 3.61 0.244 0.038 0.017 -2.04 -3.86 -3.79

LB-p21 58 8 96 801.1 11.63 0.186 0.048 0.020 -2.08 -4.54 -4.26

LB-p22 34 4 70 2009.7 4.78 0.192 0.039 0.020 -1.87 -3.37 -3.34

LB-p24 26 4 94 3777.0 3.81 0.288 0.027 0.017 -1.35 -2.17 -2.19

LB-p26 58 6 23 5256.2 4.36 0.458 0.042 0.021 -1.79 -4.34 -3.97

LB-p28 50 9 70 4255.0 4.35 0.370 0.046 0.023 -1.82 -3.41 -3.33

LB-p32 36 7 70 1848.4 3.00 0.111 0.025 0.012 -1.97 -3.68 -3.59

LB-p39 30 5 84 3917.4 3.25 0.254 0.033 0.018 -1.78 -3.13 -3.12

LB-p44 28 7 44 3405.2 3.27 0.223 0.038 0.020 -1.83 -3.17 -3.17

LB-p47 46 7 71 1303.5 5.88 0.153 0.034 0.021 -1.40 -2.98 -2.82

LB-p50 51 6 96 5845.2 2.78 0.325 0.038 0.014 -2.23 -5.61 -5.13

LB-p55 59 8 108 1843.1 4.55 0.168 0.041 0.016 -2.17 -5.14 -4.73

LB-p57 38 6 87 1910.7 4.07 0.156 0.032 0.015 -1.94 -3.38 -3.36

LB-p58 25 4 16 3823.1 2.40 0.183 0.031 0.015 -2.09 -3.32 -3.37

LB-p60 47 8 96 1631.1 5.67 0.185 0.041 0.017 -2.15 -4.76 -4.48

LB-p63 27 5 24 4130.7 2.09 0.172 0.022 0.010 -2.18 -3.54 -3.55
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Table 1 (continued)

n TPs Wks Ne µ ΘB ΘW Π D D∗ F ∗

LB-p66 23 4 48 1804.7 2.28 0.082 0.022 0.011 -1.89 -2.95 -2.98

LB-p69 46 7 44 3796.4 3.60 0.273 0.044 0.019 -2.10 -4.38 -4.18

LB-p70 53 6 44 2400.1 6.32 0.303 0.041 0.018 -2.03 -4.72 -4.38

LB-p71 36 7 86 2244.9 2.72 0.122 0.032 0.017 -1.75 -3.57 -3.44

LB-p72 35 6 36 2733.4 3.35 0.183 0.035 0.022 -1.39 -2.86 -2.75

LB-p73 26 5 36 4482.7 2.46 0.220 0.032 0.013 -2.31 -4.05 -4.03

LB-p77 47 8 109 983.3 10.83 0.213 0.052 0.021 -2.20 -3.95 -3.91

LB-p80 16 3 100 3893.6 1.81 0.141 0.020 0.009 -2.28 -3.17 -3.22

LB-p81 35 6 72 5865.6 2.24 0.263 0.032 0.014 -2.16 -4.31 -4.17

LB-p83 27 4 72 1612.6 3.33 0.108 0.026 0.014 -1.82 -2.65 -2.74

LB-p84 63 9 96 1300.1 6.13 0.159 0.042 0.014 -2.30 -5.52 -5.04

LB-p86 25 5 73 1915.9 2.98 0.114 0.028 0.018 -1.47 -2.47 -2.47

LB-p87 29 4 72 2503.7 2.63 0.132 0.025 0.014 -1.65 -2.70 -2.72

LB-p89 68 11 96 1314.6 8.23 0.216 0.048 0.020 -2.01 -5.01 -4.53

LB-p91 22 6 98 3293.0 3.03 0.200 0.029 0.021 -1.15 -1.91 -1.91

LB-p93 30 7 63 3011.2 3.29 0.198 0.035 0.018 -1.90 -3.19 -3.21

LB-p94 34 8 97 2229.7 2.44 0.109 0.026 0.009 -2.48 -4.40 -4.35

LB-p98 24 6 45 2516.0 2.17 0.109 0.024 0.014 -1.75 -3.17 -3.11

LB-p99 35 5 20 2756.4 2.36 0.130 0.023 0.012 -1.73 -3.41 -3.28

LB-p100 46 8 56 1837.1 3.49 0.128 0.032 0.016 -1.81 -3.43 -3.33

LB-p101 23 4 72 2671.5 2.55 0.136 0.026 0.015 -1.72 -2.62 -2.67

LB-p102 25 5 42 1632.9 2.73 0.089 0.026 0.017 -1.46 -2.59 -2.56

LB-p106 39 6 61 5872.0 3.19 0.375 0.036 0.017 -1.97 -3.58 -3.54

LB-p107 40 8 60 9659.1 2.31 0.447 0.042 0.014 -2.42 -4.85 -4.69

LB-p109 20 6 56 2284.6 2.16 0.099 0.023 0.013 -1.74 -2.40 -2.48

LB-p110 29 5 59 2773.5 3.03 0.168 0.025 0.016 -1.26 -2.19 -2.17
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Table 1 (continued)

n TPs Wks Ne µ ΘB ΘW Π D D∗ F ∗

LB-p111 23 4 71 1964.6 2.75 0.108 0.024 0.016 -1.31 -2.40 -2.35

LB-p112 18 4 63 1801.8 2.81 0.101 0.028 0.020 -1.20 -1.78 -1.82

LB-p113 26 5 68 4734.4 3.12 0.296 0.034 0.019 -1.69 -2.93 -2.93

LB-p114 22 5 59 4991.1 1.79 0.179 0.021 0.009 -2.26 -3.45 -3.49

LB-p115 19 5 20 2082.3 2.18 0.091 0.020 0.012 -1.76 -2.38 -2.46

LB-p117 20 5 82 2549.9 2.73 0.139 0.025 0.016 -1.41 -2.00 -2.06

LB-p119 27 5 68 2774.5 1.97 0.109 0.022 0.009 -2.37 -4.07 -4.03

LB-p120 38 5 28 3353.0 2.06 0.138 0.029 0.013 -2.06 -4.49 -4.25

LB-p121 57 10 46 10004.5 2.98 0.597 0.041 0.016 -2.21 -4.43 -4.23

LB-p123 16 5 19 1922.3 3.00 0.115 0.025 0.022 -0.48 -0.95 -0.91

LB-p124 17 4 36 1800.0 3.22 0.116 0.028 0.021 -1.09 -1.59 -1.62

LB-p126 41 7 59 4887.2 3.37 0.329 0.038 0.018 -1.95 -2.97 -3.06

LB-p130 26 4 12 3449.5 2.79 0.192 0.028 0.018 -1.33 -2.61 -2.53

LB-p132 54 9 71 4182.3 4.10 0.343 0.041 0.018 -1.99 -4.33 -4.08

LB-p134 19 5 65 2427.6 2.54 0.123 0.026 0.016 -1.51 -2.27 -2.31

LB-p135 15 3 16 3150.7 2.06 0.130 0.020 0.011 -2.00 -2.45 -2.56

LB-p141 36 6 24 4912.9 2.91 0.286 0.032 0.016 -1.79 -3.32 -3.26

LB-p142 41 9 62 3650.4 2.65 0.194 0.029 0.013 -2.07 -4.08 -3.94

LB-p143 46 8 61 3393.6 3.15 0.213 0.036 0.016 -2.02 -4.00 -3.85

LB-p144 20 3 20 2054.9 3.21 0.132 0.035 0.024 -1.35 -1.87 -1.95

LB-p145 53 8 67 3174.1 4.70 0.298 0.041 0.019 -1.89 -4.32 -4.02

LB-p146 25 4 16 1830.4 4.06 0.149 0.041 0.025 -1.51 -2.44 -2.49

LB-p147 23 6 42 2608.1 2.53 0.132 0.026 0.016 -1.57 -2.25 -2.33

LB-p148 21 6 50 4430.3 2.76 0.245 0.031 0.018 -1.72 -2.42 -2.52

LB-p151 18 4 12 3003.9 2.87 0.173 0.022 0.016 -1.20 -1.94 -1.93

LB-p152 24 4 24 2377.1 1.65 0.079 0.015 0.008 -1.92 -2.77 -2.82
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Table 1 (continued)

n TPs Wks Ne µ ΘB ΘW Π D D∗ F ∗

LB-p154 22 4 69 1803.5 3.07 0.111 0.030 0.017 -1.75 -2.74 -2.79

LB-p155 20 5 16 7270.1 2.41 0.350 0.029 0.016 -1.91 -2.69 -2.79

LB-p156 28 4 16 6194.2 2.01 0.249 0.024 0.010 -2.20 -3.95 -3.88

LB-p158 22 3 56 2516.8 3.02 0.152 0.024 0.015 -1.56 -2.37 -2.41

LB-p159 20 3 40 2251.4 3.12 0.141 0.030 0.022 -1.09 -1.77 -1.78

LB-p167 16 4 50 2302.2 3.37 0.155 0.034 0.022 -1.51 -1.87 -1.99

LB-p168 21 5 20 2208.8 2.83 0.125 0.031 0.018 -1.73 -2.25 -2.39

LB-p170 18 3 60 3382.2 1.80 0.121 0.017 0.009 -2.01 -2.72 -2.79

LB-p171 18 3 54 4961.2 3.19 0.316 0.037 0.024 -1.53 -2.17 -2.26

MV-p219 39 4 56 2011.8 4.32 0.174 0.043 0.025 -1.53 -3.04 -2.92

MV-p833 29 3 40 2892.2 3.50 0.202 0.042 0.024 -1.62 -2.26 -2.33

MV-p847 34 3 32 1826.8 2.56 0.094 0.025 0.015 -1.44 -2.42 -2.35

JC-pA 62 7 52 1352.6 4.20 0.114 0.036 0.035 -0.07 -1.17 -0.87

JC-pB 60 7 52 1442.5 2.56 0.074 0.037 0.021 -1.44 -4.01 -3.54

JC-pD 21 3 44 1441.9 2.47 0.071 0.012 0.013 0.21 -0.86 -0.56

JC-pE 29 4 32 1261.6 2.29 0.058 0.027 0.029 0.28 -0.81 -0.51

JC-pI 18 3 16 1417.3 2.36 0.067 0.025 0.021 -0.63 -0.81 -0.80

JC-pJ 34 4 36 1085.1 2.52 0.055 0.029 0.023 -0.68 -1.66 -1.50

JC-pK 20 3 60 1482.9 3.43 0.102 0.028 0.027 -0.06 -0.08 -0.08

JC-pO 22 3 60 965.0 2.26 0.044 0.018 0.018 0.10 -0.45 -0.30

JC-pP 19 3 48 1407.0 2.28 0.064 0.023 0.018 -0.91 -1.50 -1.41

JC-pQ 18 3 60 1219.6 2.71 0.066 0.029 0.029 -0.05 -0.67 -0.52

JC-pR 19 3 60 1387.4 2.15 0.060 0.024 0.014 -1.64 -2.45 -2.36

Note — µ estimates are scaled by 105
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