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ABSTRACT

Multiobjective Optimization Method for Identifying Modat
Product Platforms and Modules That Account for

Changing Needs Over Time

Patrick K. Lewis
Department of Mechanical Engineering

Master of Science

Natural and predictable changes in consumer needs ofteiredfe development of new
products. Providing solutions that anticipate, accountdnd allow for these changes over time is
a significant challenge to manufacturers and design enginBeoducts that adapt to these changes
through the addition of modules reduce production costugn product commonality and pro-
vide a set of products that cater to customization and atlaptaln this thesis, a multiobjective
optimization design method using s-Pareto frontiers — set®on-dominated designs from dis-
parate design models — is developed and used to identifyad eptimal adaptive product designs
that satisfy changing consumer needs. The novel intenteofrtéthod is to design a product that
adapts to changing consumer needs by moving from one locatidhe s-Pareto frontier to an-
other through the addition of a module and/or reconfigunatithe six-step method is described as
follows: (A) Characterize the multiobjective design spa@) Identify theanticipated regions of
interestwithin the search space based on predicted future needsd€@ljfy the platform design
variables that minimize the performance losses due to camatitp across the anticipated regions
of interest. (D) Assemble the s-Pareto frontier within eeagdfion of interest. (E) Determine the
values of all design variables for the optimal product desigeach region of interest by multi-
objective optimization. (F) Identify the module designigahtes, and identify the platform and
module designs by constrained module design. An exampleeofi¢sign of a simple unmanned
air vehicle is used to demonstrate application of the metbpd singlePareto frontier case. The
design of a manual irrigation pump is used to demonstratkcagpipn of the method for a s-Pareto
frontier case. In addition, these examples show the alfithe method to design a product that
adapts to changing consumer needs by traversing the ssPametier.

Keywords: multiobjective optimization, transient pardtsign, modular design, future needs
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NOMENCLATURE

Matrix dictating the desired performance progressiondaah module provides
Set containing all design variable valuesxgfindx,

Set containing all design variable valuesgfandx;

Vector of inequality constraints

Vector of equality constraints

Aggregate objective function

Vector of design objectives

Number of designs comprising the adaptive design set

Objective space performance of the base and target dessgdga develop modules
Objective space performance of a design when used withtthenodule
Change in objective space performance from the base desl?}'ﬁ t

Vector of design parameters

Vector of module design parameters

Vector of design variables

Vector of non-platform adjustable design variables

Vector of non-platform design variables that charactettisedesign of modules
Vector of platform design variables

Subscripts, superscripts, and other indicators

(i)

indicates current design/module
indicates current design model
indicates the number ¢f]
indicates the lower limit of |
indicates the upper limit df]
indicates the optimal value ¢f
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CHAPTER 1. INTRODUCTION

Theimplementation environment needed performanagf a product, commonly referred
to asconsumer needsend to naturally change over time [1]. When these charegstrin perfor-
mance needs that cannot be satisfied Bingleproduct model (i.e. analytical engineering model
predicting the performance of a product), additional ms@eé developed. Products that adapt to
these changes through the addition of modules reduce piodwosts and cater to customization
and adaptation [2, 3]. In situations where product purcleasés are high and these changes occur
rapidly, there is a need for products that are capable oftatap and expandability at the con-
sumer level [4]. However, in order to develop this type ofdarct, a certain amount of confidence
in what the future needs of that product will be is requirettj there are no established methods
for identifying these needs. Therefore, providing soluithat anticipate, account for, and allow
for substantial change in consumer needs is a significaiealga to manufacturers and design

engineers.

1.1 Objective

The objective of this thesis is to present and illustrateliagfion of a method that includes the
effects of future needs and allows fosiagledevice to optimally adjust to these new and changing
needs. Product families are often used to address the oballef satisfying a variety of needs
through product performance diversity, while still maintag product commonality as seen by
manufacturers [5, 6]. Two platforms for building produciniies are identified within the liter-
ature: Scale-based and Module-based product platfornd.[6[he strength of product family
approaches is in their ability to provide a range of prodtictéd satisfy thecurrent variation in
consumer needs acrosuultiple market segmen{8]. One approach presented in the literature
by Meyer [9] for accomplishing this is the product family lbeaead approach illustrated in Fig-

ure 1.1.
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Figure 1.1:Representation of the product family beachhead approagteasnted by Meyer [9].
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Figure 1.2:lllustration of the changes in market segment compositi@n tme due to changing needs of consumers
(groups of consumers are indicated by the numbers 1-6). ®hsueners and market segments of (a) represent the
current market segment compositions. The consumers ariehsmgments of (b) represent a future market segment
composition.

From Figure 1.1 itis seen that product family approachesusgent consumer needs of the
various market segments to identify a product platform iased to derive a variety of products
to satisfy the needs of the various market segments [8, 9jeer, as is illustrated through Figure
1.2, the exclusion of the effects of future needs of the verimarket segments, represented by the
movement of consumers (groups of consumers are indicatdtehyumbers 1-6) from one market
segment to another or the emergence of new market segneeatsimportant limitation of current
design methods. Restated, the objective of this thesisagg¢mome this limitation by developing
a method that includes the effects of future needs and aflemzssingledevice to optimally adjust

to these new and changing needs.

1.2 Approach, Premise, and Assumptions

In this thesis, a multiobjective optimization design methssing sets of non-dominated designs

from disparate design models is developed and used to figensiet of optimal adaptive product



designs that satisfy changing consumer needs over timeunfing these changes over time are
known, the use of a multiobjective optimization method pideg two key benefits: (1) The ability
to leverage a set of non-dominated designs from multipléopmance/design models to enhance
the selection of the platform variables (values remain tarisor all product family members)
and module variables (values characterize the modubgs)andx,, respectively. (2) The ability to
balance the competing nature of present consumer neecdstfyaiire needs. Figure 1.3 illustrates
the concept of nhon-dominated designs (bold line) withirsilele design spaces (shaded regions)
based upon two design objectives (e.g. Cost, Output, etepyesented by the horizontal and
vertical axis. Figure 1.3(a) provides a generic represiemaf the non-dominated designs for a
singledesign model, assuming that both Objective 1 and Objectase 20 be minimized. Figure
1.3(b) provides a generic representation of the non-dammihdesigns in the presencertiltiple

design models.

Objective 2
Objective 2

Feasible
Design
Space

Design
Model 1

Non-Dominated Designs
Designs

Objective 1> Objective 1>

@ (b)

Figure 1.3:lllustration of the concept of non-dominated designs (binle) within feasible design spaces (shaded
regions) based upon minimizing two design objectives, wlfay illustrates aingledesign model and (b) illustrates
multipledesign models.

The novel intent of the method presented herein is to despgoduct that adapts to chang-
ing consumer needs by moving from one non-dominated designdther through the addition of
a module and/or through reconfiguration. Figure 1.4 pravalgraphical illustration of the intent
of the method in the context of the feasible space and nonirdided designs (commonly referred

to as thePareto frontie)) of Figure 1.3(a). From this figure it is observed that in teeelopment

3



of the method presented in this thesis there are two tenamthwhe method is based upon: (i)
In the selection of a design, non-dominated designs arempeef above any other feasible designs
within the Design Space, and (ii) The current and future sedd product represent individual

designs from among the set of non-dominated designs.

Objective 2

Feasible
X Design

Space
Module
3

&/ N

Module

2 A
1

Figure 1.4:Graphical representation of the intent of the method dgealdn this thesis to provide a product that
expands from one non-dominated design to another throwgadtition of modules.

° Platform
Design
-

Objective 1

Similar to traditional product family design approachég method presented herein uses
commonality to identify an optimal product platform and mtaldesigns. Although the presented
method differs from traditional product family design apgches through the process/method used
to obtain the platform and module designs, the presenteednarinated design based approach

for developing products that are both adaptable and reagmafite can still be used for product

family design.

1.3 Outline

The remainder of this thesis is presented as follows: A wedtliterature forming an enabling
foundation for the developments presented herein is irclud Chapter 2. In Chapter 3, the first
phase (forsinglePareto frontier cases) of the theoretical developmentasgnted. In Chapter 4,
the design of a simple unmanned air vehicle is used to demateastpplication of the method for a

single Pareto frontier case. In Chapter 5, the method predémChapter 3 is expanded to provide

4



s-Pareto capabilities (multiple Pareto frontier casesHapter 6, the design of a manual irrigation
pump is used to demonstrate application of the method foPareto frontier case. Concluding

remarks and a discussion of future work are provided in Girapt






CHAPTER 2. LITERATURE SURVEY

This chapter provides a review of previous research, arabkshies a foundation for the
presented method of designing module-based products. echaalogies that form an enabling
foundation for the methodology are (i) multiobjective opization and (ii) product modularity

and adaptability.

2.1 Multiobjective Optimization

Consumer needs, some of which are expressed as designivegepi, ..., Ui, ), are often com-
peting and change over time. Thus, within the context of theésis, the ability of multiobjective
optimization to balance competing objectives [10-18] -abaé the competing nature of present
consumer needs against future needs — represents a fundhipen of the method developed
herein. Figure 2.1 demonstrates a generic charactenzattivade-offs between objectives through
the identification of a Pareto frontier — a set of non-donmedatptimal solutions — assuming that
U1 and L, are to be minimized. Each solution comprising the frongeaphically demonstrated
in Figure 2.1, is said to b&areto optimal- no other designs better satistjl design objec-
tives [19-22]. These Pareto solutions are generally sogtause they indicate that objectives
have been improved as much as possible without sacrificioghan design objective’s perfor-
mance. In addition, each solution represents the optimahba of design objectives according to

the consumer needs at a specific instance.

A generic multiobjective optimization problem (MOP) fortation yielding a set of opti-

mal solutions — those belonging to the Pareto frontier —es@nted as follows:

Problem 2.1: Generic multiobjective optimization problstatement

D= {(X1,%,.... X3 ) } (2.1)



H

Feasible
Design

Space

Pareto
Frontier

>
123

Figure 2.1:A feasible design space (shaded) for objectives 1 and 2. &nhetdPfrontier (bold line) represents the
most desirable set of solutions in the feasible space femtmimization-minimization problem.

x* defined by:

min {{n(x,p), H2(X,P), -\ Hn, (X D)} (Ny>2) (2.2)
subject to:
ge(x,p) <0 Vq € {1,....ng} (2.3)
hv(x,p) =0 Vv e{1,....,ny} (2.4)
Xji <Xj<Xju YVje{l..,n} (2.5)

whereD is a set containing all values a&f for each Pareto-optimal design obtained through the
evaluation of the MOPy; denotes the-th generic design objective;is a vector of design vari-

ables; andp is a vector of design parameters.

For multiobjective optimization approaches, the decisibwhich Pareto-optimal solution
is to be used comes through the inclusion of objective fonctiarameters, and sometimes con-
straints that capture consumer needs or preferences fagke snstance in time. As indicated in
Problem 2.1 above, the current formulation of the MOP yialdst of solutions. In order to obtain
a single optimal solution, the set of objectives in Equafidhis often replaced by a scalar func-
tion that is optimized. This scalar function is referredridhe literature as an aggregate objective
function [14, 23].



The concept of Pareto optimality is central to multiobjeetoptimization, [19, 21, 22, 24]
and within the present method there is a need to balance theatong nature of the Pareto frontiers
of multiple design models. Within the literature, this bada is addressed through the use of
Pareto filters that either reduce the set of Pareto optimatisos, [11, 25-27] or eliminate non-
Pareto and locally Pareto solutions [14,28-31]. In paldicuhe concept of generating an s-Pareto
frontier — reduction of the Pareto frontiers from variousgdirate design models into a single Pareto
frontier — presented in Mattson et al [14] has direct appilicato the balancing of the tradeoffs of
a set of multiple design models needed within the proposeatiode Figure 2.2 demonstrates the
characterization of trade-offs between objectives thithg creation of a s-Pareto frontier. Similar
to a Pareto frontier, each solution comprising the s-Pdretttier, graphically demonstrated in

Figure 2.2, is said to bg-Pareto-optimal14].

Ho

Design
Model 3

Design
Model 2
Design
Model 1

@

Figure 2.2:A feasible design space (shaded) for objectives 1 and 2. -Fazeto frontier (bold line) represents the
most desirable set of solutions in the feasible space fsrrttinimization-minimization problem with three possible
design models.

»
Ll

H

A generic MOP formulation yielding a set of optimal solutsor those belonging to a

s-Pareto frontier — is presented as follows:

Problem 2.1: Generic s-Pareto multiobjective optimizatpyoblem statement

K _ (k)x k)
D:= {(x(l) ,xg) ,...,x((,z))} (2.6)

Nx



xK* defined by:

mkin{ min {909, p09), 100,00, ) 9, p¥) 1 (> 2)} (2.7)
subject to:

g0 (x®, pM) <0 vq e {1,..,nP} (2.8)

hx®, p*y=0 vv e {1,...,n£1k)} (2.9)

W< < v eqa,..nf) (2.10)

wherek denotes thé-th design modelD is now a set containing all values &fV* for each s-
Pareto-optimal design obtained through the evaluatiortnﬂ\ﬂOP;ui(k) denotes the-th generic
design objectivex is a vector of design variables for tketh design model; ang® is a vector
of design parameters for ttketh design model. It should be noted that, once again, theeald@®P
does not yield a unique solution. Where once again, the camma&thod to obtain a single optimal

solution is to replace the right-hand-side of Equation 2than aggregate objective function [14].

It should be noted that although Figures 2.1 and 2.2 onlyideo®-dimensional (2-objective)
representations of the solutions to Problem 2.1 and ProBl@mespectively, the MOP formula-
tions provided in Problems 2.1 and 2.2 are not limited to rRatisional cases. For problems
wheren,, = 3, the results of Problems 2.1 and 2.2 result in 3-dimensisundaces. Figure 2.3
demonstrates this result for Problem 2.1, where FigureaiB(strates a 3-dimensional feasible
space, and Figure 2.3(b) illustrates the resulting 3-dsiwgral Pareto surface for a minimization-
minimization-minimization problem. For problems wheg, > 3, the results of Problems 2.1
and 2.2 are hyper-surfaces, and are therefore ill-suitedriphical representation. For this rea-
son, although the MOP formulations that will be providedhistthesis will be applicable in-
dimensions, all graphical representations of generic M@m@ilations provided hereafter will be

represented in 2-dimensions in order to remain consisteghtfigures 2.1 and 2.2.

10
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Design
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Figure 2.3: Representation of a 3-dimensional (3-objective) evatmatif Problem 2.1, where (a) illustrates
a 3-dimensional feasible space, and (b) illustrates theltreg 3-dimensional Pareto surface for a minimization-
minimization problem.

2.2 Product Modularity and Adaptability

Under the presented methodology, and as identified witl@fitdrature, there is a need for strategic
module designs that make product platform designs progedgexpandable [32—34]. To this end,

previous work in the areas of product family and modular patalesign serve as a starting point
[6,8, 32,33, 35,36]. A module-based product family is a grotirelated products derived from

independent functional or geometric units [37—39] thatedithrough the addition or subtraction

of modules [35, 38, 39]. In the literature three types of madty are identified: (i)Slot-modular

architecture (ii) Bus-modular architectureand (iii) Sectional-modular architectui@9—-41].
The conceptual differences between the three modulactyitecture types is illustrated in
Figure 2.4.

A slot-modular architecture provides each module with guaeiinterface in order to elimi-
nate improper assembly [39—41]. Bus-modular architec¢toptements interfacing that is the same
for all modules, thus making the platform design behave asyaxton connection platform for all

modules [39]. Sectional-modular architecture is simitelbtis-modular in that all modules contain

11



Slot-Modular Bus-Modular Sectional-Modular
Architecture Architecture Architecture

Figure 2.4:Representation of three architecture types as presentdidah and Eppinger [39].

the same interface, but in this architecture no single eh¢iisadentified as the platform to which
all modules attach [39, 40]. Building on these foundatia@iaments, the method presented in this
thesis uses these definitions of modular architecturesdoifypthe approach needed to develop

module designs according to the a desired architecture type

Recent developments in the literature show that a desipabtiuct family can be identified
from among the designs comprising the Pareto frontier [B4Bpbtained through the evaluation
of an MOP (see Section 2.1). These previous developmenksatgaand select product family
members from among the set of Pareto designs by consideertgsign’s unique performanaed
common features compared to other designs in the produdyféarcritical part of product family
design). In addition, one method of identifying module atatfprm variables is accomplished
through the use of Pareto-filtering methods that exploretieets of each variable on the objective

space performance [6, 8].

2.3 Research Needs

While there exists useful elements in the literature on thgexts of multiobjective optimization
and product modularity and adaptabili&design methodology for finding balance in the context
of changing consumer needs needed to fulfill the objective of this thesis identifie®ection 1.1.
Similar to traditional multiobjective optimization aprches, the method presented in this thesis
seeks s-Pareto solutions, but expands upon traditionabapipes to provide the desired unity and
balance by using a series of strategically constructed MiDRdlations to select solutions, within
anticipated regions of interest, based on the solutionlgto (i) be implemented by a module-

based product, and (ii) expand/adapt to satisfy known obmitgconsumer needs over time. In

12



addition, in the present method a selection criteria baseknown changes in consumer needs
over time is added to the evaluation — to ensure that a preigre'om one design on the s-Pareto

frontier to another can be done through the addition of a rfeodu

In reference to the method presented in this thesis, it ©iatportant to remember that,
like most areas of engineering, research in the area of oljgtttive optimization has experienced
stages of evolution [42]. The first generation of researchmutitiobjective optimization focused
on the development of theory and algorithms [43—-45]. Thesdégeneration focused on the
development of methods of using these algorithms to sugiemeral engineering [14,31,46]. The
third (current) generation is using these methods and i#thgoes, and combining or expanding
them in ways that improve design development [6, 8, 47—-49] (@aking products more difficult
to reverse engineer). Therefore, the purpose of this tliesist to develop a new algorithm for
multiobjective optimization, but instead will show how aiss of optimization routines can be
used to provide a method of developingiagle product that is capable of traversing a s-Pareto

frontier through the addition of modules.
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CHAPTER 3. PHASE 1 METHOD DEVELOPMENT

In this chapter, the first phase in the development of a mhj#ive optimization design
method providing a Pareto-optimal product and module aasogpable of satisfying changes in

consumer needs over time is describedsioglePareto frontier design cases.

3.1 Identification of Platforms and Modules that Account for Changing Needs

By its nature, a Pareto frontier contains many optimal, yattionally different, designs represent-
ing all optimal product candidates. To satisfy changes imsamer needs over time through the
addition of modules requires the strategic selection adeHeareto-optimal designs based on their
ability to facilitate adaptability. Figure 3.1 illustratéhe intent of the method to satisfy changing
consumer needs by selecting a Pareto-optimal producoptatiesign which, through the addition
of modules, expands to other Pareto-optimal designs. T$teiir) and secondyf,) objectives are

represented along the horizontal and vertical axis, res@ehe

Ho

. Feasible
L P@® Design

Space
Mogule L P(3)
e

2

Pareto
p@ Frontier
Q)

=
1 Platform
Design

»
\

H

Figure 3.1:Graphical representation of the intent of the method to jpla product that expands from one Pareto-
optimal design to another through the addition of modules.
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Through further examination of Figure 3.1, it is seen that phatform design, shown as
P, adapts to becontel® through the addition of Module 1. Through this approach plagform
and subsequent modules, provide the desired product pefae resulting from the changing
consumer needs as representedPly), P2, P andP®. Figure 3.2 provides a flow chart
that illustrates the five primary steps of the multiobjeetobptimization design method developed
in this chapter in response to the identified research need 8ection 2.3 calling for a design
methodology for finding balance between multiobjectiveroptation and product modularity and
adaptability in the context of changing consumer needs.hBathese steps is described in the

following sections.

(/-é Characterize the Multiobjective Design Space

\

Platform
Variables

‘\“ Define Anticipated Regions of Interest
Selected?

Select Platform No
Variables
*Yes
Select the Optimal Design Within Each
Region of Interest
®

v

Develop Modules That Move From One
Region of Interest to Another

J

Select a Modular Architecture Type

Identify the Product Platform Design and
Module Interfaces

Determine the Desired Number of Modules
and the Modular Progression

Module Design Variables

L)

{ Identify and Calculate the Values of
&

Figure 3.2:Flow chart describing the five-step multiobjective optiatian design method developed in this section.
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3.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjectiveglespace to evaluate and characterize
the effects of each design variable on the objective spaterpence, and is accomplished through

the evaluation of an MOP as described in Section 2.1.

3.3 Step B: Define Anticipated Regions of Interest

The second step of the method captures the predicted changessumer needs over time and
enhances the ability of an optimizer to select the desigasdle optimal for adaptation, as il-
lustrated in Figure 3.1, by identifying designs withAmticipated Regions of Interesflthough

one of the assumptions used in developing this method ighikae anticipated regions of interest
are known, potential methods of identifying these regiamda include the use of focus groups,

surveys, market observation (i.e. identification of a seofecurrent benchmark products), etc.

Ho

| | |
o0 .0 22) SE) 0.0 oo 6.0 >
My 7 Hyy oy ey H 7 Hyy” o by ey Hy T Hy Hy

() (b)

Figure 3.3:Representation of the construction of Anticipated Regioinsiterest for known changes in consumer
needs for three intervals. The anticipated regions ofé@stan (a) provide inequality constraints for. The anticipated
regions of interest in (b) provide inequality constrairdsi, andps.

For each anticipated region of interest presented in FigL8ea new MOP, with a reduced
design space, is defined by additional objective consg&iased on known changes in consumer
needs. For example, for the left most region of interest gufé 3.3(b) the objectiva; is con-
1|) (1)

strained byui < ull < uﬁz whereuﬁ) and uilg are prescribed. The result is the bounding of
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the MOP to search the design space within the geometric stfape anticipated region of inter-
est. Further definition of the anticipated region of interesinnecessary due to the function of a
MOP of finding solutions along the Pareto frontier. For tharaples presented in Figure 3.3, the
information capturing the changes in consumer needs awerftrr each design in the set would be
expressed as additional boundary constraints for the taddlepvalues ofu; and . In the event
that the anticipated region of interest restricts the ojzemto an infeasible space, a compromise
in the acceptable range of the objectives for the infeasdgen of interest is required, or a new
design model must be considered which provides feasiblgisnk within the desired region of

interest.

3.4 Step C: Select Platform Variables

The third step of the method uses the Pareto fromtidtin the regions of interest identified pre-
viously to identify those variables which are best suiteglasform variablesx,). This may be
accomplished through the use of Pareto-filtering methodeasribed in Section 2.2 or any other
suitable method. In cases where a designer knows whichblesiare best suited as platform
variables, this step simplifies to the providing of that if@tion for the remaining steps of the
method. In addition, as is illustrated in Figure 3.4, by st platform variables, it is likely that
the Pareto frontier will shift. This shift represents a lasshe best possible performance due to
the restricting of design variable values. To ensure thatelulting shift in the Pareto frontier has
not produced a shift that places an anticipated region efést in what is now infeasible space,

Steps A and B of the method must be repeated as shown in Fidlire 3

3.5 Step D: Select the Optimal Design Within Each Region of lierest

The fourth step of the method is to develop thdimensional optimization routine used to select
the optimal design in each anticipated region of interest identify the accompanying design
variable values. The resulting optimal design €&f) (containing all variable values is obtained

through the following MOP formulation:
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Figure 3.4:lllustration of the expected shift in the Pareto frontierfr Figure 3.3 due to the selection of platform
variables. The anticipated regions of interest presemté&tjure 3.3(a) are also shown.

Problem 3.1: MOP Formulation for Optimal Adaptive Produdehtification

Da:: {(X;k)717x;k)727 "'7X;7nxp7xg?|_*7xg)*a 7Xg?'lta) | \V/| € {17 27"'7nd}} (31)

x:,x* defined by:

XTXIB {n—t:ZdJ“)(XQ%Xp, p“))} (3.2)
where:

30 = wi iy (), 5, )M - i, 045, )™ (> 2) (3:3)

subject to:
ot ) %, p) <0 v €{1,...ng"} (3.4)
e (X %, ") =0 w € {1,...,n"} (3.5)
Xa jl SXS),- <Xaju V] €{l... N} (3.6)
Xor) <Xpr <Xoru VI €{1,....,n} (3.7)
) < <l vy e{1,..nd} (3.8)
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where the adjustable variableg)(represent all non-platform design variables (variabihes &ire
either scaled or discretely adjustenh)is a compromise programming power [Zﬁﬁ),wg), ...,WE,B
are weights associated with the local preference withim eagion of interest; the s&, now
represents the set of all design variable valuesiadnd x; obtained through the evaluation of
the MOP; the subscript;, in Equation 3.8 indicates the additional objective constsaneeded
to define the anticipated regions of interest; and the sapptgi) on p, g, andh indicates the
possibility that parameters and constraints are diffgmm-constant) for each design in the Bgt

It is important to note that Problem 3.1 will result in a simgblution within each region of interest.

A
)
N
Feasible
[Vl R R Variable
? Space

T XX SRR

| |
L1 [ L .
1 1 2 2 3 3
X X RV T ST AT T t

(@) (b)

Figure 3.5:Theoretical identification of the values rf and xg) for the set of anticipated regions of interest and
shifted Pareto frontier from Figure 3.4 and the MOP formiolapresented in Problem 3.1.

From the MOP presented in Problem 3.1, it is seen that for daslgn — indicated by the
superscrip{(i) — in the seD,, the values ok; are required to be the same for B, while the
values ofxg)* are not. In addition, the solution of Problem 3.1 will resualta set of designs that

are located along the Pareto frontier within each regiomigfrest.

Figure 3.5 is a representation of how the solution to ProbBeinfor the set of antici-
pated regions of interest and the shifted Pareto frontienaed to identify the values &f and

xg)*. In addition, Figure 3.5 shows how the intent of the proposedhod to strategically se-
lect Pareto-optimal designs based on their ability to taté adaptability is satisfied through the

implementation of Problem 3.1.
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3.6 Step E: Develop Modules That Move From One Region of Intest to Another

By this step in the process, the &fnow contains all variable values that can be used to develop
the module designs. Developing these designs is now a nwdtt@mstrained module design —
modules are designed in a manner that constrains them tawlpragpecified progression in product
performance when added to a specific embodiment of the ptadhite only using the variable
values from seD,. To complete this final step of the method and obtain the neodekigns
requires the following: (iBelect a modular architecture typ@) Identify the platform design and
module interfaceg(iii) Determine the desired number of modules and modular pregmsand

(iv) Identify and calculate the values of module design varialiach of these four parts is briefly

discussed.

Select a modular architecture typeOf the three types of modularity identified in the
literature (see Section 2.3|ot-modular architecturandBus-modular architecturare best suited
forimplementation in the present method due to the use tfioppha designs. The decision of which
architecture type to be used depends on the desired fuatitioaf the product and modules as a

whole.

Identify the product platform design and module interfaceBrior to the identification of
modules, one of the designs in $&f must be identified as the product platform design. In order
to facilitate adaptability, the platform design is gengradentified as the design containedlin
with the most commonality. In addition, the module integaenust be specified according to the
modular architecture type selected previously, and angrattlated interfacing design activities

must be performed.

Determine the desired number of modules and the modular pexsgion: With a knowl-
edge of the modular architecture type that is desired, ibig possible to determine the number
of modules () that are desired. The identification of, requires a knowledge of the manner
in which the product is intended to expand. For the slotfmasiular cases the maximum and
minimum values fony, obtained for all possible module progression sequenceslantified as

follows.
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ng—1

Nmmax = Z n (39)
n=1

it follows that the selected value of, is an integer satisfying the condition:

nm,min < Nm < nm,max

Using the integer value ofy, that is desired, it is now possible to createngpby-2 matrix
(0) dictating the desired progression from one design coethin setD, to another. As a note,
the first entry of th& matrix (31 1) is generally the platform design from def identified in the

previous section. A generic construction od anatrix is presented as follows:

ap B
a
5— 2 B_Z (3.11)
L anm Bnm -

wherea and 3 respectively refer to the starting and the ending desigrtbeketD, that each
module is bridging. This information is used in the final stepefer to the values of, needed to

design each module.

Identify and calculate the values of module design variabld he identification of mod-
ule designs first requires that those variables that aredoit&td to characterize the modules be
identified — module variables). This identification of module variables can be performeé u
ing the same methods described previously for identifyilagfgrm variables. In cases where a
designer knows which variables are best suited as modulkees for manufacturing a modular

product, this process of variable identification simplifieghe providing of that information for
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the module design routine presented below. Using this iméion, and the information provided

in 6 andD,, a generim-dimensional constrained module design routine is presgnglow.

Problem 3.2: Optimization Problem Formulation for Constrad Module Design

Dim 1= {51525+ X Xt K-+ Xy ) | Vi € {12, M} } (3.12)

x5 is defined by:

. N\ 2
10 _ (pB) _ 5l
min J (P P ) (3.13)
where:
a = &, (3.14)
B = a2 (3.15)
500 _ pl@) | apl) (3.16)
defined by:
P(Cf) — (“l|)((aa)*7x;7p<a)7 u2|xga>*7x;7p(")""’ un“|)éa)*7xé7p(a)) (n“ > 2) (3 17)
P — <H1|)éﬁ>*7xéyp<,;), “2|)éﬁ)*7xé7p<;3)7---a Hnu|xgﬁ)*7xé7p(ﬁ)) (Ny = 2) (3.18)

AP0 = (a4 56,8, Bria(8) %, B0), ., B, (48,6, 87)) (N =2) (3.19)

whereDp, is the set of values and variablesxjfandx, for each module desig®(®) andP#)
characterize the objective space performance of the lodsan@l target8) designsPl) represents
the objective space performance of desigwhen used in conjunction with thieh module;AP()

represents the change in objective space performance fesigrax to P(); andx’, represents the

value(s) and variable(s) that characted#

In examining Problem 3.2 it should be noted that for eachgieisi the seD,,, the values
of x5 are the same as those contained inketAlso, if the variables contained if are geometric

(i.e., lengths, widths, heightsy;, represents the change of the geometric values of the vesiabl
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that produce the desirgsP("). If the variables contained ixi are non-geometric (i.e., technology
selection, hardware selection, software selectigpnjprovides the information needed to create the

bridge between; from designa to designB and provide the desiretP().

With completion of the constrained module design procegsy@uct capable of adapting to
changes in consumer needs over time through the additiondfites is achieved. In addition, each
iteration of the product obtained through the addition otimes provides the optimal performance

according to the objectives provided in Problem 3.1 (sed¢i@e8.5).
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CHAPTER 4. PHASE 1 EXAMPLE: UNMANNED AIR VEHICLE (UAV) DESIG N

The example that follows shows the application of the mhj#&otive optimization design method
presented in Chapter 3 in the creation of a small (wingspar<(2.5 meters) modular UAV and
demonstrates the ability of the method to provide a moduladyct capable of satisfying 3 dif-
ferent operating conditions and parameters represeriiggltanging consumer needs over time.
For this scale of aircraft, design traditionally involvée toptimization of performance objectives
for a set of operating conditions and mission parameteditionally expressed through a mission
profile. Drive for the development of this modular UAV stemsm the need to have a fleet of
aircraft that meet the needs of a diverse range of missidilggpor accept losses in performance
of the aircraft due to changes in operating conditions amdrpaters when the aircraft is used for
missions other then it was designed for. To overcome thisadliity, a concept wing design for a
modular UAV is developed (see Figure 4.1) to provide theigti optimally expand the design of
the aircraft (see Figure 4.2) between missions throughddéian of modules. The intent of this
concept is not to provide complete details that would beiredun the design of a flight worthy

UAV, but to simply provide an idea of how a UAV could be optityaxpanded through modules.

Chapter Nomenclature:

Diwumn Distance traveled in a complete 360AV turn (m)
D Distance traveled per degree of turn ¥n/

E Surveillance elevation of a UAV mission profile (m)
g Acceleration due to gravity (mis

Mmax Maximum load factor

6 Degree of UAV turn?)

L Temperature lapse rate (K/m)

Lm Module wing extension lengths (m)

M Molar mass of dry air (kg/mol)
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Figure 4.1:Schematic of a concept modular UAV wing design that provitlesability to optimally satisfy different
mission profiles.

'y
V4 =15-18 m/s
1600 m| - __ 3 S
1500 m ./__ __________________ k
w o 18P Min Turn 18P Max Turn
c Mission )
o Time Allowable | Time Allowable
g 1 1.85 sec 2.0 sec
w 2 2.25 sec 2.5 sec
500 ml ___ Vo =12-16 m/s . 3 2.85 sec 3.0 sec
400 m _/__ _____________ /_ - = _k
Vq =10-1
150 mb - - - 1 0-15m/s L
Om >
Climb Cruise/Surveillance Descent
Figure 4.2:Schematic of the three mission profiles used in the UAV exampl
my Total mass of the UAV (kg)
Me Mass of onboard equipment like cameras, batteries, comgp@te. (kg)
Iy Mass of the UAV fuselage (kg)
my Mass of the UAV wings (kg)
Po Sea level standard atmospheric pressure (Pa)
P Atmospheric pressure &t (Pa)
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P Density of air atE (kg/m°)

R Universal gas constant (J/(mk))

Reum Minimum radius of turn of the UAV (m)
Ser Reference wing area

T Temperature of air & (K)

To Sea level standard temperature (K)
Tiost Time lost in a 180 UAV turn (s)

Tiost Time lost per degree of turn &/

A

Tostmax Maximum time lost allowed per degree of turnjs/
tw Equivalent thickness of a rectangular cross-section wimg (

\ Mission cruise velocity (m/s)

Inspection of Figures 4.1 and 4.2 reveal the platform véeiblest suited for manufactur-
ing this concept design as the average cord length Assumptions made in this example are
as follows: (1) During surveillance operations of the nossprofiles, the UAV flies at constant
altitude. (2) The aircraft has sufficient thrust for a susgditurn [50]. (3) The coefficients of lift
(C.,.) and thrust Cy,,) are constant and equal 1.2 and 0.1 respectively [50]. (4) AV is
being designed for surveillance operations where usefalidanot captured while executing a turn
— thus the inclusion of minimizingi.s; as a design objective. (5) Densify) of the wing material
does not change with changeshin As a note, the wing material is assumed to be 1.9 |b EPP
foam. Current design approaches increase wing densityantherwing connects to the fuselage
as the wings lengthen to provide more strength and reduceveight of the wings [51]. In the
concept presented in Figure 4.1, this final assumption reguhat the connection between the
fuselage and wings be designed for the maximum wing spanipes3he mass associated with
this connection is accounted forim. The complete formulation of the MOP and identification of
anticipated regions of interest based upon the informadromided in Figure 4.2 for this example

is as follows.

Problem 4.1: UAV Example — MOP Formulation

Da:= {(&71,&72,...,&7nxp,x;1 X X ) | Vi€ {1,2,3)}) (4.1)
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X5, %, defined by:

N\ & . : : :
min <§) (Tlost(xg'),xp,p<'))+m(><§),xp,p<'))) (4.2)
& % i
where:
X = {c} (4.3)
= {vi b} (4.4)
pt = {me m Pw tw To L Po R M E(i>} (4.5)
subject to:
-’I;Ic()ls)t_-flc()ls)t, max < 0 (46)
T mn—Toa < 0 (4.7)
v <vi <y, (4.8)
1.1m< b < 2.5m (4.9)
0.09m<c<0.17m (4.10)
where:
0
~ i D
T = v (4.11)
m? = metm4m) (4.12)
with supporting equations:
m) = puSity (4.13)
s = ¢ (4.14)
TO = Tg—LED (4.15)
: LE® (k)
p = po <1——> (4.16)
To
. M
M — PM
PV = o (4.17)



Table 4.1: Values of the constant parameterpBfneeded to evaluate Problem 4.1.

Constant Parameters
me (kg) mx (kg) pw (kg/m®) t, (M) To(K) L(K/m) po(Pa) R(JI/(molK)) M (kg/mol)
0.25 15 30.435 0.06 288.5 0.0065 101325 8.31447 0.0289644

Table 4.2: Values of the non-constant objective limitsuatible variable limits, and parameters
of p{') needed in Problem 4.1 to obtain thth design of seb..

Adjustable Variable Limits Objective Limits Parameters
[ VI (m/s) Vu (m/S) Tlost, min (S/o) Tlost, max(S/O) E (m)
1 10 15 1.85/180 2.0/180 150
2 12 16 2.25/180 2.5/180 500
3 15 18 2.85/180 3.0/180 1600
. (1) (v ()2
2m’g
. v ()2
Ry = — ) (4.19)
§y/ (Niwe)? 1
. (i)
Dl = mi‘;r(”) (4.20)
. (i)
Bih = % (4.21)
(i)
i D
T = i (4.22)

where all variables in the preceding equations are definddlearNomenclature section of this
Chapter.

Values of the elevatior), Tiost max andTiest, min @long with the lower\() and upper\,)
limits of the mission cruise velocities for the differentsins presented in Tables 4.1 and 4.2 are
obtained from the mission profiles presented in Figure 4a2uds ofT, L, po, R, andM presented
in Table 4.1 come from the 1976 International Standard Aphese document [52]. The variable

tw represents an equivalent thickness of the wings — appra&siiae wing cross sectional area as a
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Table 4.3: Variable and objective values obtained throwgtiuation of Problem 4.1 for thieth
design of seD,.

Variables Objectives
i T(m) Vi(mis) b'(m)  m (k) Teu(SF) = Tox(S)
1 0.17 15 2.4635 2.5147 0.0103 1.8617
2 0.17 16 1.8259 2.3168 0.0127 2.2923
3 0.17 18 1.3857 2.1802 0.0159 2.8708

rectangle (See Figure 4.1). Equations used to evaluatenth@nned air vehicle’s objective space
performance (see Eqgs. 4.11 and 4.12) are derived from eqgapresented in Nigam et al (see
Egs. 4.18 and 4.19) [50]. Equations used to calculate theityesf air (see Eqs. 4.16—4.18 above)
as a function ok are obtained using the ideal gas law assumption [53]. Etialuaf Problem

4.1 was performed using a Genetic Algorithm, and compledaltg indicating the variable and

objective values of each design are presented in Table 4.3.

Through the evaluation of Problem 4.1 above, thelzghow contains all variable values
needed to develop the module designs (see Table 4.3). Braevieloping the module designs,
information on the type, number, and desired progressionazfules that are to be used to obtain
the Pareto-optimal designs contained withinBgis needed. Using the information provided in
Figure 4.1, it can be seen that a Bus-modular approach westeeélfor this example. Examination
of the nature of the, variables reveals that the differences in the variddier each design iD,
is geometric, and therefore the design with the most comfitpmathe design with the smallest
length ofb* (Dgs)). Using this information, the desired number of modulesaabvelopedr(,) is

chosen to be two, and tlematrix is constructed in the following equation:

5= (4.23)
2 1

Formulation of a constrained module design routine of tmefpresented in Problem 4.1

is presented as follows.
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Problem 4.2: UAV Example — Constrained Module Design

D = {06,162+ Koy Xnd Ko - X, ) [ Vi € {12t} (4.24)

X, is defined by:

. N2
in 10) — (p(B) _ pli)
min J (P p ) (4.25)
defined by:
pli) — pla@) 4 ap) (4.26)
P(B) = <ﬂ(gg)‘>éﬁ)*7x;7p<p)7 m<B)‘>éﬁ)*7X;7p(p)) (4-28)
aP® = (R, am! (4.29)
where:
) = (LY, vy (4.30)
x;‘ = {c) (4.31)
a = &1 (4.32)
B = dp (4.33)

A-’I;(I) = -I’;Iost (b(a)*'i_zl-r(rl]))?v(ﬁ)*va(a p(B)> _T|OSt (b(a)*’v(a)*’(?, p(a)) (434)

lost
am’ = m (4 2L0), v & o) —m (b v &, @) (4.35)
LY = 0.5(bF) —pl@)) (4.36)

where all variables in the preceding equations are definddlerNomenclature section of this

Chapter..

Results of the evaluation of Problem 4.2, as well as the bhrigalues of the Platform

Design are presented in Table 4.4.
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Table 4.4: Variable values of the platform and module desastained through evaluation of

Problem 4.2.
Platform Design Module Designs
Variables Values Units Variables Module#1 Module#2 Units
c 0.17 (m) L 0.2201 0.3188 (m)
b 1.3857 (m) Vv 16 15 (m/s)

Vv 18 (m/s)

Results of the evaluation of Problem 4.2 above (see Tabltodebmplete summary) pro-
vide the variable values needed to describe the modulertesigith completion of the constrained
module design process, a UAV capable of adapting to thréerdift mission profiles through the
addition of modules is achieved. Figure 4.3 provides a gcaphepresentation of the Pareto fron-
tier for the 3 regions of interest defined in Problem 4.1, glanth the objective values for the
solutions to Problem 4.1 (indicated by the symbdl“and Problem 4.2 (indicated by the symbol
“x™). In addition, Figure 4.3 illustrates the ability of eadkriation of the UAV obtained through
the addition of modules to provide the desired Pareto-agdtparformance according to the objec-
tives, parameters, and constraints provided in Problepafid thus satisfy the intent of the design
method. The side of the Pareto frontier representing feasaiutions is indicated by the direction

of the A symbols placed along the frontier.
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Figure 4.3:Graphical representation of the Pareto frontier for theg@ores of interest defined in Problem 4.1, along
with the plotted solutions to Problem 4.1 (indicated by $mlsol “o”) and Problem 4.2 (indicated by the symba!™).

The plot shows that each iteration of the UAV obtained thiotige addition of modules provides the desired Pareto-
optimal performance from Problem 4.1. The side of the Pdretdier representing feasible solutions is indicated by

the direction of thex symbols placed along the frontier.
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CHAPTERS5. PHASE 2 METHOD DEVELOPMENT

In this chapter, the second phase in the development of aabjpelttive optimization design
method providing a Pareto-optimal product and module aasogpable of satisfying changes in

consumer needs over time is described for s-Pareto fradgEgn cases.

5.1 Accounting for Changing Needs With Multiple Design Modés

Similar to the Pareto frontier, an s-Pareto frontier carganany optimal, yet functionally differ-
ent, designs representing all optimal product candiddiesvever, an s-Pareto frontier represents
the optimal product candidates from disparate design nsodeécalling from Chapter 3 that to
satisfy changes in consumer needs over time through thé@udf modules requires the strategic
selection of Pareto designs based on their ability to fatdiadaptability, the focus of this chap-
ter is to demonstrate how the method presented in Chapten Beaxpanded to incorporate the
strategic selection of s-Pareto designs. Figure 5.1 ilitess the intent of the expanded method to
satisfy changing consumer needs by selecting-Bareto-optimaproduct platform design which,

through the addition of modules, expands to other s-Paesmds.

As was the case in Figure 3.1 shown in Chapter 3, the fugt dnd secondyf>) objec-
tives are represented along the horizontal and vertical asspectively. From Figure 5.1 it is seen
that the platform design, shown BS", adapts to becom® through the addition of Module 1.
Through this approach, the platform and subsequent mgduiegde the desired product perfor-
mance resulting from the changing consumer needs as repedseyP, P, P andP@,
Figure 5.2 provides a flow chart that illustrates the six jamnsteps of the expanded multiob-
jective optimization design method developed in this cbapt response to the identified research
need from Section 2.3 calling for a design methodology fatifig balance between multiobjective
optimization and product modularity and adaptability ie ttontext of changing consumer needs.

By comparing Figures 3.2 and 5.2 it can be seen that the méferashce between Figure 5.2 and
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Figure 5.1:Graphical representation of the intent of the expanded aakti provide a product that expands from
one s-Pareto-optimal design to another through the aadifionodules.
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Figure 3.2, is the insertion of an additional step betweap$SC and D of Figure 3.2 in which
the s-Pareto frontier within the anticipated regions oéfigst is assembled. Although Steps A-C
and E-F of Figure 5.2 appear to be identical to Steps A-E aliféi@.2, due to the use of multiple
design models, the functions of, and MOP formulations nexglin these steps, must necessarily

change. The expanded function of each of these steps islgsan the following sections.

5.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjectivegiespace to evaluate and characterize
the effects of each design variable on the objective spaterpence. As presented in Figure 5.3,
when multiple design models are needed to satisfy the fgir@uct needs, this step of the method

requires that an MOP for each design model be evaluated presented in the same design space.

5.3 Step B: Define Anticipated Regions of Interest

The second step of the method captures the predicted chang@ssumer needs over time and en-
hances the ability of an optimizer to select the designsateabptimal for adaptation, as illustrated
in Figure 5.1, by identifying designs withiinticipated Regions of Interednce again, although

one of the assumptions used in developing this method ighikae anticipated regions of interest
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Select a Modular Architecture Type
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A

Identify and Calculate the Values of
Module Design Variables

-

Figure 5.2:Flow chart describing the six-step multiobjective optiatian design method developed in this chapter.

are known, potential methods of identifying these regiamdda include the use of focus groups,

surveys, market observation (i.e. identification of a seofecurrent benchmark products), etc.

For each anticipated region of interest presented in Figufea new MOP, with a reduced
design space, for the corresponding design models is defipediditional objective constraints
based on known changes in consumer needs. Further defioitibe anticipated region of interest
is unnecessary due to the function of a MOP of finding solsti@ong the s-Pareto frontier. For
the examples presented in Figure 5.4, as was the case forahmkes provided in Figure 3.3 from
Chapter 3, the information capturing the changes in consmeeds over time for each design in

the set is expressed as additional boundary constraintsdacceptable values gf and .
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Figure 5.3:Representation of the characterization of three desigretsadthin the same design space.
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Figure 5.4:Representation of the construction of Anticipated Regiminsiterest for known changes in consumer
needs for three intervals. The anticipated regions oféstdan (a) provide inequality constraints for. The anticipated
regions of interest in (b) provide inequality constrairtsi;, and .

5.4 Step C: Select Platform Variables

The third step of the method uses the disparate Paretodreniithin the regions of interestien-
tified previously to identify those variables which are basted as platform variableg,j. Once
again, this may be accomplished through the use of Par&tariity methods as described in Section
2.2 or any other suitable method. In addition, as is illusttan Figure 5.5, by selecting platform

variables, it is likely that the Pareto frontier of the drfat design models will shift. To insure that
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the resulting shift in the Pareto frontiers has not placedrditipated region of interest in what is

now infeasible space, Steps A and B of the method must betexpaa shown in Figure 5.2.

Ho

Old
Frontier

| | | N L
1 1 2 2 3 3
uP D P @ t

Figure 5.5:lllustration of the expected shift in the Pareto frontieni Figure 5.4 due to the selection of platform
variables. The anticipated regions of interest presemt&ijure 5.4(a) are also shown.

5.5 Step D: Assemble the s-Pareto Frontier Within Each Regioof Interest

The fourth step of the method identifies the Pareto-optimlalt®ns from the various design mod-
elswithin each region of interesthich are best suited as s-Pareto — globally optimal — smisti

As described in Section 5.2 above, in step A of the method eactexization of the Pareto frontier
of each design model was obtained. Thus, the current stegomagcomplished through the use
of Pareto-filtering methods as described in Section 2.1 gratimer suitable method. Figure 5.6

illustrates the result of this step of the method.

5.6 Step E: Select the Optimal Design Within Each Region of lierest

The fifth step of the method is to develop tieimensional optimization routine used to select the
optimal design in each anticipated region of interest ardtifly the accompanying design variable
values. The resulting optimal design sBt) containing all variable values is obtained through the

following MOP formulation:
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Figure 5.6:lllustration of the resulting s-Pareto frontier within theticipated regions of interest from Figure 5.4(a).

Problem 5.1: s-Pareto MOP Formulation for Optimal AdaptRmduct Identification
a- {(%,17%,27'”7%,nxp7x@1 7Xa72 7"'7Xan§(2) ‘ I e{ ) 7"'7nd}} ( . )

x;,x*, andny. defined by:

13 iy
min { — S IO, 5.2
- {nd n; (X2’ %p) (5.2)
where:
IV %) = mki”{{l}‘” J<k><xgk>,xp>} (5.3)
Xa ", Xp

IO x) = Wi A, 30, P9 W) - i, K9 30, pF)™ (0 >2)  (5.4)

subject to:
g9 (09, %5, p) <0 ¥ € {1,...,n{%} (5.5)
W (x® x, p®) =0 v € {1,....n} (5.6)
Xa j | SXS(J-) <Xaju VY] e{l,...,n)g:) (5.7)
Xorl < Xor <Xpru VI € {1,...,nxp} (5.8)
' <m? <l vy e {10} (5.9)
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where the adjustable variableg)(represent all non-platform design variables (variabihes &ire
either scaled or discretely adjusted) for each design m&dekK k < ny,,, denotes thé&-th design
model;mis a compromise programming power; [Zﬁf),..., 5:3 are weights associated with the
local preference within theth region of interest; the s&, now represents the set of all design
variable values of; andx; obtained through the evaluation of the MOP; and the supptg&) on

p, g, andh indicate the possibility that parameters and constramgsidgferent (non-constant) for
each design model. It is important to note that Problem 5llir@sult in a single solution within

each region of interest.

Xg) Ho

1 )

Feasible
Variable
' Space
: of i-th
. Model
1
1
1

WL

(1)

(1)
17 K

Nl 0.0 0.0 (
Xy 1 My " Hyy™ Hap " Hyy” o Hap " Hay

@) (b)

Figure 5.7:Theoretical identification of the values xf andxg) for a set of three anticipated regions of interest and
s-Pareto frontier from the MOP formulation presented indRem 5.1.

Figure 5.7 is a representation of how the solution to ProlBehfor a set of three antici-
pated regions of interest and the corresponding s-Parattidrs are used to identify the values of
X5 andxg)*. In addition, Figure 5.7 shows how the intent of the propasethod to strategically
select s-Pareto-optimal designs based on their abilitpddifate adaptability is satisfied through

the implementation of Problem 5.1.
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5.7 Step F: Develop Modules That Move From One Region of Intesst to Another

By this step in the process, the &fnow contains all variable values that can be used to develop
the module designs. Developing these designs is now, as @&siloled in Section 3.6 of Chap-
ter 3, a matter of constrained module design. To complesfitmal step of the method and obtain
the module designs requires the following: $&lect a modular architecture typ@) Identify the
product platform design and module interfac@s) Determine the desired number of modules and
modular progressionand (iv) Identify and calculate the values of module design variablze-
tailed information on each of these four parts was previopsbvided in Section 3.6 of Chapter 3
and therefore is not repeated here. The expanettichensional optimization problem formulation

for constrained module design is presented as follows:

Problem 5.2: s-Pareto Optimization Problem Formulation@onstrained Module Design

D 1= {(x;;l,x;z,.,,,x;nxp,x,gg;,xgg;,,,.,xrgg:m>| Vie{1,2,....nm}} (5.10)

9 Xm

X, is defined by:

. N2
inJ® = (p®B) _pli)
min J (P P ) (5.11)
where:
a = &1 (5.12)
B = &, (5.13)
pli) — pla) L Ap@) (5.14)
defined by:
P(G) = (ul‘x‘g")*?x;’p(a)?“2|Xga)*7xg7p(a)""’ unﬂ|xga)*7x;7p(ﬂ)) <n“22) (515)
PR — (ul‘xéﬁ)*7xg7p<p)7uZ‘ng)*7X;7p(;3)7~-a “nu|xgl3)*7xg7p(ﬁ)) (Ny = 2) (5.16)

2
AP0 — (s () 56,87, Bria(8) %, B0), . B, (48,5, 87)) (> 2) (5.17)
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where all variables and functions are as described in Se8ti® of Chapter 3. It should also be
noted that the current formulation now allows the variabl@stained irx,, to be different for each

module designed (See Equation 5.10).

With completion of the constrained module design procegsy@uct capable of adapting to
changes in consumer needs over time through the additiondfites is achieved. In addition, each
iteration of the product obtained through the addition otimles provides the optimal performance

according to the objectives provided in Problem 5.1 (se¢i@eb.6).
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CHAPTER 6. PHASE 2 EXAMPLE: MANUAL IRRIGATION PUMP DESIGN

There is increasing evidence that one of the most sustanafys to help those living in ex-
treme poverty (20.5% of the world’s population who live osdehan~$1 a day) is through
a market-based approach — where all in the supply chain bédimefincially, including the poor
[54-57]. Among the most promising methods of producing pfofi all in the supply chain is
the development of products that increase the earning pofvérose that are living in extreme
poverty [55, 58, 59]. Products such as treadle pumps, watgrrdgation kits, and coconut oll
presses have generated millions of dollars in profit for pigv&ricken countries and helped over
12 million people sustainably escape poverty [55, 58, 59weler, millions of other impover-
ished people throughout the world are unwilling to investetatively costly income-generating
products £$100 — or 3 months of income) because of the high perceivedetudl financial risk
involved [55, 56, 60]. Additionally, a majority of the pogtion cannot afford the investment under

the traditional approaches, and therefore remain unaigétdse poverty alleviating technologies.

The example that follows shows the application of the methagly presented in Chap-
ter 5 in the creation of a modular, manually operated irfggapump. In addition, the example
demonstrates the ability of the method to provide a moduleome generating product that al-
lows the purchaser to makd@ur-stagenvestment to purchase a product that would otherwise be

considered unaffordable.

Chapter Nomenclature:

A Cross sectional flow area of the cylinder{m

A Cross sectional flow area of the pipe3m

Coase Manufacturing cost of the base structure of the pump ($)
Chike Manufacturing cost of the bike and rear sprocket ($)

Cerank Manufacturing cost of the rear axel crank ($)
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CcyI
Chandle
Ciink
Cpipe
Cpiston
Csup
Ctreadle

Manufacturing cost of the pump cylinder(s) ($)

Manufacturing cost of the pump handle ($)

Manufacturing cost of the link connecting the rear axel kranthe treadles ($)
Manufacturing cost of the inlet and outlet piping of the puf@p
Manufacturing cost of the cylinder piston ($)

Manufacturing cost of the bike support structure ($)

Manufacturing cost of the treadles ($)

Manufacturing cost of the valve-box(es) ($)

Diameter of the crank gear (m)

Diameter of the pump cylinder (m)

Diameter of the inlet/outlet pipes (m)

Diameter of the rear sprocket (m)

Surface roughness for the pipe/pump cylinder

Force applied by the pump operator during hand operationeoptimp (N)
Force applied at the cylinder head (N)

Average force input to the treadles when connected to the (bk

Force applied by the pump operator during leg operation@ptimp (N)
Friction coefficient for flow in the pump cylinder

Friction coefficients for flow in the inlet/outlet pipes

Distance traveled by the cylinder piston head (m)

Head loss in the pump system (m)

Height of the pivot (m)

Distance from the pivot to the pump cylinder (m)

Length of the crank arm of the bike (m)

Length of the link connecting the rear axel crank to the tes@n)
Distance from the pivot to the operator (m)

Length of the inlet pipe (m)

Length of the outlet pipe (m)

Horizontal distance from the pivot to the bike rear axel (m)

Vertical distance from the pivot to the bike rear axel (m)
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Length of the rear axel crank (m)

Length of the operator stroke (m)

Length of the treadle stroke when connected to the bike (m)
Length of the treadle extensions (m)

Distributor mark-up (5 %)

Manufacturing mark-up (25 %)

Sales mark-up (3 %)

Mass of the water in the entire pumping system (kg)
Number of cylinders

Number of cylinders added by a module

Number of crank gear teeth

Number of sprocket teeth

Force transmission efficiency (%)

Gear pitch diameter (m)

Actual predicted water flow rate (L/s)

Potential water flow rate in the system assuming a constami(Elts)
Pump sales price ($)

Stroke time of the operator (s)

Average flow velocity in the pipes (m/s)

Average flow velocity in the cylinders (m/s)

Price scaling coefficient

Width of the pump assembly (m)

Unit material prices for the treadle/structural rectamagtibing ($/m)
Unit material prices for the plate material ($)m

Unit material prices for the structural pipe ($/m)

Unit material prices for the inlet/outlet pipe ($/m)

Unit material prices for the piston seal ($/m)

Unit material prices for the piston cylinder(s) ($/m)

Unit material prices for the wood base plank ($jm

Unit material prices for the rear sprocket ($/gear)
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Zn Vertical distance from the pump to the water source (m)

Zout Vertical distance from the pump to the pipe outlet (m)

Drive for the development of this modular pump is best illatd though the plot provided
in Figure 6.1. This figure provides a comparison of three maaular irrigation pumps that are
sold on the market today based on their sales pBddprizontal axis), and potential water flow
rate,Q (vertical axis). From Figure 6.1 it is seen that productseaalable to satisfy a range of
current views of what is considered affordable, but nondne$é products are capable of expand-
ing as an individual’s view of affordability changes duertoreases in income potential (i.e. a Hip
Pump cannot become a Super MoneyMaker). In short, driventodevelopment of a modular ir-
rigation pump stems from the need to reduce the high pertaind actual financial risks involved
with purchasing traditional irrigation pumps [55, 56, 6@file still providing the needed pump
performance that will increase the purchasers income. ®vcowme this disparity, preliminary
analytical models of the fluid and financial aspects of fodfiedent irrigation pump designs are
developed to predict the behavior of a pump design based enad srodel inputs. These models
are characterized by the following configuration desavipdt (1) Hand actuated with single cylin-
der, (2) Foot actuated with single cylinder, (3) Foot actdatith two cylinders, and (4) Cyclically

actuated with two cylinders.

Preliminary assumptions made in the development of theadidp analytical financial and
fluid models are as follows: (1) Water flow will always be tudnt. (2) The corresponding friction
coefficients for flow in the pump cylindef) and pipes {,) are approximated by the average fric-
tion value for the expected flow speeds and the ratios of tHa@iroughnes<j to pipe/cylinder
diameter ¢, andd. respectively). (3) The force transmission efficiency ofgienp (7) is assumed
to be constant and equal to 80%. (4) Durieg operation of the pump, the force applied by the
pump operatorR) is assumed to be constant and equal to 889.6 N. (5) Dinamgl operation of
the pump, the force applied by the pump operakgy s assumed to be constant and equal to 70%
of F (622.72 N). (6) The design variable best suited for manufam a modular irrigation pump
is the piston cylinder diametedd). (7) The pump is being designed to pull water from a water

source that is three meters below the pump and then dischange a ditch or furrow one meter
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Figure 6.1:Graphical comparison of three non-modular water pumpsatacurrently sold on the market. The
horizontal axis represents the sales pris@(US dollars, and the vertical axis represents the potentiter flow rate
(Q) in liters per second.

below the pump. (8) Due to the need to satisfy the consumérsrez view of affordability and
desire for high performance, the objectives for this exanajpé to minimize the sales pric8 @nd

maximize the water flow rat&)) of the pump.

Using the information provided in Figure 6.1 and the knowledf the assumptions made
in developing the analytical models, the four anticipatglons of interest within the design space
are developed. The limits describing the four anticipatsgians of interest within the design
space ofQ and S are provided in Table 6.1. Values of the limits, in termsSoéind Q, for the
i-th region are based on the performance of the MoneyMakePHipp ( = 1), MoneyMaker Plus
(i = 2), the Super MoneyMaker £ 3), and the assumption that any product that exhibits ingutov
performance ifQ beyond that of the Super MoneyMaker must have a single ptgauchase price
between $110 and $180 [55,61-63].

The complete formulation of the MOP, of the form presente&aation 5.6, incorporat-

ing the limits describing the anticipated regions of ins¢ngrovided in Table 6.1 is presented as

follows.
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Table 6.1: Limits describing the four anticipated regiohmterest within the design space of
Q andS. Values of the limits, in terms @& andQ, for thei-th region are based on the
performance of the MoneyMaker Hip Pumip= 1), MoneyMaker Plusi(= 2), the
Super MoneyMaker = 3), and the assumption that any product that exhibits
improved performance iQ above that of the Super MoneyMaker must have
a single product purchase price between $110 and $180 [5636.1

Smin ($) Snax ($) Qmin (L/S) Qmax (L/S)

|

1 20 40 0.25 1.0
2 40 70 0.80 1.3
3 80 110 1.35 2.0
4 110 180 1.85 8.0

Problem 6.1: Irrigation Pump Example — MOP Formulation

Dai= {06020+ Koy X1 X3 X)) | Vi € {1,2.3,4}) 6.1)

X5, % defined by:

14
Xg) Xp 4nZO
where:
"= mk‘“{min —Q(xék%xp,p>+.1~8<xék>,xp,p>} (6:3)
& %
% = {d I} 6.4)
k(K
ng) — { I Ne } 7k§3 (65)

dp Ip,in Ip,out Zn o\t
p ¢ Net Ipa,y dCf Icr ¢ Wpa hp l.Utube l.Uplate L.Up,st 6-6)
wp,w Lljseal LIchI LIJpIank LIJsp

- P
™
S
Tl
S
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subject to:

Ql),

sﬂ?

n

05 ,k<3
075 , k=4
03 ,i<2
1=V is2

180 410 10 <
41

< Qh < Qi
< g < s
60 k<3
<t <
40 k=4
<1 < 15
< Ik < 15 k=4
()
pa
8 < 104 |

with d, ngk), andngf) assuming discrete values according to:

de =

o 1 ,k<2
2 ,k>2

n = {16 17 18}

where:
Q(") B 0.5-Q®
] 6w
S(k) (”Qﬁ)mp

=1

, otherwise

)
2; j
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1+Mp+ Mg+ Mg

¢

{0.0525 0.0627, 0.0779 0.1023 0.1541 0.2027}

)

(6.7)
(6.8)

(6.9)

(6.10)

(6.11)

(6.12)
(6.13)

(6.14)

(6.15)

(6.16)

(6.17)

(6.18)



with fluid model supporting equations fer= 4:

2
lr(Jl;) = \/(ligl;)X) + (Ipay)?

_ M
Pa = a0
dk - ﬁ
K =

Pd

ct0 _ (MO Lo (]Sin(Bay—Bay)| [sin(Ban, — Ban)
n |r(k) sin(63,v — 927\/) Y Sin(egynv — sznv)

with general fluid model supporting equations:

hoo — (L) ()1 k=3
C
1 M k=4

(dp)?
Ap = TT- %
(de)?
A= T
(K) pP- (Ac . h((:k) +Ap . lp,in) s n((;k) =1
m,” = (K) .
p- <Ac~hC +Ap-(lp,in+|p,out)> , otherwise
fc~hf;k)~d3 folp,in K
hl(_k) o (d&);; + a , e’ =1
,major . da . .
fehe 5dp 4 ('p*'{;*'pv"“t’ , otherwise
(de)
@ Kia+ K =1
hL,minor = .
KL’]_ + K|_}2 + K|_’3 , otherwise
Kt = 05

d
K., = 0.45-0.625 <_P)

d.
dy) 2
- (1-%)

A0 = 14n® o h

L,major L,minor
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(6.19)

(6.20)

(6.21)

(6.22)

) W € {0...180°)(6.23)

(6.24)

(6.25)

(6.26)

(6.27)

(6.28)

(6.29)

(6.30)

(6.31)
(6.32)

(6.33)
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Q® = 1000 VWA,

with financial model supporting equations fo& 4:

cl = 2(|r()l2y.(‘wae—i-o.375‘|§a’ylllplate)
Clone = (0.3556+2:1) - Yy
cl = 2.00127 1 e

W~ 225+ i,

with general financial model supporting equations:

K
Ct()a)se =

ch

cyl

k
Cib
o

piston

k
Clive

ch

treadle

ch

handle

(6.35)

(6.36)

(6.37)

(6.38)

(6.39)

(6.40)
(6.41)
(6.42)
(6.43)

Wpa' (I(gk) + 1524) . Lljplank+ (Wpa‘ |§k) + hpivot : 0-1524> : wplate+ Wpa' WP,st(6-44)

n® - (h +0.03635) -

- Yo

ngd - (0.8 AK Yolate+ T d- LIJseaI>

(Ipin+Tp.ou) - Yow

2 (189 +0.1524) - Yhune

19 +0.762+ (109 189 ~ 0.762)% + (1.2192- p)?) - Yhuve
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Table 6.2: Values of the limits and step sizes for the discvatiabled,, |, l,ax |r, andl; needed
to evaluate Problem 6.1.

Variable (units) Lower Limit Upper Limit Step Size

Iy (M) 0.30 1.5 0.01
le (M) 0.20 0.4 0.01
lpax (M) 0.30 1.5 0.001
I, (M) 0.01 0.20 0.001
I, (m) 0.01 1.50 0.001

Table 6.3: Possible values of the paramgligr for the corresponding value df needed to
evaluate Problem 6.1.

Lljcyl ($/m) dc (m)

36.22 0.0525
61.42 0.0627
86.22 0.0779

105.12 0.1023
223.62 0.1541
314.21 0.2027

where6,, 6;, 83, and 6, are the angles df, Ir, |}, andl, respectively obtained through four-bar
position analysis [64]; ant¥s is the moment (N-m) applied to the rear axel crank obtainéugus
the principle of virtual work [64]. All other variables inéhpreceding equations are defined in the
Nomenclature section of this Chapter. The selected okg=cfor this problem are to maximize

the predicted flow rateqd®¥) and minimize the predicted sales priG&|) (see Equations 6.2-6.3).

It should be noted that, as was previously presented in kmsb.14-6.16 for the possible
variable values ofl;, n, andng, the variables contained withig andx, are defined as discrete
variables. The ranges and value step sizés &f, |pax I, andl; are given in Table 6.2. In Table 6.3
the possible values of the paramegy; for the corresponding value df are presented. The values

of the remaining fixed parameters containegbiare provided in Table 6.4.

Values for the variablels iy, I ous Zin, @andz,,: presented in Table 6.4 indicate that the pump
is being designed to pull water from a water source that eetimeters below the pump and then

discharge it into a ditch or furrow one meter below the pumje €quations used to evaluate
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Table 6.4: Values of the fixed parametergpafeeded to evaluate Problem 6.1.

Variable (units) Value Variable (units) Value
g (m/s) 9.80665 Pw (kg/m3) 1000

€ (m) 0.0015 n (%) 80

R (N) 889.6 Fn (N) 622.72
ls (M) 0.3048 d, (M) 0.0254
lp.in (M) 3.0 l.0ut (M) 1.0

Zn (M) -2.0 Zout (M) -1.0

fe 0.05 fo 0.075
Net 44 lpa,y (M) -0.019
der (M) 0.11 ler (M) 0.17

¢ 4.5 Wpa (M) 0.4064
hp (M) 0.4 Wrupe ($/m) 25.591
Wlate ($/1P) 201.5 Wp st ($/m) 6.299
Wo.w ($/m) 4.362 Wseal ($/M) 2.625
Woiank ($/MP)  10.629 Wsp ($/gear) 22.95

the pumps’s performance with respect to the objecfi(eee Equation 6.17) are derived from the
Energy Equation of the First Law of Thermodynamics preskimeMunson et al (see Equations
6.29-6.39 above) [65].

Results of the variable and objective values of the optineaigh selected within each re-
gion of interest resulting from the evaluation of Problerh &re presented in Table 6.5. It should
be noted that these pump designs do not represent platfadnmadule designs. Instead, they
represent the non-modular product designs chosen by thHeodh&d be the best suited for conver-
sion into platform and module designs while simultaneopstyviding the best average objective

performance. Results provided in Table 6.5 were obtainexdith the use of a genetic algorithm.

Prior to developing the module designs, information on yipef number, and desired pro-
gression of modules that are to be used to obtain the obgespice performance of the Pareto
designs presented in Table 6.5 is needed. In order to limiptitential of operator assembly er-
rors, a slot modular approach is selected. Examinationeoh#ture of thex, variables reveals that
the differences in the variable values for each design irsétB, is geometric, and therefore the

design with the most commonality is the design with the sesaNalue oh; andk (see romi =1
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Table 6.5: Variable and objective values of the optimalglesind design model (column 2)
selected within thé-th region of interest (column 1) obtained through the eatiun of
Problem 6.1. In addition, the design model correspondirtealesign selected
within each region is provided in column 2.

Variables Objectives
Kk di(m) Tom) Em) mm) L, m Fm Fm g Qs S@§
1 1 0.1541 045 0.21 1 0.4415 38.86
2 2 01541 096 0.21 1 0.8270 60.57
3 3 01541 144 0.21 2 15384 85.36
4 4 0.1541 1.44 0.21 2 1.461 0.175 0.296 18 1.9766 168.87

of Table 6.5). Using this information, the desired numbemofules to be developed is chosen to

be three i, = 3) , and thed matrix is constructed as follows:

12
5=1|2 3 (6.51)
3 4

The formulation of a constrained module design routine eftihm presented in the Section

5.7 is now provided.

Problem 6.2: Irrigation Pump Example — Constrained Modukesigin

(i)

Din = {(@71,@72,...,@7nxp,xg3;,xg3;,...,xm7:§z> Vi € {1,2}} (6.52)
Xy, is defined by: ,
min 30) = (P<B> — FW) (6.53)
defined by:
Pl = pl@)apl) (6.54)
pla) _ (Q| K 5 ol S X i p(a)) (6.55)
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PR = <Q| (B e ofB)" 54)@*7)(;7[)(5)) (6.56)

)<a 7Xp7
AP — <AQ(”,A§”) (6.57)
where:
M a0 <
X = | { e } | =3 (6.58)
A O N R
X = {di, I¢} (6.59)
a = &, (6.60)
B = 42 (6.61)
0 Q(d, 067" +17), 12, (" +40),p) —Q (X", ., p) <3
AQT = (@)« (@) (@)% | Ay (@) @) O ) (a) (6.62)
Q<d§7(|0 +It )7|(>§7(nc +Ne >7|Pa,X7|r 7|| 7nst7p>_Q<Xa 7X;7p) 7|:4
) S(d, 1677 +1), 1z, (" + ), p) - 5(X™ %, p) <3
asY = (@)+ (@) (@)% oy (@ @) (@) ) (a) (6.63)
S<dé<7(|0 +|t >7|:7(nc +Ne )7|pa,X7|r 7|| 7nst7p —S<Xa 7X;;7p> 7|:4
Al = n(B)" —nl@) (6.64)

where the values and variables xf are the same as those obtained through the evaluation of
Problem 6.1; andi, 0.01 < I, < 1.5. All other variables in the preceding equations are defined

the Nomenclature section of this Chapter.

The variable values of the Platform Design and the modulgds®btained through eval-
uation of the constrained module design optimization fdation presented in Problem 6.2 are
provided in Tables 6.6 and 6.7 respectively In addition,hibidd be noted that the values and

variables ofx, are the same as those presented in Table 6.5.

In order to visually validate that the method has providezldptimal set of platform and
module designs, Figure 6.2 is provided. Contained in thisgéids a collection of plots that sum-
marize the progression of the method as implemented in ttapter. Figure 6.2(a) provides an
approximation of the feasible design space of each of the dandidate pump design models
within the regions of interest, assuming that all variallesallowed to vary (i.e. no platform vari-

ables are selected) along with the graphical representatibthe benchmark products provided in
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Table 6.6: Variable and objective values of the platformglesbtained through evaluation of

Problem 6.1.
Variables Objectives
d.(m) lo(m) Ic(m) nc(m) Q(Lis) S($)
0.1541 0.45 0.21 1 0.4415 38.86

Table 6.7: Variable and objective values of the module aesfy obtained through evaluation of

Problem 6.2.
Variables Objectives
I dc(m) le(m) lc(m) Ac(m) lpax(m) (M) Ii(m) ny  Q(Lls) Sn($)
1 0.1541 096 0.21 0 0.8270 60.57
2 0.1541 0.48 0.21 1 1.5384 85.36

3 0.1541 0 0.21 0 1.461 0.175 0.296 18 1.9766 168.87
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Figure 6.2:Series of plots that visually validate the method resultsioled through Problems 6.1 and 6.2 using a
Genetic Algorithm.
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Figure 6.1. From this plot is is seen that the feasible spacpuUmp configuration 2 within the re-
gion of interest located second from the left axis does notige a performance that is equivalent
to the benchmark design. This difference is due to diffeeenic the design and overall function of
the design model represented by the feasible space. Fifi(® 8hows the feasible design spaces
from Figure 6.2(a) (dashed lines) and the shifted/redueadibble regions (solid lines) that result
from selectingd. andl. as the platform design variables. Figure 6.2(c) shows ttheaed feasible
regions from Figure 6.2(b) and the Pareto designs selebteddh evaluation of Problem 6.1 by
a Genetic Algorithm (indicated by the symbal™f. From this plot it is observed that, based on
the objectives to minimiz& and maximizeQ, the designs are located on the optimal boundary
of the reduced regions of the feasible design space. Fjratiyre 6.2(d) provides the same plot
as shown in Figure 6.2(c), except that the platform and nedakigns (indicated by the symbol
“x") obtained through the evaluation of Problem 6.2 are alsawsh From this series of plots

it is seen that the method is capable of selecting a set ofjeshat provides the best average
objective performance as well as providing the platform awodiule designs that allow the product

to provide the desired modularity that was previously wmaétble.

Having verified that the method has provided the optimal §etaiform and module de-
signs, 3D solid CAD models of the irrigation pump are develhpRenderings of these models
are provided in Figure 6.3. Inspection of Figure 6.3 shoved the intended progression of the
pump, as identified through Problem 6.1 and 6.2 above, isgml®y providing a platform pump
design that is hand operated and only provides one cylirsger Figure 6.3(a)). The first module
requires reconfiguration of the pump by attaching two newrgytreadles) that the user can step
on, and reconfiguring the handle to provide balance whileaipg the pump (see Figure 6.3(b)).
The second module requires additional reconfiguration @fpilmmp through the attaching of one
additional cylinder, extensions for the treadles, and #eersary hardware to ensure proper pump
function (see Figure 6.3(c)). The third module requiresatidition of a support structure for the
rear axel of the bike, and the needed links that connect tloekgt attached to the rear axel sup-
port structure to the treadles (see Figure 6.3(d)). Frometiiistrations it is seen that the goal of
providing an income generating product that allows for a-&tage investment to incrementally

increase the performance of the product is realized. Int@tdieach configuration of the product
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Figure 6.3:Renderings of 3D solid CAD models depicting the progressiote modular irrigation pump design
developed in this chapter.

achieved through the addition of a module accounts for cbsunmgwhat is considered affordable

due to increases in income potential.
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CHAPTER 7. CONCLUSIONS

This thesis has addressed an important limitation of ctimethods of module-based prod-
uct design in accounting for significant, natural changeimsumer needs over time. In response
to this limitation, a multiobjective optimization designethod has been developed and demon-
strated. The presented approach involves the strategiofasseries of optimization formulations
that ultimately result in modular products that can adapth@anging consumer needs by moving
from one design on the s-Pareto frontier to another throbglatdition of a module. While more
traditional approaches focus on changes in consumer neesissanarket segments, the exclusion
of the effects of future needs of the various market segmeegpsesented by the movement of
consumers from one market segment to another or the emergémew market segments, is an
important limitation of current design methods. Thus, bgr@oming these limitations the present
approach enables the design of a new kind of product thasiscban natural changes in consumer

needs over time.

Development of the method presented in this thesis was atgolbinto two phases. The
first phase of these developments focused on design cases thiree is asinglePareto frontier,
and resulted in a five-step design process. An example ingsi&ation of this first phase in the
method development was provided through the design of a lapdiV. This example illustrates
the ability of the method to identify platform and module ides that provide the desired Pareto-
optimal performance according to the changing objectipgasameters, and constraints over time
identified within the problem description. The second phagke method developments focused
on the changes required to adapt the five-step process fyle$tareto frontier cases toultiple
Pareto frontier design cases. As a result, a six-step desggess which implements the identifi-
cation of a s-Pareto frontier was provided. To illustratplimentation of this second phase in the
method development, the design of a modular manual iraggump was provided. Similar to the

example of the UAV, the modular pump example demonstragealiility of the method to design a
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product that is capable of traversing the s-Pareto frootier time through the addition of modules

based on changes in the target consumers view of affortiedid desired pump performance.

Through the examples of the UAV and manual irrigation pumgsented in this thesis, it
is seen that the method developed herein is broadly apjitaldiverse applications. In the case
of the UAV, the method successfully provides designs basdadhown changes in mission profiles.
In the case of developing an inexpensive income-generatwdular irrigation pump, the method
can be used to provide designs based on changes in the tangeteers view of affordability and

desired pump performance.

Recognizing that one of the fundamental assumptions of tihod developed herein is
that the changes in consumer needs over time are knownefdéwelopments related to this thesis
include the identification of methods for determining andmfifying the future needs of a product,

and the incorporation of uncertainty analysis in the selaatf platform and module designs.

In current approaches of product development there are matlyods available for deter-
mining thepresentconsumer needs of a product. The benefit of these methodsdnrie ability
of the designer to characterize these needs and transégeitio performance specifications and
attributes that are used to guide the design of the produmiveMer, as has been demonstrated in
this thesis, through the development of methods for deténgiand quantifying théuture needs
of a product, it is possible to translate these needs intlmpeance specifications and attributes
that are used to guide the design of products that adaptishysethanging needs over time. In the
development of these methods of determining future consmeeds, it is anticipated that many
of the methods currently used for determining the curremsamer needs (e.g. focus groups,
surveys, observation) could be adapted to provide theatesmtcomes. In addition, more math-
ematical studies of the movement of consumers between tsegenents and the emergence of
additional market segments could be used to develop graogesed methods that would use pre-
vious information detailing the past changes in consumedséo forecast the future consumer

needs.

Recognizing that by usingredictedchanges in consumer needs to develop products that
adapt to these changes through the addition of modulesvies@ degree of uncertainty in the

information provided, the incorporation of uncertaintyabssis in the selection of platform and
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module designs will serve to mitigate the resulting negaitiwpacts due to errors in the provided
information. In addition, uncertainties caused by vaoiasi in consumer perception, available
market data, material properties, manufacturing precjsamd other sources can — and should
— significantly affect the selection of platform and moduésidns. In the literature are found
two broad categories of approaches to determining the #vehcertainty in decision making:
(i) reliability-based design method66—69] which focus on assessing the probability of design
failure, and seeks to reduce such probabilities by shiftivegmean performance away from con-
straint limits [69] and (ii)robust design based metho[#3, 70—75] which focus on optimizing
the mean performance, and minimizing performance vanatdile maintaining feasibility with
probabilistic constraints [73, 76, 77]. In the context ofuite work related to this thesis, these
methods of uncertainty analysis would be applied and exgdmchere necessary to provide the
needed capabilities to analyze uncertainty in the preaficnd implementation of future needs in

the development of platform and module designs.

Additionally, future work related to this thesis includes exploration and characterization
of the effects of alternative formulations of the aggregdtjective functions of Equations 3.2, 3.3,
5.2, and 5.3. Currently, the aggregate objective spacemeaince of each design in the adaptive
set is given equal importance (See Equations 3.2 and 5.@)emults in the set of designs with
the best average for the aggregate objective functions edtians 3.3 and 5.3 being selected. The
resulting set of designs naturally sacrifices performaname (or multiple) region(s) of interest to
obtain the best average performance, but there is no actiteot of which regions of interest may
be of greater importance. Therefore, the anticipated kenfetfiis exploration would be manifest
through increased control in the selection of the optimalpigte design set identified through the

design method.
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