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A B S T R A C T

Research in the area of automatic monitoring of emotional state from speech permits
envisaging future novel applications for the remote monitoring of some common mental
disorders, such as depression. However, these tools raise some privacy concerns since
speech is sent via telephone or the Internet, and it is further stored or processed in
remote servers. Speaker de-identification can be used to protect the privacy of these
patients, but this procedure might affect the ability to perceive the disease when using
automatic depression detection approaches. It is also important that the resulting de-
identified speech has enough quality since practitioners may need to listen to the record-
ings to assess the patients’ state. This paper performs an extensive analysis of depression
detection from de-identified speech using different de-identification approaches based
on voice conversion. In previous work, a de-identification technique based on pretrained
transformation functions was assessed in the context of depression detection. That strat-
egy is speaker-independent (i.e. not speaker-specific) and gender-independent (i.e. the
gender of the speaker is not necessarily preserved), which makes it possible to implement
it in a real-world scenario where no parallel training data is required between input and
source speakers. This paper aims at analyzing different aspects of the aforementioned
speaker de-identification approach in a depression detection scenario: 1) compare the
performance of the proposed speaker-independent technique with a speaker-dependent
setting where parallel data between input and source speaker are available; 2) analyze
how this system behaves when the gender of the speaker is preserved, since this might
be a desirable feature and has not been addressed in previous work; 3) assess the perfor-
mance of two different voice conversion methods in a setting where a limited amount of
training data is available; specifically de-identification based on frequency warping and
amplitude scaling (FW+AS) was compared with a strategy based on generative adversar-
ial networks (GAN). Experimental validation was carried out in the framework of the
Audio/Visual Emotion Challenge 2014, and the results suggest that speaker-independent
and gender-dependent de-identification is the most suitable option for depression level
estimation since the trade-off between de-identification and depression estimation per-
formances was superior to the other alternatives. In addition, the results suggest that the
de-identification approach based on GAN achieves better de-identification performance
than FW+AS while achieving comparable results for depression detection.

© 2020 Elsevier Ltd. All rights reserved.
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1. Introduction

Depression is a common mental disorder that causes people to experience depressed mood, loss of interest or pleasure,
decreased energy, feelings of guilt or low self-worth, disturbed sleep or appetite, and poor concentration (Marcus et al., 2012).
Current tendencies in mood disorders tend to avoid inpatient treatments (i.e. long-term stays at hospitals or institutions) in favor
of outpatient treatments, since the latter promotes the inclusion of the patients in the society. These treatments are highly
demanding for practitioners, as they require constant supervision in order to detect changes in the patients’ state that might lead
to suicidal behaviors (Hor and Taylor, 2010; Cummins et al., 2015a). This, along with the prevalence of depression in nowadays
society, creates the need for tools that allow the monitoring of the mental health state of patients suffering this disorder. The cur-
rent available technology makes possible to automatically analyze the emotional state (Karam et al., 2014; Gravenhorst et al.,
2015; Ben-Zeev et al., 2015). This is done by means of different biomarkers that carry information about depression, such as the
voice (Sturim et al., 2011), facial expression (Cohn et al., 2009), eye gaze, head pose (Alghowinem et al., 2017) or features
extracted from brain magnetic resonance images (MRI) (Kipli and Kouzani, 2013; Kipli et al., 2013). Among these biomarkers,
speech is the most useful for developing this kind of tools, since it can be measured cheaply, remotely, non-invasively and
non-intrusively Cummins et al. (2015a).

Remote monitoring of the emotional state using speech has some drawbacks, among which the privacy issue can be
highlighted. Sending speech through the Internet has a potential risk of having this information intercepted by attackers. Also,
the storage or processing of these recordings on proprietary or third-party cloud-based infrastructures is common, which enables
speech data to be exposed and intercepted by fraudsters or hackers raising serious privacy issues. The interception of such data
constitutes an undeniable intrusion to personal privacy, as the information used in speaker characterization can also be misused
by fraudsters for other purposes. For example, a user’s speech data may be acquired and used to attack speaker verification sys-
tems providing access to personal or sensitive data. In addition, speech also has personal and private information about emo-
tional and health status that most of us would not voluntarily trust others. These risks can discourage the use of apps or web
interfaces for monitoring mental disorders to avoid the exposure of sensitive information to untrusted individuals. A possible
solution for this privacy concern consists in applying de-identification, which is a process by which a data custodian alters or
removes identifying information from a dataset, making it harder for users of the data to determine the identity of the data sub-
jects (Garfinkel, 2015). In the case of systems dealing with speech, speaker de-identification implies modifying the voice charac-
teristics in order to achieve a new spoken document in which it is not possible to recognize the identity of the speaker. The most
common speaker de-identification techniques are either not reversible or robust to attacks when the conversion parameters are
not available, which makes them suitable for privacy preservation in speech-related applications. Besides this, the quality of the
de-identified recordings is of paramount importance since practitioners may be interested in listening to the recordings to assess
the patients’ mental state; in addition, removing the identifying information from these spoken data would also ease the process
of compiling speech for research purposes in this field since the patients would not feel so exposed when collaborating in this
type of studies.

Speaker de-identification based on voice conversion modifies the voice characteristics, which might also result in partial
removal or alteration of the depression related information. The influence of speaker de-identification in depression detection
has been assessed in previous work (Lopez-Otero et al., 2017b), and the results showed that speaker de-identification did not
affect depression detection techniques under some experimental conditions. Nevertheless, the focus has been placed on speaker-
independent de-identification techniques, i.e. approaches where voice conversion functions can be applied regardless the iden-
tity of the input speaker (Magari~nos et al., 2016; 2017). The use of such strategies was motivated by the need for a parallel corpus
between the source and target speaker or, equivalently, the lack of a speech corpus for depression detection that included parallel
corpora that allowed the training of voice conversion functions. In addition, the proposed approaches implied either a mandatory
(Magari~nos et al., 2016) or implicit (Magari~nos et al., 2017) change of speaker gender since, in the latter approach, the speaker
was converted to the most dissimilar voice, which usually belongs to the opposite gender. This change of gender makes it difficult
to use gender-dependent depression detection approaches since there is uncertainty about the actual gender of the speaker. It is
well-known that gender plays an important role in psychological illnesses such as depression (Nolen-Hoeksema, 1987); also,
gender-dependent depression detection systems usually exhibit a better performance according to the literature (Huang et al.,
2016; Pampouchidou et al., 2016).

This paper aims at analyzing the impact of different speaker de-identification techniques on automatic depression detection.
These techniques are based on pre-trained voice conversion functions (Magari~nos et al., 2017) since this strategy allows the de-
identification of any speaker regardless the existence of a parallel corpus. Specifically, the focus of this paper is placed on three
aspects: (1) training speaker-dependent voice conversion functions versus using speaker-independent approaches; (2) perform-
ing gender-dependent de-identification (i.e. the source gender is equal to the target gender) versus gender-independent de-iden-
tification; (3) comparing speaker de-identification techniques based on frequency warping plus amplitude scaling (FW+AS), as in
Magari~nos et al. (2017), and on generative adversarial networks (GAN) (Saito et al., 2018b). This analysis was performed in the
framework of the AVEC 2014 depression sub-challenge (Valstar et al., 2014).

The rest of this paper is organized as follows: Section 2 reviews the most common speaker de-identification and depression
detection techniques in the literature; Section 3 describes the speaker de-identification techniques applied in this paper; Sec-
tion 4 presents the depression detection approach used in this work; Section 5 overviews the experimental setup used to assess
depression detection on de-identified speech, and presents the experimental results; Section 8 discusses the achieved results;
and finally Section 9 summarizes the conclusions and future work.



P. Lopez-Otero and L. Docio-Fernandez / Computer Speech & Language 65 (2021) 101118 3
2. Related work

This section reviews the most common techniques for speaker de-identification and depression detection, and explains the
design decisions adopted in this paper.

2.1. Speaker de-identification

There are two main different strategies to perform speaker de-identification: one of them consists in performing automatic
speech recognition (ASR) followed by a text-to-speech (TTS) system (Justin et al., 2015), while the other consists in using voice
conversion techniques (Jin et al., 2009; Abou-Zleikha et al., 2015; Magari~nos et al., 2016; 2017). The use of voice conversion for
speaker de-identification is more extended for several reasons: the ASR+TTS approach removes information that has been
proven to be an indicator of depression, such as prosody, intonation or speech rate (Cummins, 2016; Williamson et al., 2014;
Lopez-Otero et al., 2014a; 2014b); it requires the availability of ASR and TTS modules for a given language; and the quality of
the resulting speech strongly depends on the performance of the transcription stage. Hence, the most common techniques for
speaker de-identification rely on voice conversion, either applying frequency warping techniques (S€undermann and Ney,
2003; Erro et al., 2010; Zorila et al., 2012; Erro et al., 2013) or approaches based on deep learning (Mohammadi and Kain,
2017; Bahmaninezhad et al., 2018; Saito et al., 2018b). However, both strategies share the limitation of requiring a parallel cor-
pus between the source and target speakers to train the conversion parameters, even though research on non-parallel methods
for voice conversion has recently gained attention of the research community and some promising results have been presented
(Hsu et al., 2016; Lorenzo-Trueba et al., 2018; Saito et al., 2018a; Kaneko and Kameoka, 2018; Zhang et al., 2020). However,
there is still a gap between the quality of parallel and non-parallel VC (Lorenzo-Trueba et al., 2018), and non-parallel
approaches usually need larger training corpora for training. This motivated the use of parallel methods in this paper and, since
parallel data is difficult to collect in practice, we aim at facing the challenge of how to successfully perform voice conversion
with limited parallel data.

In this paper, speaker de-identification based on pre-trained conversion functions Magari~nos et al. (2017) is chosen since it
allows the training of speaker/gender-dependent/independent functions, which is the main focus of these experiments. In
addition, besides the FW+AS voice conversion strategy described in Magari~nos et al. (2017), the GAN-based technique
described in Saito et al. (2018b) is evaluated in this paper in order to assess the performance of depression detection on speech
that is de-identified using a deep learning approach. This GAN-based strategy was chosen among others because it exhibited
good de-identification performance in preliminary experiments.
2.2. Depression detection

Speech is a biomarker widely used in depression detection because it conveys information both in its lexical content (Wil-
liamson et al., 2016; Correia et al., 2016; Lopez-Otero et al., 2017a) and in its acoustic and prosodic characteristics (Williamson
et al., 2014; Lopez-Otero et al., 2015; Morales and Levitan, 2016). In addition, research on this field has been largely boosted by
the organization of the Audio/Visual Emotion challenges (AVEC) (Valstar et al., 2013; 2014; 2016; Ringeval et al., 2017), where
a common evaluation framework is provided to the participants. Speech-based depression detection using either lexical con-
tent or acoustic and prosodic characteristics lead to acceptable results, but the advantage of those methods based on acoustic
characteristics is that they do not require any knowledge about the language being spoken and, therefore, no specific linguistic
resources are necessary for system training. Hence, in this paper, depression detection is carried out using acoustic and
prosodic characteristics of speech.

Most of the depression detection strategies based on speech features found in the literature follow the conventional fea-
ture extraction stage followed by supervised model training and classification. In particular, the use of GMMs for depression
detection is still quite common (Cummins et al., 2015b; Syed et al., 2017), but i-vectors have become more usual in recent
works (Mitra et al., 2014; Lopez-Otero et al., 2015; Nasir et al., 2016). Another approach that was reported to exhibit good
performance consists in using the correlation structure of different features followed by a Gaussian staircase model for
depression level estimation (Williamson et al., 2014; 2016). The use of a large set of functionals extracted from low level
descriptors is quite extended, either followed by an SVM (Nasir et al., 2016) or deep learning approaches (Yang et al., 2017)
for classification. Formants, prosodic and voice quality features are also quite widespread (Yang et al., 2016; Sun et al.,
2017), given that these representations are usually encouraged by their use as part of the AVEC evaluation baselines (Valstar
et al., 2013; 2014; 2016; Ringeval et al., 2017). Also, in the late years, the popularization of deep learning has led to depres-
sion detection approaches using long-short term memory (LSTM) networks with high level features as input (Alhanai et al.,
2018) or convolutional neural networks (CNNs) with raw speech and spectrograms as input (He and Cao, 2018), to cite some
examples. A recent paper (Correia et al., 2018) compares classifiers based on SVMs with eGeMAPS features (Eyben et al.,
2016) and CNNs using spectrograms for depression detection, and the results showed a superior performance of the SVM
classifier.

In this work, a depression detection approach based on i-vectors and SVM for regression was adopted from previous work
Lopez-Otero et al. (2015, 2017b) since it exhibited a good performance for depression detection in previous research and, in addi-
tion, the literature does not suggest a superior performance of deep learning-based approaches.
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3. Speaker de-identification

As mentioned in Section 2, speaker de-identification is usually carried out by means of voice conversion techniques, which
modify the voice characteristics of a source speaker in order to make it sound like a different target speaker. This modification is
achieved by applying a transformation that converts the source speaker into the target speaker, and its parameters must be
trained using speech of the source and target speakers. Since these speech utterances are not always available (especially when a
parallel corpus is required for training), the speaker de-identification technique based on pre-trained transformation functions
proposed in Magari~nos et al. (2017) is used in this paper. This section first describes this technique and how to apply it in
speaker/gender-dependent/independent settings, and then the different voice conversion approaches used for de-identification
in this work are described, namely frequency warping plus amplitude scaling and generative adversarial networks. These two
methods were chosen in order to assess the validity of two different voice conversion paradigms (parametric and generative,
respectively) for depression detection on de-identified speech: parametric methods have already been evaluated in the literature
(Lopez-Otero et al., 2017b), but the use of generative methods for this task is a novelty.

3.1. Speaker de-identification based on pre-trained voice conversion functions

A typical voice conversion system considers two different speakers, namely source and target, and the aim of voice conversion
is making the source speaker sound like the target speaker. For this purpose, a voice conversion function from source to target is
trained. However, when using voice conversion techniques for speaker de-identification in a real-world setting, it is unlikely that
there are data from the speaker to be de-identified available for training the conversion functions. This problem can be overcome
using the de-identification strategy based on pre-trained conversion functions (Magari~nos et al., 2017). In this paradigm, three
different speakers are considered: input (i.e. the speaker to be de-identified), source and target. The idea is simple: voice conver-
sion is applied to the input speaker using a conversion function trained using the source and target speakers. To apply this tech-
nique, the most suitable source and target speakers must be chosen depending on the input speaker to be de-identified.

The motivation behind this method lies in the premise that the objective of de-identification is not mimicking a target speaker
but producing speech in which the identity of the speaker is not recognizable. Hence, choosing a source speaker that is similar to
the input speaker ensures that the transformation parameters are as suitable as possible for the input speaker. In addition, select-
ing the most dissimilar target speaker maximizes the chance of achieving speech that sounds very different to the input speaker.
The main advantage of this method is the possibility of de-identifying speech from any speaker regardless of the availability of a
parallel corpus including data from this input speaker.

Formally, given an input speaker Sinput, a set of ns potential source speakers Ssource ¼ fSsource1 ; . . . ; Ssourcens g and a set of nt

potential target speakers Starget ¼ fStarget1 ; . . . ; Stargetnt g; a source speaker S�source is selected such that it is the most similar to Sinput,
and and a target speaker S�target is selected such that it is the most dissimilar to Ssource, as described in Magari~nos et al. (2017).

In this work, the similarity between speakers is obtained using the i-vector paradigm (Dehak et al., 2010) combined with
probabilistic linear discriminant analysis (PLDA) scoring (Garcia-Romero and Espy-Wilson, 2011). This technique defines a low
dimensional space, namely total variability space, in which speech segments are represented by a vector of total factors, com-
monly known as i-vector (Dehak et al., 2010). Given a speech utterance, its corresponding GMM supervector M can be decom-
posed as:

M ¼ mþ Tw ð1Þ
wherem is the speaker and channel-independent supervector, T is a low rank total variability matrix, andw is the i-vector corre-
sponding to the GMM supervector. A pair of i-vectors can be compared by computing their PLDA scoring (Garcia-Romero and
Espy-Wilson, 2011).

Given an input speaker Sinput, its i-vectorwinput is extracted and compared with all the potential source speakers, selecting the
one that maximizes the PLDA score:

S�source ¼ argmaxi21;...;ns scoreðwinput;wsourcei Þ ð2Þ
Equivalently, the target speaker is selected by minimizing the PLDA score between the source speaker and the potential target

speakers:

S�target ¼ argmini21;...;nt scoreðw�
source;wtargeti Þ ð3Þ

This method can be used to define speaker dependent/independent and gender dependent/independent de-identification
strategies by setting restrictions to the sets of source and target speakers.
3.1.1. Speaker-independent versus speaker-dependent de-identification
The de-identification strategy proposed in Magari~nos et al. (2017) is speaker-independent, i.e. it is assumed that the input

speaker does not belong to the set of source speakers, likely because there are not parallel corpora available from the input
speaker. When parallel corpora are available, it is possible to transform this approach into a speaker-dependent method by
considering that S�source ¼ Sinput and then selecting the target speaker as described in Eq. (3). The speaker-independent and
speaker-dependent de-identification methods are depicted in Figs. 1a and 1 b, respectively.



Fig. 1. Diagram of the proposed gender-independent selection strategies for voice conversion. The dots represent the different speakers, and those inside the blue
ellipse are training speakers that share a parallel corpus. (For interpretation of the references to colour in this figure legend, the reader is referred to the web ver-
sion of this article.)
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3.1.2. Gender-independent versus gender-dependent de-identification
When describing the speaker-independent/dependent de-identification strategies, no mention was made about the nature of

the available source and target speakers. In fact, in Magari~nos et al. (2017), the potential source and target speakers could be
either male or female speakers regardless the gender of the input speaker. Nevertheless, performing gender-dependent de-iden-
tification can be interesting: first, the gender of the original speaker is preserved, which allows the use of depression detection
methods that take gender into consideration; second, the quality of the resulting speech is probably better since the source and
target voices are more similar between them, which leads to a slighter modification of the cepstral parameters.

A gender-dependent version of the two aforementioned de-identification strategies can be easily achieved: first the gender
g 2 {male, female} of the input utterance is detected, and then the source and target speakers are obtained from the sets Sgsource
and Sgtarget that include source and target speakers, respectively, of gender g. Figs. 2a and 2 b depict the speaker-independent and
speaker-dependent versions, respectively, of this gender-dependent strategy.

3.2. Voice transformation based on frequency warping and amplitude scaling

One of the methods used in this work for speaker de-identification is based on frequency warping with amplitude scaling (FW
+AS) voice conversion. Regardless the increasing popularity of DNN approaches for voice conversion, these methods are still used
in the literature because they can achieve good results with little training data (Gao et al., 2019; Zhao et al., 2019b).

FW+AS can be implemented as an affine transformation in the cepstral domain (Pitz and Ney, 2005; Erro et al., 2015):

y ¼ Axþ b ð4Þ
where x and y are the original and transformed Mel-cepstral (MCEP) vectors, respectively; and A and b are the FW and AS param-
eters, respectively. Matrix A can be trained by means of a dynamic frequency warping (DFW) technique (H. Valbret et al., 1992) so
Fig. 2. Diagram of the proposed gender-dependent speaker selection strategies for voice conversion. The dots represent the different speakers, and those inside
the blue ellipse are training speakers that share a parallel corpus. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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that the source spectra and the target spectra are maximally close. In this work the training procedure described in (Magari~nos
et al., 2017) was used to obtain the FW parameters. First, matrix A is computed as:

A ¼ C ¢W ¢ S ð5Þ
where S is a rectangular matrix that transforms a Mel-cepstral vector into its corresponding discrete log-amplitude spectrum, C is
its pseudo-inverse, andW is a sparse square matrix that captures the correspondence between original and warped spectral bins,
and is obtained through the DFW technique. Then, the AS vector is computed as the cepstral difference between the averaged tar-
get vectors y and the warped version of the averaged source vectors x:

b ¼ y�Ax ð6Þ
As shown in Magari~nos et al. (2016), performing adaptation of the fundamental frequency (F0) on top of FW+AS transforma-

tion dramatically improves de-identification performance. Hence, in this work, a mean and variance adaptation of the F0 is
applied:

logf̂ t0 ¼ st

ss
ð logf s0�msÞ þmt ð7Þ

where f s0 represents the frame-level values of the source speaker’s F0; ms, ss, mt, st are the mean and standard deviation of the
source and target F0 in the log domain, respectively; and f̂ t0 is the adapted F0 of the target speaker.

In this system, Ahocoder (Erro et al., 2011) was used to extract 40 MCEP coefficients, F0 and band aperiodicity (BAP) features.
Given a utterance to de-identify, its MCEP coefficients are converted applying the FW and AS parameters described above, and
then the F0 is scaled following Eq. (7). Finally, Ahocoder is used to synthesize the de-identified speech utterance using these
transformed features and the original BAP features, which remain unchanged.
3.3. Generative adversarial network

Generative adversarial networks (GAN) are a very popular approach for speech synthesis and voice conversion, either in par-
allel (Sisman et al., 2018) and non-parallel (Paul et al., 2019; Chen et al., 2019) settings. The success of this technique is leading to
the investigation of different variants to further improve their performance (Zhao et al., 2019a; Chen et al., 2019). The system
proposed in Saito et al. (2018b) for both speech synthesis and voice conversion, and is used in this work as a deep learning
approach for speaker de-identification. In this strategy, GANs are used to avoid the oversmoothing effect observed in other DNN-
based strategies. The GAN combines two competing neural networks: a discriminator and a generator. The discriminator tries to
distinguish natural and generated samples, while the generator aims at deceiving the discriminator.

Formally, given a set of T samples xt of the training speaker, they are transformed into samples yt that sound as spoken by
the target speaker. This is done by iteratively training the generator and discriminator DNNs using a stochastic gradient
descent optimizer. First, the loss of the discriminator is computed as

LðGANÞD ðx; yÞ ¼�1
T

XT
t¼1

log
1

1þ exp
�
�DðxtÞ

��1
T

XT
t¼1

log 1� 1

1þ exp
�
�DðytÞ

�
0
@

1
A ð8Þ

Then, the parameters of the discriminator are updated and then the adversarial loss of the generator is computed as

LðGANÞADV ðyÞ ¼�1
T

XT
t¼1

log
1

1þ exp
�
�DðytÞ

� ð9Þ

The parameters of the generator are subsequently updated. The loss function used for training the GAN is

LGðx; yÞ ¼ LMGEðx; yÞ þvD
ELMGE

ELADV
LðGANÞADV ðyÞ ð10Þ

where

LMGEðx; yÞ ¼ 1
T
ðy�xÞT ðy�xÞ ð11Þ

is the loss of the minimum generator error trainer as described in Saito et al. (2018b) and vD is a hyper-parameter that controls
the weight given to the loss function of the GAN network.

In this system, speech analysis and synthesis were performed using Ahocoder instead of WORLD Morise et al. (2016) and
SPTK1 as described in Saito et al. (2018b). This design decision was made to enable a fair comparison between FW+AS and GAN
methods; in addition, informal listening tests did not show a significant difference between de-identified speech using one set of
features or the other. As in Section 3.2, the training procedure described above is used to transform the MCEP features, while the
F0 is scaled as described in Section 3.2 and BAP features remain unchanged. The architecture of the network is as follows: the
1 http://sp-tk-sourceforge.net

http://sp-tk-sourceforge.net
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generator and discriminator have hidden layers with 3x512 units and 2x256 units, respectively, and the learning rate is 0.01 for
both of them. In these experiments, vD was set to 1.
4. Depression detection

The depression detection strategy employed in this work is based on the representation of speech information using i-vectors
(Cummins, 2016; Lopez-Otero et al., 2014a; 2015; 2017b). The i-vector paradigm allows for a compact low-dimensional repre-
sentation of the different sources of variability present in a speech recording, such as gender, age, channel, speaker or message,
that can be better compensated or modeled in a latter stage. An overview of the system is presented in Fig. 3, where three blocks
are clearly distinguishable: front-end, speech representation and depression level estimation.

First, features extracted from the waveform should preserve the information about the depressive state of the patient. Differ-
ent features have been proposed in the literature for depression detection, such as those described in Cummins (2016), William-
son et al. (2014), Lopez-Otero et al. (2014a), Lopez-Otero et al. (2014b), but there is no agreement about which are the most
suitable for this task. Following Lopez-Otero et al. (2015, 2017b), 13 perceptual linear prediction (PLP) cepstral coefficients com-
bined with two pitch-related features (F0 and voicing probability) where used in this work. These features achieve a speech
representation that conveys both spectral and prosodic information such as rhythm or intonation, which is embedded in the fun-
damental frequency. The features were extracted every 10 ms using a 25 ms window, and they were augmented with their delta
and acceleration coefficients in order to capture short-term dynamics, which led to feature vectors of dimension 45. Cepstral
mean subtraction was performed to reduce the influence of recording channel and noise. Voice activity detection (VAD) was
applied before feature extraction in order to exclude silence regions since their spectral content do not carry information about
the depressive state of the speaker. Specifically, the VAD algorithm described in Basu (2003) was used.

Once features are extracted from the training recordings, they are used to train a Universal background model (UBM) following
the expectation-maximization (EM) algorithm (Reynolds et al., 2000) since it is necessary for extracting i-vectors as defined in Eq.
(1). Then, given the UBM and a set of training speech utterances, the total variability matrix T can be trained as described in Dehak
et al. (2010). The i-vectors extracted using the trained T matrix are also length-normalized as described in Garcia-Romero and
Espy-Wilson (2011) to Gaussianize their distribution.

In order to obtain several speaker turns, both for training and testing, sessions are usually split following some criteria such as
windowing, dividing the recordings by sentences or using the VAD output to split the recording in points where the speaker
makes pauses. In this work, the recordings were segmented using a sliding window of 20 s with 15 s overlap as in Lopez-Otero
et al. (2017b).

Finally, given the i-vectors of the speaker turns and the depression level corresponding to each i-vector, a regressor to esti-
mate the depression level of each utterance can be trained. In this work, a support vector regressor (SVR) with linear kernel
was used for that purpose as in Lopez-Otero et al. (2015, 2017b). Since each session is usually formed by several speech seg-
ments, the overall decision for a whole session is taken by computing the average value of the depression levels predicted for
each speech segment.
5. Experimental setup

Several speech datasets and evaluation protocols were used to assess the effectiveness of the depression level estimation sys-
tem and the speaker de-identification approaches described in Section 3. This section describes the principal characteristics of
such datasets and how them are used.

5.1. Speech corpora

Table 1 summarizes the use of each speech corpus, which are described in detail below.
Fig. 3. Block diagram of the depression level estimation system.



Table 1
Databases used for each task performed in the experiments.

Task Train Test

Depression detection Biosecure AVEC 2014
(UBM, total variability matrix)

Speaker-independent VCTK AVEC 2014
de-identification
Speaker-dependent VCTK AVEC 2014
de-identification AVEC 2013
Evaluation Biosecure AVEC 2014
(speaker verification) (UBM, total variability matrix, PLDA transform)
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5.1.1. AVEC 2014
The recordings of AVEC 2014 depression recognition sub-challenge (Valstar et al., 2014) were used in this paper to evaluate

the performance of both the speaker de-identification system and the depression level estimation system. These recordings are a
subset of the audio-visual depressive language corpus (AVDLC) (Valstar et al., 2013), which consist in a series of PowerPoint-
guided tasks: reading of excerpts of novels and fables, singing, reminiscing, making up a story applying the Thematic Appercep-
tion Test (TAT) and sustained vowel phonation. In the AVEC 2014 data, only two of the tasks were included: reading an excerpt
of the fable “Die Sonne und der Wind” and free responses to questions such as “What is your favourite dish?” or “Discuss a sad
childhood memory” in German, which is the native language of the speakers.

The sessions included in these databases were recorded in quiet locations using a laptop and a headset. Each recording fea-
tures either a male or female speaker, who may have made several recordings with a time interval of two weeks between them.
The subjects’ ages ranged between 18 and 63 years (mean 31.5). Not all of the recorded sessions in AVEC 2014 were used in these
experiments, only those that allowed the training of speaker-dependent conversion functions were selected (as further explained
in the next subsection). This led to a set of 120 recordings uttered by 65 speakers: 25 speakers recorded only one session, 25
recorded two sessions, and 15 recorded three sessions.

The depression level corresponding to each session was provided with the audio recordings. This level was obtained using the
Beck’s depression inventory (BDI-II) (Beck et al., 1996), which is a self-assessment questionnaire in which the patient must
answer questions related to depression symptoms such as irritability, hopelessness, fatigue or lack of interest in sex. It consists of
21 questions whose answers are rated in a scale from 0 to 3 and, when summed, they yield a depression level ranging from 0 to
63. During the capture of the database, the speakers were asked to fill in the BDI-II questionnaire after performing the aforemen-
tioned tasks.

5.1.2. VCTK
The VCTK Corpus (Veaux et al., 2016) was used to train de-identification functions. Specifically, the speakers included in this

dataset were used as source and target speakers for the speaker-independent de-identification approach, and as target speakers
for the speaker-dependent strategy. This corpus comprises speech uttered by 109 native English speakers. Each speaker was
asked to read about 400 sentences which were not the same for all of them. Nevertheless, all the speakers read “The Rainbow
Passage” (Fairbanks, 1960), so those 19 sentences were used as a parallel corpus to train the conversion functions. This corpus
amounts to around 2 min of speech per speaker, which is a reasonable amount of speech for training conversion functions as
seen in previous work (Magari~nos et al., 2017; Lopez-Otero et al., 2017b).

5.1.3. AVEC 2013
Some speakers included in the recordings of the AVEC 2013 depression recognition sub-challenge Valstar et al. (2013) were

used as source speakers for the speaker-dependent de-identification strategy. One of the tasks included in the protocol defined
for the AVDLC corpus included reading “The Rainbow Passage”, which makes it possible to establish a parallel corpus between
these speakers and those in VCTK Corpus. Hence, those speakers that appeared both in AVEC 2013 and 2014 data and successfully
completed this task were included in the experiments, leading to the aforementioned set of 65 speakers. To be able to perform
this training, the recordings of “The Rainbow Passage” in AVEC 2013 were manually split into the same 19 utterances as in the
VCTK corpus. It must be mentioned that, in general, voice conversion functions are trained using data that was specifically
recorded for this purpose, so the speaker-dependent de-identification strategy assessed in this work is more challenging because
the recordings are spoken by non-native speakers of English in recording conditions that were not ideal.

5.1.4. Biosecure
In addition to the aforementioned datasets, Biosecure database Ortega-Garcia et al. (2010) was also used in the experiments.

Specifically, the DS1 partition of this multimodal database was used in the speaker verification experiments as well as in the
depression level estimation module. It consists of around 18 h of audio of 316 different speakers from 7 different countries,
acquired over the Internet under unsupervised conditions. This dataset was used to train UBMs, PLDA transformations and total
variability matrices for all the tasks: selection of similar/dissimilar speakers in the speaker de-identification strategy; extraction
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of i-vectors for depression level estimation, and speaker verification experiments. The number of Gaussians of the UBM and the
dimension of the i-vectors was individually tuned for each specific task.

It must be mentioned that the use of this dataset does not have any impact on the experiments or the results: an i-vector
extractor was necessary to perform the experiments and, instead of using out-of-the-box models, they were trained using these
data.

6. Speaker de-identification experiments

This section presents the performance of the different de-identification strategies described in Section 3. To ease the understanding
of this section, abbreviations for the de-identification techniques are defined in Table 2.

6.1. Evaluation metrics

To assess the quality of the proposed speaker de-identification approaches objective and subjective measures were used. First,
speaker de-identification was assessed by means of speaker verification experiments as in Lopez-Otero et al. (2017b). Specifically,
a state-of-art speaker verification system was developed using the Kaldi toolkit (Povey et al., 2011), which uses i-vectors for
speech representation combined with PLDA scoring (Garcia-Romero and Espy-Wilson, 2011). First, a speaker verification experi-
ment with the original enrollment and test speech utterances (i.e. voice without applying de-identification) was performed to
establish a reference for comparison with the results achieved on de-identified speech. Then, a speaker verification experiment
using the original enrollment utterances and the de-identified test utterances was done. It is expected that the experiment on
the original test utterances leads to a good speaker verification performance and the ones on de-identified utterances achieve a
much worse performance since this would indicate that it is not possible to identify the speaker after de-identification. The per-
formance of the aforementioned experiments was measured by means of the equal error rate (EER), accompanied by detection
error trade-off (DET) curves. The EER represents the error of the working point at which the false rejection probability is equal to
the false acceptance probability, while the DET curve is a plot of the false acceptance and false rejection probabilities at different
decision thresholds.

In addition, as in Magari~nos et al. (2017), the degree of de-identification was also measured using the Mel-cepstral distor-
tion (MCD): when comparing the MCEP features of the original and de-identified utterances, this measure reflects how far
the de-identified vectors are from the original vectors:

MCD½dB� ¼ 1
M

XM
m¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
X24

d¼1
ðcm;d�bcm;dÞ2

r
ð12Þ

where cm,d and bcm;d are the dth MCEP feature of vectorm of the original and de-identified utterances, respectively.
Unfortunately, the end-user licence agreement (EULA) of AVEC database explicitly prohibits sharing clips of the audio to non-

signers of that document, which frustrated the possibility of performing a listening test with a reasonable number of participants.
Nevertheless, informal listening tests were done by the authors of the paper. Specifically, the similarity test described in Wester
et al. (2016) for the Voice Conversion Challenge 2016 was done: it consists in, given two samples of speech (original and de-iden-
tified), deciding whether the samples are from same or different speakers with two confidence levels (not sure, absolutely sure).
In these experiments, the percentage of pairs labeled as “Different, absolutely sure” is expected to be high since this would mean
that the speaker is correctly de-identified. The validity of this experiment is limited because of the small number of participants
on the test, but previous research showed that the objective and subjective metrics used for assess speaker de-identification are
correlated (Magari~nos et al., 2017).

6.2. Results

Fig. 4 depicts the DET curves obtained when performing the speaker verification experiment with the original and de-identi-
fied recordings.

Experiments were done on the AVEC 2014 data: first all the sessions of the same speaker were joined into a single one, and
then this recording was divided into utterances of 15 s each. The first utterance of each speaker was used for enrollment while
the remaining ones were used for testing. This led to a total of 620 client trials and 39,680 impostor trials.
Table 2
Abbreviations assigned to the different speaker de-iden-
tification strategies.

Name Gender-dependent? Speaker-dependent?

GI-SI no no
GI-SD no yes
GD-SI yes no
GD-SD yes yes



Fig. 4. DET curves of original and de-identified speech using different de-identification strategies based on frequency warping plus amplitude scaling (FW+AS)
and generative adversarial networks (GAN). The de-identification strategies are: gender-independent and speaker-independent (GI-SI), gender-dependent and
speaker-independent (GD-SI), gender-independent and speaker-dependent (GI-SD), gender-dependent and speaker-dependent (GD-SD). Results using the origi-
nal recordings (i.e. without applying de-identification) are shown for comparison.
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As shown, an EER of 6.8% is achieved when using the original utterances which, according to Sadjadi et al. (2017), is an accept-
able result when dealing with unconstrained speech. With respect to the de-identified speech, the figure shows that the degree of
de-identification achieved with the gender-dependent strategies is lower than that of gender-independent approaches except for
the GAN-based GD-SD strategy, which achieves de-identification results comparable to those of gender-independent strategies.
Nevertheless, the lowest EER was 22.3% (around four times the EER achieved with original speech), which is an acceptable de-
identification result according to Lopez-Otero et al. (2017b). When using transforms based on FW+AS, the gender-dependent
results where very similar for both GD-SD and GD-SI strategies, while GD-SD achieved an EER much higher than that of GD-SI for
GAN-based transforms. In the case of gender-independent de-identification, the EER obtained with the GI-SD method was
slightly lower than that of the GI-SI approach with the FW+AS transform, which means that the speaker-independent conversion
leads to voices where recognizing the identity of the speaker is more difficult. The contrary occurred with the GAN-based de-
identification strategy, where the speaker-dependent transform achieved a higher EER. In general, according to the results dis-
played in Fig. 4, speaker de-identification strategies based on GAN conversions achieve higher de-identification rates than those
based on FW+AS in both gender-dependent and gender-independent settings.

It must be highlighted that the speaker-independent conversion functions were trained using source data that were not col-
lected for voice conversion purposes. Therefore, some of the recordings were noisy, the speech was not as clear as desired, and
some speakers did not have good pronunciation skills in English language. Nevertheless, an informal listening test showed that
the resulting de-identified speech had the same quality as with the speaker-dependent conversion functions, which were trained
using a corpus that is more suitable for this task.

As stated above, the different de-identification techniques were also evaluated in terms of their MCD when comparing the
MCEP features of the original and de-identified utterances, and the results are shown in Table 3. In these experiments, the MCEP
vectors of all the de-identified utterances (i.e. 120 AVEC sessions) were considered for computing the MCD.

According to this measure, gender-dependent de-identification based on FW+AS leads to MCEP vectors that are closer to the
original vectors compared to gender-independent de-identification. In the case of GAN-based de-identification this difference is
negligible. As expected from the DET analysis presented above, gender-dependent de-identification based on GAN achieves a
higher MCD than FW+AS.

It would also be interesting to observe the MCD of the de-identified utterances compared to the target speaker, but this is not
possible since MCD computation requires parallel utterances. Nevertheless, according to the equivalent values presented in Mag-
ari~nos et al. (2017), the MCD between target and de-identified utterances in a speaker-independent setting is very similar to that



Table 3
Average MCD (dB) with 95% confidence
intervals between the original and de-
identified utterances of AVEC 2014.

MCD

System FW+AS GAN

GI-SI 7.84 § 0.28 6.57 § 0.24
GI-SD 8.38 § 0.37 7.85 § 0.16
GD-SI 5.89 § 0.26 6.12 § 0.23
GD-SD 6.57 § 0.29 7.43 § 0.15
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between original and de-identified utterances. This means that the resulting speech sounds like a speaker that is neither the
source nor the target of the conversion function, so the proposed method would not jeopardize the privacy of the source and tar-
get speakers. The MCD in a speaker-dependent setting should be investigated.

Finally, the listening test to evaluate similarity resulted in most of the original/de-identified pairs of utterances being labelled
as “Different, absolutely sure”, specially for GI-SI transformations. Nevertheless, for the GD-SI strategy, some pairs were rated as
“Same, not sure”, which suggests that this de-identification strategy is not as successful at removing the identity of the speaker.
Also, GAN GD-SD system had several pairs rated as “Different, not sure”. These results are consistent with those displayed in
Fig. 4, where the three aforementioned transforms were the ones that achieved the lowest EERs.

7. Depression level estimation experiments

Three data partitions were established in AVEC 2014 depression sub-challenge, namely training, development and testing.
However, according to Lopez-Otero et al. (2015), some of the speakers appeared both in training and test partitions, which led to
biased results. Hence, in these experiments, a leave-one-speaker-out strategy was implemented to assess depression level esti-
mation. Since this experimental configuration uses all the available data for training and testing, there is not a remaining set of
recordings for parameter tuning; hence, as in Lopez-Otero et al. (2017b), the top performing configuration of the free parameters
of the system (number of Gaussians of the UBM and dimension of the i-vectors) is presented for each experiment. UBMs of 256,
512 and 1024 mixtures and i-vectors of dimension 100, 200, 400 and 600 were considered. It must be noted that only the SVR is
trained using AVEC 2014 training data, the UBMs and Tmatrices are trained using the Biosecure database (Section 5.1.4).

7.1. Evaluation metrics

Depression level estimation performance was measured by means of the root mean square error (RMSE) between the esti-
mated and the groundtruth BDI of the recordings as defined in the experimental protocol of AVEC 2014 (Valstar et al., 2014). The
mean absolute error (MAE) is also shown in order to compare it with the RMSE since the greater the difference between them,
the greater the variance of the error.

7.2. Results

Table 4 shows the depression level estimation results achieved with original and de-identified speech based on FW+AS and
GAN techniques. Results for gender-dependent and gender-independent approaches for depression estimation are presented in
the table, as well as the achieved results per gender. Before discussing these results, it must be mentioned that the actual gender
of the speaker was considered when performing gender-dependent depression level estimation; this means that, given a male
speaker, depression estimation models trained on male voices are used regardless the apparent gender of the speaker after
de-identification.

First, the validity of the depression level estimation strategy proposed in Section 4 must be discussed. As shown in Table 4, the
RMSE of the estimated BDI levels is 9.82 when dealing with original speech in a gender-independent setting. Compared with
Morales and Levitan (2016), where a leave-one-out strategy was also used to evaluate depression level estimation on AVEC 2014
recordings, it can be seen that the result using the i-vector based system exhibits a slightly better performance, which suggests
that this approach is suitable for the analysis proposed in this paper. This was also validated in previous work by the authors
(Lopez-Otero et al., 2017b).

The gender-independent depression level estimation results presented in Table 4 show that there are three de-identification
strategies (FW+AS GI-SI, GAN GI-SD, GAN GD-SD) that lead to a performance that is significantly worse than that obtained with
original speech. In addition, the performance of gender-dependent de-identification strategies show lower RMSE values than
gender-independent strategies, except for GAN GD-SD.

The gender-dependent depression level estimation results show that, in general, training independent models for each gen-
der leads to better estimation of the depression level. The difference is not so remarkable for original speech, but the difference
is statistically significant when dealing with de-identified speech obtained with FW+AS, as shown in Table 4. However, for
GAN-based de-identification, only the GI-SD de-identification strategy showed a significantly better performance when using



Table 4
Depression level estimation results using the proposed de-identification strategies. Results using the
original recordings (i.e. without applying de-identification) are shown for comparison. Values of RMSE
with superindex y show a statistically significant difference between original and de-identified results;
values with superindex z show a statistically significant difference between gender-independent and
gender-dependent depression detection systems; values with superindex * show a statistically signifi-
cant difference between FW+as and GAN systems. Two systems were considered to have a statistically
significant difference when indicated by a paired t-testwith a 95% confidence level.

Gender ind. Gender dep. Male Female

Transform Experiment RMSE MAE RMSE MAE RMSE MAE RMSE MAE
Original 9.82 7.54 9.29 7.60 9.66 8.08 9.10 7.37

FW+AS GI-SI 11.13y 9.81 8.78z 7.08 9.06* 7.24 8.64 7.00

GI-SD 11.08 8.21 9.24z 7.09 9.97 7.83 8.87 6.73
GD-SI 10.87 8.30 9.39z 7.47 9.21 7.55 9.48 7.44
GD-SD 10.70 8.33 8.93z 7.15 10.07 8.51 8.33 6.49

GAN GI-SI 10.82 8.09 10.18 7.71 11.12 8.96 9.70 7.10
GI-SD 11.92y 9.41 9.16z 7.23 9.48 7.44 9.00 7.13
GD-SI 10.67 8.44 9.68 7.63 10.14 8.19 9.45 7.36
GD-SD 11.55y 8.85 10.90 8.44 12.73 9.74 9.89 7.81
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speaker-dependent models for depression estimation. Results for male and female speakers are also displayed in the table and
they show that, in general, all the de-identification strategies achieved lower RMSE values for female speakers, except for the
FW+AS GD-SI strategy.

Table 4 allows a comparison between GAN and FW+AS approaches when performing depression estimation. The table shows
that, even though the difference in performance is non statistically significant for most of the transforms, the RMSE achieved by
FW+AS is usually lower than its equivalent using the GAN conversion strategy.

As mentioned above, the actual gender of the speaker was considered when performing gender-dependent depression level
estimation. Nevertheless, there is not guarantee that the depression estimation system has this information, so the most natural
way to perform this experiment would be using the apparent gender of the speaker (i.e. the gender the speaker presents after
de-identification). Table 5 shows a comparison of gender-dependent depression estimation when using the actual and apparent
gender of the speaker. Only GI-SI and GI-SD de-identification strategies are displayed since GD-SI and GD-SD preserve the actual
gender of the speaker hence the result would be the same in both cases. As shown in Table 5, the performance of the gender-
dependent depression level estimation approach strongly decays when considering the apparent gender of the speaker. This
means that, even though a de-identified male speaker sounds like a female, using male models for depression estimation is more
suitable since these capture information that is specific for that gender (Cummins et al., 2017).

8. Discussion

The experimental results shown in Sections 6 and 7 highlight several interesting facts. First, it can be observed that GAN-
based de-identification achieves higher EER values than FW+AS (i.e. the de-identified speakers are more different to the original
speakers with GAN). However, this improvement in de-identification accuracy is reflected in the depression estimation experi-
ments, where GAN-based transforms lead to a higher RMSE: the difference in RMSE is not significant according to a paired t-test
with a 95% confidence level but, given the small size of the population (120 sessions), these results arise some concerns about
the validity of GAN-based conversion functions for de-identification in the context of depression level estimation.

The use of speaker-dependent versus speaker-independent de-identification was also evaluated in this paper. The results
show that both approaches lead to similar performance both in de-identification and depression estimation experiments. Given
that speaker-dependent de-identification requires training data from the speakers to be de-identified, which is not usually avail-
able in a real setting, it can be concluded that the speaker-independent de-identification techniques evaluated in this paper are
the best choice for real-world applications. The effort of compiling a parallel corpus for the users would be justified if the
speaker-dependent performance was clearly superior than the speaker-independent one, but the results in this paper support
the use of speaker-independent approaches, which are easier to apply in real scenarios.
Table 5
Depression level estimation results when considering the actual
and apparent gender of the de-identified speech.

Actual gender Apparent gender

Transform Technique RMSE MAE RMSE MAE
FW+AS GI-SI 8.78 7.08 12.07 9.88

GI-SD 9.24 7.09 11.16 8.54
GAN GI-SI 10.18 7.71 11.06 8.36

GI-SD 9.16 7.23 15.10 12.45
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Performance of depression level estimation when using gender-independent and gender-dependent models was also evaluated.
The results showed that, in general, depression estimation using gender-dependent models lead to lower values of RMSE, but only
when considering the original gender of the speaker (i.e. the gender of the spoken utterance before de-identification). However, when
considering the apparent gender (i.e. the gender of the spoken utterance after de-identification), depression estimation results suffer a
dramatic degradation. Hence, when performing gender-independent de-identification, using gender-independent depression level
estimation is more reliable; andwhen performing gender-dependent de-identification, gender-dependent depression level estimation
is the best alternative.

Besides automatic evaluation, it was mentioned in Section 1 that the quality and naturalness of the resulting speech is good
enough so it can be used for depression evaluation by professionals or for research purposes. Listening to the de-identified record-
ings it is clear that the quality of the FW+AS recordings is much better than that achieved with GAN. This is expected based on MOS
experiments performed in the literature; to cite some examples, quality MOS results presented in Magari~nos et al. (2017) are higher
than GAN results with parallel training data presented in Fang et al. (2018), but still the performance of GAN is acceptable in terms
of quality.

9. Conclusions and future work

This paper has presented an analysis of gender and identity issues in the context of depression level estimation of de-identified
speech. The impact of performing gender-dependent or gender-independent speaker de-identification was assessed, and the results
indicated that, even though the de-identification rate is lower for gender-dependent de-identification, it still succeeds at removing
the identity of the speaker while achieving, in general, better depression level estimation results. The use of speaker-dependent
and speaker-independent conversion functions for de-identification was also evaluated and, looking at the results, it can be
concluded that both strategies achieve very similar performance in terms of de-identification rate and depression level estima-
tion, so compiling speaker-specific corpora to train speaker-dependent conversion functions is not worth the effort. Despite
this fact, the obtained results for speaker-dependent de-identification were interesting: it was demonstrated that it is possible
to train FW+AS conversion functions using source speech whose conditions are not ideal for this task because of mispronunciations
or noisy recordings, among other factors.

Listening tests were conducted by the authors of the paper since the EULA of AVEC data did not allow to share clips with non-
signers of this document. The results of the similarity test showed a significant correlation with those achieved using a speaker
verification system. In the future, it would be interesting to increase the number of participants in the listening test to validate
this conclusion, since the possibility of evaluating speaker de-identification techniques using automatic tools would dramatically
ease the research in this field. Another informal listening test, which was conducted to evaluate the quality of the de-identified
speech, suggests that the quality of the resulting de-identified speech is good but still has room for improvement, specially in the
case of the GAN-based transforms. Therefore, in future work, the use of other vocoders for voice conversion, such as Wavenet,
will be investigated. In addition, other deep learning architectures besides GAN will be assessed and compared to the results pre-
sented in this work. Also, the assessment of some of the novel voice conversion approaches for non-parallel data (Saito et al.,
2018a; Kaneko and Kameoka, 2018; Zhang et al., 2020) will be done in future work.

Given that, in this work, parallel corpora was compiled in which the depression level of the speakers is known, it would be
interesting to train speaker de-identification and depression level estimation models using multitask learning techniques: this
may lead to voice conversion functions that better preserve the depressive state of the patient while removing their identity
from the speech recordings.
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