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A B S T R A C T

The vulnerability of Automatic Speaker Verification (ASV) systems to spoofing or presenta-
tion attacks is still an open security issue. In this context, replay spoofing attacks pose a
great threat to an ASV system since they can be easily performed (using a playback device,
and without needing any technical skill). In this paper, we analyze replay speech signals in
terms of reverberation that may occur during recording of the speech signal. Such rever-
beration introduces delay and changes in amplitude, producing close copies of speech sig-
nals, which significantly influences the replay components. To that effect, we propose to
exploit the capabilities of the Teager Energy Operator (TEO) to compute a running estimate
of subband energies for replay vs. genuine signals. We have used a linearly-spaced Gabor
filterbank to obtain a narrowband filtered signal. The TEO has the ability to track the
instantaneous changes of a signal. Experiments are performed on the ASVspoof 2017 Chal-
lenge version 2.0 database using a Gaussian Mixture Model (GMM) as pattern classifier.
Furthermore, we compared our results with state-of-the-art feature sets, namely, Constant
Q Cepstral Coefficients (CQCC), Linear Frequency Cepstral Coefficients (LFCC), Mel Fre-
quency Cepstral Coefficients (MFCC), and used their score-level fusion with the proposed
feature sets, i.e., Teager Energy Cepstral Coefficients (TECC), in order to obtain possible
complementary information that further reduces the Equal Error Rate (EER). Relatively low
EERs are obtained with score-level fusion of CQCC, MFCC, LFCC, and TECC feature sets,
resulted in 6.68% and 10.45% on development and evaluation sets, respectively. Moreover,
for the evaluation dataset, we also studied the performance of the TECC feature set on dif-
ferent Replay Configurations (RC), namely, for acoustic environments, playback, and
recording devices. For all the levels of threat conditions (i.e., low, medium, and high-level)
to an ASV system, the proposed feature set performed better compared to existing state-
of-the-art feature sets. In addition to the ASVspoof 2017 Challenge database, we also per-
formed experiments on other spoofing databases, namely, the ASVspoof 2015 Challenge,
BTAS 2016, and ASVspoof 2019 Challenge databases. For all the spoofing databases used in
this study, the proposed TECC feature set perform significantly better than the other fea-
ture sets.
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1. Introduction

An Automatic Speaker Verification (ASV) system (also known as voice biometrics) is a speaker authentication system to verify
a claimed speaker’s identity with the help of machines (Evans et al., 2013). The biometric traits that have been successfully used
in practical applications include voice (Jain et al., 2006), face (Jain and Li, 2011), fingerprint (Maltoni et al., 2009), iris (Daug-
man, 2003), palmprint (Connie et al., 2005), and hand geometry (Sanchez-Reillo et al., 2000; Jain et al., 2016). However, ASV sys-
tems are exposed to the possibility of being attacked by spoofed speech signals, such as replay (Alegre et al., 2014),
impersonation (Lau et al., 2004), speech synthesis (SS) (Zen et al., 2009), voice conversion (VC) (Stylianou, 2009), and speech
from twins (Rosenberg, 1976). Spoofing attacks in biometrics are also known as presentation attacks as per the International Orga-
nization for Standardization (ISO), and the International Electro-technical Commission (IEC) (Koppell, 2011). In practice, we
would like an ASV system to be robust against variations such as microphone and transmission channel, intersession effects,
acoustic noise, and speaker aging. Due to recent technological developments, it is possible to generate spoof data that resemble
very closely their natural counterparts, such as replay spoofing.

Among all the spoofing attacks, replay attacks are a major threat to any ASV system since they can be easily mounted (using
playback of recorded voice, without requiring specialized technical skills) (Alegre et al., 2014). To promote the research in devel-
opment of countermeasures for the replay spoof speech detection (SSD) task, first of its kind the ASVspoof 2017 Challenge was
organized as part of a special session during INTERSPEECH 2017 (Kinnunen et al., 2017a). The goal of this challenge was to
develop replay SSD using the acoustical characteristics of the genuine vs. replay speech. The replayed speech may contain
unknown background noises, reverberation, and channel noise.

Various attempts have been made in the ASVspoof 2017 Challenge to detect replay attacks. In particular, various acousti-
cal features, such as spectral, time-domain, excitation source, and neural network-based features have been investigated for
the replay SSD task. Such features include Subband Spectral Centroid Magnitude Coefficients (SCMC) (Font et al., 2017), Sin-
gle Frequency Filter (SFF) (Alluri et al., 2017), Instantaneous Frequency (IF)-based features (Patil et al., 2017; Jelil et al.,
2017), Inverse-Mel Cepstral Coefficients (IMFCC) (Font et al., 2017), Rectangular Filter Cepstral Coefficients (RFCC)
(Font et al., 2017), and Scattering Coefficients (Sriskandaraja et al., 2017). The importance of signal mass is studied to give a
more precise estimate of a signal’s energy using an Enhanced Teager Energy Operator (ETEO) (Acharya et al., 2019). Speech
demodulation features are also studied for various spoofing databases in Kamble et al. (2019). Some approaches used deep
learning techniques (for both feature extraction and classification) along with the feature normalization method (Lavren-
tyeva et al., 2017; Chen et al., 2017).

A special session focusing on Replay Attack Anti-Spoofing Measures for ASV Systems was held during APSIPA ASC 2018
ASV. In this special session, various countermeasures focusing on the replay database were investigated. One of the
approaches reported in Yang et al. (2018) used a combined feature referred to as extended CQCC (eCQCC), which is extracted
using an octave power spectrum along with linear spectrum, and it is found to capture complementary information beyond
the CQCC feature set. In Das and Li (2018), phase and excitation source-based information was used to capture additional
artifacts that are useful for identifying replay attacks. In particular, they used instantaneous frequency cosine coefficients
and two source features, namely, Discrete Cosine Transform of the integrated linear prediction residual and residual Mel fre-
quency cepstral coefficients. Another approach reported in Suthokumar et al. (2018) investigates the potential advantages of
sharing speaker data between the ASV system and the replay detection system. They found benefits of using the claimed
speaker’s model in place of the common genuine speaker’s model. Furthermore, the importance of using power function-
based features, namely, Power Normalized Cepstral Coefficients (PNCC) and Q-Log Normalized Cepstral Coefficients (QLNCC),
was studied in Kim and Stern (2016), Pardede (2015) and Tapkir et al. (2018). The PNCC and QLNCC feature sets are noise
robust and they are able to capture speaker-specific information in noisy environments. Concluding the overall special ses-
sion, a survey paper focusing on replay attack, in particular, the 2nd ASVspoof 2017 Challenge, was studied in Patil and Kam-
ble (Hawaii, USA, 2018). This paper presents critical analysis of state-of-the-art techniques, various countermeasures, and
databases, and also aims to present current limitations along with the road map ahead, i.e., future research directions in this
technological challenging problem.

Recent research focuses on improving the novel features or improving the back-end modeling for the SSD task. The features
computed have to deal with speaker variability, phonetic variability, channel effects, and acoustical environment
(Suthokumar et al., 2018). Replay speech is mainly distorted because of background noise (such as air-conditioners, computers,
or any other source in room A or B); echo (signal from room A returning to this room through speaker-microphone coupling in
room B); and reverberation (acoustical properties of rooms A or B) (de Lima et al., 2008). In recent years, there has been signifi-
cant progress on reverberant speech processing in the field of speech recognition and audio processing. Research in these fields
focuses particularly on combining ideas from room acoustics, optimal filtering, machine learning, speech modeling, enhance-
ment, and recognition (Yoshioka et al., 2012). Several dereverberation techniques were developed, such as blind deconvolution
and nonnegative matrix factorization, for audio processing research. This study provides a deeper analysis of replay speech sig-
nals from the view-point of reverberation. Replay speech gets distorted by both interfering sounds and reverberation caused
because of the recording of a target speaker’s voice from a distance. While natural/genuine speech may also has reverberation
(especially if it not recorded in an infinite space or rooms with signal absorbing surfaces). However, replay speech is reverberated
twice as it is recorded twice and thus, the relative degree of reverberation in genuine vs. replay speech is different and thus this
can serve as a discriminatory feature to aid in the SSD task.
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This paper is an extension of Kamble and Patil (2019) in terms of depth of literature search, quantitative analysis of proposed
idea, additional experiments, and results on additional datasets. In particular, this paper presents the below-mentioned novelty:
�
 In Kamble and Patil (2019), a qualitative analysis of reverberation effect was presented whereas in this paper, we present a
detailed literature search and quantitative mathematical analysis to support our hypothesis. In particular, this paper provides
analysis in terms of the modeling of replay signals and associated reverberation mechanisms. To that effect, we investigate
how the reverberation affects the genuine signal by producing close copies of the genuine signal, which are apparently related
to the transmissions and reflections of the recording acoustic environment.
�
 In this work, we analyzed genuine vs. replay (reverberated) speech signals in the time-domain by exploiting the mathematical
structure of the TEO in order to capture characteristics of reverberation. In particular, extra pulses are observed when the
replay speech signal is recorded in a close room, such as bedroom and office, whereas they are not observed when the signal
is recorded in an open acoustic environment. This analysis of TEO profiles around Glottal Closure Instant locations shows the
effect of reverberation that depends on the closed and open acoustic environment conditions. The idea behind using the TEO
is the nonlinear modeling of speech production. The TEO computes the true total energy source of a resonance signal and pre-
serves both the amplitude and frequency information (Maragos et al., 1991). The supplementary information improves the
time and frequency resolution, and in addition, the TEO also has noise suppression capability (due to it’s mathematical struc-
ture) that further helps to detect a replay signal from its natural counterpart (Maragos et al., 1992; Jabloun and Cetin, 1999;
Sailor and Patil, 2017). Given this, we exploit capability of TEO to capture nonlinear aspects of natural speech production (e.g.,
properties of airflow pattern, violation of acoustic impedance from linear acoustics, 180 degree phase shift in airflow at differ-
ent locations in vocal tract, modulations in acoustical energy, etc.), and also to capture characteristics of reverberation via
impulse-like TEO energy profile.
�
 Additional Results on ASVSpoof 2017 version 2 Dataset: The experiments are performed for effect of number of subband fil-
ters and their bandwidths (which were kept fixed in Kamble and Patil (2019)) for proposed TECC feature extraction. The fre-
quency resolution of the linearly-spaced Gabor filterbank is explicitly related to the number of subband filters in a filterbank.
By increasing the number of subband filters, the frequency resolution is improved and thus, it is found to capture more
detailed spectral characteristics. In addition, the relevant theory of Heisenberg’s uncertainty principle is presented in the con-
text of choice of optimal Gabor filterbank for TECC. Furthermore, results are compared with and without applying filterbank;
and for effect of shape of subband filters, in particular, linearly-spaced Gabor filterbank vs. linear-spaced Mel filterbank. The
analysis of spectral energy densities of natural and corresponding replay signal is also presented. The score-level fusion with
two feature sets at a time (as in Kamble and Patil, 2019) is extended to four feature sets, i.e., CQCC, LFCC, MFCC, and TECC. For
evaluation set, the performance of TECC feature set is compared with LFCC, and MFCC feature sets than with CQCC alone (as
in Kamble and Patil, 2019).
�
 Experiments with Other Datasets: To investigate the performance of proposed TECC feature set, experiments are performed
on additional datasets, namely, ASVspoof 2015, BTAS 2016 ASVspoof 2019, and recently released ASVSpoof 2019 real PA data-
base. In addition, the comparison of real replay (from ASVspoof 2017 version 2.0) vs. synthetic replay (ASVspoof 2019 PA task)
in terms of TEO profiles is also analyzed. Furthermore, we also observe the distribution patterns for log-likelihood ratio (LLR)
scores for the ASVspoof 2017, and ASVspoof 2019 challenge databases in order to justify suitability of proposed feature set for
replay SSD problem.

In addition, reverberation introduces delay in genuine speech components corresponding to different reflections that further
depends on the environmental conditions. The reverberation transforms a mono-component signal into a multi-component one,
where they are spectrally very close and hence, we cannot separate the natural components from the replay components
(Arroabarren et al., 2006). We attempt to avoid treating replay detection as a “machine learning black-box” rather to first under-
stand the properties of reverberated speech, and exploit that for the replay SSD task. Furthermore, in this work, we analyzed gen-
uine vs. replay (reverberated) speech signals in the time-domain. We further analyze the individual replay configuration in terms
of EER with the proposed Teager Energy Cepstral Coefficients (TECC) feature set and compare the results with state-of-the-art
feature sets, such as Constant-Q Cepstral Coefficients (CQCC), Mel Frequency Cepstral Coefficients (MFCC), and Linear Frequency
Cepstral Coefficients (LFCC).

2. Effect of reverberation on the replay speech signal

2.1. Basics of the replay speech signal

The task of replay spoof detection is to identify whether a given speech sample is genuine speech or whether it is a recorded
version of the genuine speech through intermediate (recording + playback) devices. An intermediate device in this context means
the device used during the recording and playing it back in order to obtain the replayed speech signal. In particular, during
recording, different kinds of microphone, speaker, and tape recorder are used. The scenario of the replay spoof speech detection
(SSD) system is shown in Fig. 1. In particular, Fig. 1 shows the process of generation of the replay speech signal in two different
acoustic environments, i.e., during recording and playback different kinds of microphone, speaker, tape recorder are used.

The genuine speech signal, s[n], can be modeled as a convolution of glottal airflow, p[n], with the impulse response of the
vocal tract system, h[n] (Quatieri, 2006), i.e.,



Fig. 1. Illustration of replay spoof attack scenario at ASV system.
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s½n�¼p½n� � h½n�: ð1Þ
It should be noted that as the convolution operation requires the assumption of a linear time-invariant (LTI) system, Eq. (1) and
subsequent analysis in this paper is valid either for a segment (10-30 ms) of speech signal s[n] or the impulse response of vocal
tract system is fixed for a speech frame, i.e., h[n] is dependent on the index of a speech frame.

On the other hand, the replay speech signal, re[n], can be modeled as the convolution of the natural speech signal, s[n], and the
impulse response of intermediate devices, h1[n], (playback and recording device) along with the propagating acoustic environ-
ment and it is given by:

re½n�¼s½n� � h1½n�; ð2Þ
where h1[n] has extra convolved components due to replay; in particular, it is the combination of the impulse responses of the
recording device, hmic[n], recording environment, a[n], playback device (speaker), hspk[n], and playback environment, b[n], i.e.,
h1[n] lumps together all three impulse responses. In particular,

h1½n�¼hmic½n� � a½n� � hspk½n� � b½n�: ð3Þ
If there is a presence of extra additive noise, h[n], then Eq. (2) becomes, however, here h[n] is assumed to vanish (h½n�¼0).

re½n�¼s½n� � h1½n�þh½n�: ð4Þ
The speech signal recorded with the playback device contains convolutional and additive distortions from the intermediate

devices. The most crucial part in the detection of replay attack occurs during the process of feature extraction. To obtain the dis-
criminatory information for genuine and replay speech signals, the focus should be on the representation of the spectral charac-
teristics obtained from the intermediate devices. Eq. (2) represents the convolution term that transforms to an additive relation
when converted to the real cepstral domain (by ignoring phase information), and it is given by Rafi et al. (2017):

re¼sþh1; ð5Þ
where re, s, and h1 represent the cepstral vectors of the replay, the genuine speech signal, and the impulse response of intermedi-
ate devices, respectively. Eq. (5) indicates that genuine and replayed speech are related by an additive relation due to the LTI
assumption used in this work. The features extracted from the replay signal are also affected by the recording process.

The acoustical behavior of the speech signal recorded in different environments have differences in the speech signal. The
speech signal when recorded in noisy environment will have distortion in the signal. However, its effect on the acoustical charac-
terization of replay has yet to be analyzed. Replay speech is affected by the reverberation, which is included during recording of
the speech signal and hence, the basics of reverberation effect are explained in the next Section 2.2.

2.2. Basics of reverberation

The replay speech signal is a re-recording of a target speaker’s voice captured unknowingly from a distance with the help of a
recording device. The recording can be done at different places, such as bedroom, balcony, canteen, office, or home. When the
recording is done within a closed room, reverberation may be introduced severely by the replay mechanism. Reverberation is the
phenomenon of sound that is a result of multiple reflections from surfaces, such as furniture, people, or air media in a closed sur-
face (Rev). Sound energy builds up with each reflection and decays gradually as they are absorbed by the surfaces of objects in
the enclosed space. The reflections can be 1st order (with only one deviation) or 2nd order (with two deviations) from walls, sur-
faces, and direct paths without any deviations.

The impulse response of a transmission is known to carry information of the acoustic environment, however, under an
assumption of a Linear Time-Invariant (LTI) system (Houtgast and Steeneken, 1985; Blesser and Salter, 2009; Kuttruff, 2016).
Conventionally, a replay signal (with reverberation), srev[n], is modeled as a convolution of the natural speech signal, s[n], with
the impulse response of the acoustic environment, r[n], (Kuc, 1988; Kinoshita et al., 2016), i.e.,

srev½n�¼s½n� � r½n�: ð6Þ



Fig. 2. Convolution of genuine speech with an impulse response (i.e., sequence of impulses at different echo locations) to obtain the reverberant replay speech
signal.
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If additive noise h[n] is present, then Eq. (6) becomes Eq. (7), however, here h[n] is assumed to vanish (h½n�¼0).

srev½n�¼s½n� � r½n�þh½n�: ð7Þ
The natural speech is repeated, time-shifted, and scaled for every non-zero point in the impulse response and the resulting

signals are summed as shown via a schematic representation in Fig. 2.
The non-stationary mono-component signal can be mathematically expressed as (Boashash, 1991; Cohen, 1995):

s½n�¼a½n� cos f½n�; ð8Þ
where a[n] is the slowly-varying instantaneous amplitude and f[n] is the instantaneous phase (Cohen, 1995). The non-stationary
multi-component signal can be defined as the superposition of `M0 numbers of mono-component signals given as:

smulticompnent ½n�¼
XM

i¼1
ai½n� cos fi½n�: ð9Þ

As discussed earlier, reverberation includes delay and changes in amplitude, forming close copies of a genuine signal that corre-
spond to different reflections, modeling the reverberation and understanding how the parameters related to the model affect
both physical and perceptual properties of reverberation (Wen, 2009; Traer and McDermott, 2016). Different types of reverbera-
tion models are a time-frequency room model, novel signal-based measurement, reverberation decay tail measure, and coloura-
tion measure (Wen, 2009). From a signal processing viewpoint and under the assumption of a fixed acoustic environment,
reverberation can be modelled as a linear time-invariant (LTI) system with room impulse response (RIR), h[n], with the input sig-
nal, s[n], to give the output signal srev[n]. The reverberation process can then be written as the convolution between the input
and the RIR:

srev½n�¼
X

i

kis½n�ni�; ð10Þ

where s[n] and srev[n] are the genuine and reverberated signals, respectively, and ki and ni are the change in amplitude and delay
of each sample, respectively, for i number of reflections that occurred in the closed room. When we compare Eq. (9) and Eq. (10),
we can say that reverberation changes a mono-component signal into multi-component signals. The duplicates are spectrally
very close to each other (Arroabarren et al., 2006).

Reverberation introduces delay and attenuation to produce close copies of the genuine signal corresponding to the different
reflections of the acoustical signal in the environment (Arroabarren et al., 2006). It can be observed from Fig. 3 that the replay
speech samples are shifted from the genuine components, and the amplitude also varies compared to the genuine signal.
Fig. 3. Segment of speech signal showing the effect of reverberation for a replay signal (dotted line) in terms of delay in each speech sample, and changes in
amplitude compared to the genuine speech segment (solid line).



Fig. 4. Time-domain speech signal for speech that is (a) genuine and (b) reverberated (replay). After (Kamble and Patil, 2019; Houtgast and Steeneken, 1985).
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Discrete early reflections (1st or 2nd order reflections) are typically involved in the early regions of an impulse response. The
discrete early reflections can be simulated by means of a tapped delay line, which allows replicating some versions of the input
signal, each delayed by a different amount (Traer and McDermott, 2016). The time-domain speech signals are shown for both
genuine (Fig. 4(a)) and reverberated speech signals in (Fig. 4(b)). The reflections further become densely packed in the time-
domain, composing a diffuse tail (as seen in Fig. 4(b)) (Traer and McDermott, 2016). The time of the peak indicates ‘how long is
the delay that a reflected signal will arrive at the recording device?’, and the amplitude of the peak shows the amplitude of the
reflected signal (Traer and McDermott, 2016). The first peak of the reverberated signal corresponds to the signal that arrives
directly from the source of the recording, which arrives with the shortest possible delay. The other subsequent peaks arrive
because of reflections, each related to its particular path that comes in its way. Eventually, the reflections become sufficiently
dense that they indeed overlap in time. Because energy is absorbed by environmental surfaces with each reflection (as well as by
air), longer paths produce lower amplitudes, and the overlapping echoes produce a “tail” in the impulse response that decays
with time (Traer and McDermott, 2016).

If a room does not have any signal absorbing surfaces, such as wall, ceiling, and floor, the signal bounces back from surfaces
and takes very long (theoretically, infinite) time for the signal to end. In such a room, the listener or the recording device will
hear/record both the direct signal as well as the repeated reflected signal waves. If these reverberations are excessive, the sound
may run together with a loss of articulation, and it may become muddy and also garbled (Rev). Larger rooms have few reflections,
resulting in a slow decay of reverberated signals, and the decay rates are also affected by material, such as carpet, curtains, sofa-
sets. Reverberation is also found to distort the structure of source signals in the spectral energy density as shown in Fig. 5 via
spectrograms (Patil and Kamble, Hawaii, USA, 2018; Traer and McDermott, 2016; Kamble et al., 2018; Kamble and Patil, 2018).
The time-domain speech signals for genuine (Panel I) and replay speech (Panel II) are shown in Fig. 5(a) corresponding to their
spectral energies in Fig. 5(b). The highlighted regions in spectral energy densities show the distortions that are included because
of reverberation. Distortion is due to decay in spectrum and hence, a kind of energy loss (Tak and Patil, 2018).
3. Analysis of reverberation using the TEO

An algorithm derived by Teager uses a nonlinear energy tracking operator (Teager, 1980; Teager and Teager, 1990; Kaiser,
1990). For a mono-component discrete-time signal, x[n], the TEO, (Cd{ ¢ }), is defined as (Kaiser, 1990):

En¼Cdfx½n�g¼x2½n��x½n�1�x½nþ1�; ð11Þ
where En gives the running estimate of the signal’s energy that is under consideration. The TEO cannot be applied directly on a
speech signal as it is the summation of multi-component signals. Hence, the speech signal is bandpass filtered to obtain ‘N’ num-
ber of narrowband filtered signals, and then the TEO is applied on the ith narrowband filtered signals, i.e.,Cd{xi[n]}.

Further simulation is performed to observe the effect of reverberation on the Teager energy profiles of synthetic speech (i.e.,
simulated genuine), and corresponding replay signals in Fig. 6. The train of impulses (Fig. 6(a)) is convolved with a damped sinu-
soid signal (Figure 6(b)), producing a convolved signal (Fig. 6(c)). Now, assume the convolved signal in Fig. 6(c)) is a simulated
genuine speech signal. Now, to obtain a reverberated signal, we convolved the simulated genuine speech signal (Fig. 6(e)) with a
train of impulses representing echo (Fig. 6(d)), and obtained a synthetic reverberated signal having close copies of the original
genuine signal (Fig. 6(f)).



Fig. 5. (a) Time-domain speech signal, and (b) corresponding spectral energy densities via spectrograms of genuine (Panel I) and replay (Panel II) speech signals,
highlighted regions oval, and boxes show the distorted spectral regions.

Fig. 6. (a-d) Train of impulses and echoes to model reverberation; (b) damped sinusoid signal; (c-e) convolved signal obtained from (a) and (b); (f) convolved sig-
nal obtained from (d) and (e).
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The impulse response for the reverberated signal in Fig. 6 had an echo kept with a particular time interval, i.e., an impulse
arrives after every 8 ms. However, in a real case scenario, it may not be the case, i.e., the echo impulses may arrive with a small
interval gap or it may arrive with a large delay as well depending upon aspects of the acoustic environment.

We observed that the Teager energy traces of replay speech signal segment recorded for different environments, such as
(Panel I) balcony, (Panel II) bedroom, (Panel III) canteen, and (Panel IV) office are as shown in Fig. 7(b). The extra pulses are
observed when the replay speech signal is recorded in a closed room, such as a bedroom and office as shown in Fig. 7 (Panel II
and Panel IV (b)). On the other hand, extra impulse-like energy traces are not observed for replay speech recorded on a balcony
and canteen environments Fig. 7 (Panel I and Panel III (b)).

The TEO profiles show high energy pulses around the Glottal Closure Instant, because of impulse-like excitation to the vocal
tract system, and this sudden glottal closure of the vocal folds produces high energy and thus, the TEO produces high energy
around these regions (Patil and Parhi, 2010). Along with high Teager energy pulses, bumps are observed around the energy
pulses, indicating significant contribution of nonlinear effects during the speech production process (Patil and Parhi, 2010).

In this Section, we studied modulations of energy estimated via a TEO profile to emphasize the impulse that arrives because of
echo/reverberation. Furthermore, we observed that for different environments, the Teager energy traces obtained are different.
In particular, for a closed room (such as bedroom, office) extra energy traces are observed because of echo impulse. Hence, these
observations motivated us to extract features that are based on the energy traces, and thus, the proposed Teager Energy Cepstral
Coefficients (TECC), which is discussed in the next Section.

3.1. Teager energy features

The functional block diagram of the proposed TECC feature extraction is shown in Fig. 8. Here, the input speech signal is
passed through a pre-emphasis filter having a system function, HðzÞ¼1�az�1; with a typical value of a¼0:97 (Deng and O’Sh-
aughnessy, 2003), to emphasize high frequency regions (Witkowski et al., 2017).

This pre-emphasized speech signal is then passed through a Gabor filterbank to obtain narrowband filtered signals.



Fig. 7. (a) Time-domain speech segment of replay signal recorded in balcony (Panel I), bedroom (Panel II), canteen (Panel III), and office (Panel IV) along with their
corresponding Teager energy profiles (b). Highlighted ovals show the extra impulse-like Teager energy traces observed replay speech recorded in closed room.
The center frequency of a filter used in the Gabor filterbank is around 1st formant = 500 Hz to extract the Teager energy profiles.

Fig. 8. Functional block diagram of the proposed TECC feature set. After Kamble and Patil (2019).
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The Gabor filter is compact, smooth, and also has optimal joint time-frequency resolution, and thus, distortions and noise
present in distinct locations, time or frequency, do not significantly interfere with the filter responses (Mallat, 1999). The optimal
criteria here is to be able to achieve the minimum time-bandwidth product that is dictated by Heisenberg’s uncertainty principle
in a signal processing framework (Mallat, 1999); in particular, the following statement. The temporal variance s2

t and the fre-
quency variance s2

v of a signal f(t) 2 L2(R) (Hilbert space of finite energy signals) satisfy

s2
t :s

2
v�1=4: ð12Þ

This inequality becomes equality if and only if f(t) is Gaussian, where s2
t :s

2
v is called the time-bandwidth product (which is also

the area of the Heisenberg box). Studies in Kamble et al. (2018) and Kamble and Patil (2017) found that the linearly-spaced center
frequencies have good resolution in both the lower and higher frequency regions that make it more reliable to compute the spec-
tral information. Hence, the narrowband filtered signals are obtained at center frequency, which are linearly-spaced between
fmin=10 Hz, and fmax=8000 Hz. The impulse response, h(t), of each Gabor filter is given by (Maragos et al., 1991) :

hðtÞ¼expð�b2t2ÞcosðvctÞ; ð13Þ
where vc is the center frequency (in Hz) of the filter chosen as per the frequency scales of Equivalent Rectangular Bandwidth
(ERB), Mel, and linear. The parameter b controls the bandwidth of a subband filter. The Gabor filterbank has linear phase response
characteristics and hence, it maintain the same pattern (shape) of the filtered speech signal (within the passband of each filter)
with a delay in time that is equal to the group delay function (in seconds) of the filter (Klapper and Harris, 1959).

The center frequencies for ERB and Mel scale have a number of cut-off frequencies in the lower frequency regions. Motivated
by the studies of auditory perception in humans, the center frequencies of the ERB and Mel scales have narrow and wider band-
width in the lower and higher frequency regions, respectively (Glasberg and Moore, 1990; Stevens et al., 1937). In the case of a
linear scale, all the sub-band filters have almost equal bandwidth and hence, have good resolution in the lower and higher fre-
quency regions, which makes it more reliable to estimate the spectral information.

Moreover, the original concept of the TEO was developed on a mono-component signal and thus, application of the TEO
demands at least the signal under consideration to be bandpass filtered through a narrowband filter. Hence, we have used a lin-
ear-spaced filterbank rather than its triangular counterpart, which is known to have wider frequency intervals (due to the Mel
warping), at higher frequency regions. The filtered subband signals obtained from the linearly-spaced Gabor filterbank are
applied to the TEO block and compute the instantaneous energy of each subband filtered speech signal. Furthermore, these



Table 1
Statistics of ASVspoof 2017 Version 2.0 challenge
database. After (Delgado et al., 2018).

Subset # Speakers # Utterances

Genuine Spoofed

Training 10 1507 1507
Development 8 760 950
Evaluation 24 1298 12008
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Teager energy profiles are passed through frame-blocking, and averaged with a short window of 20 ms and with a window shift
of 10 ms followed by a logarithm operation to compress the data. To obtain a low-dimensional representation that has compact
energy, a Discrete Cosine Transform is applied along with Cepstral Mean Normalization (CMN) (also known as Cepstral Mean
Subtraction (CMS)) to reduce the channel mismatch/distortion conditions (Molau et al., 2003). Finally, the retained few Discrete
Cosine Transform coefficients, i.e., Teager Energy Cepstral Coefficients (TECC) are appended along with their D and DD features
to obtain a higher-dimensional feature vector.

4. Experimental setup

4.1. Database

We perform experiments on the ASVspoof 2017 Challenge version 2.0 database, which is mainly based on the RedDots corpus,
and its replay speech version (Kinnunen et al., 2017a; Delgado et al., 2018; Lee et al., 2015; Kinnunen et al., 2017b). The version
2.0 database presents in-depth analysis of the replay speech detection performance along with a detailed description of playback
and recording devices. All utterances in the database have a sampling rate of 16 kHz, and resolution of 16-bits per sample. The
statistics of the database are summarized in Table 1 (Delgado et al., 2018).

4.2. Feature parameterization

The parameters selected for different feature sets depends upon the earlier studies as given below:
Details of CQCC (Delgado et al., 2018; Todisco et al., 2016; 2017): To extract CQCC features, a constant Q transform (CQT) is

used that employs variable time-frequency resolution. Furthermore, CQCC features are extracted with Fmax¼FNYQ ; where FNYQ is
the Nyquist frequency of 8 kHz. The minimum frequency is set to Fmin¼Fmax=2

9 � 15Hz. The number of bins per octave B is set to
96. Features are extracted with 30 DCT static coefficients (with log-energy), resulting in a total 90-D feature vector.

Details of MFCC (Patil et al., 2017; Kamble and Patil, 2019; Kamble et al., 2018; Davis and Mermelstein, 1980): To extract
MFCC features, speech signal is passed through the frame-blocking with 20 ms windowwith 10 ms frame shift. We used 40 trian-
gular Mel subband filters. Features extracted with 13-dimensional static features plus 13-delta and 13-double-delta features to
get 39-dimensional feature vector. Similarly, LFCC features are extracted along with difference in frequency scale (i.e., linear scale
is used) and the features extracted with 40-dimensional static features plus 40-delta and 40-double-delta features to get 120-
dimensional feature vector (Kamble and Patil, 2019; Sahidullah et al., 2015).

From our earlier studies, we found that the TECC feature set performed better with the 40 subband filtered signals with a 120-
D feature vector (Kamble and Patil, 2019). If we reduce the number of subband filters or feature dimension, the performance of
the SSD system degrades and hence, we choose the parameters as mentioned in the Table 2.

The Gaussian Mixture Model (GMM) classifier is used for modeling the genuine and replay classes with 512 Gaussian compo-
nents in the GMM. The final scores are represented in terms of Log-Likelihood Ratio (LLR). The decision of the test speech being
genuine or replay is based on the scores of LLR, i.e.,

LLR¼ log
PðXjH0Þ
PðXjH1Þ ; ð14Þ

where P(X|H0) and P(X|H1) are the likelihood scores of genuine and replay trials, respectively. To explore the possible comple-
mentary information present in various feature sets, we computed score-level fusion of two feature sets, given by Murty and Yeg-
nanarayana (2005):
Table 2
Details of features extraction parameters.

Parameters CQCC LFCC MFCC TECC

Freq. Scale - Linear Mel Linear
Subband Filters - 40 40 40
Fmin (in Hz) 15 0 0 10
Fmax (in Hz) 8000 8000 8000 8000
Dimension 90 120 39 120



Fig. 9. Results in % EER on development set with varying the number of subband filtered signals in a filterbank.
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LLKfused_feature¼aLLKfeature1þð1�aÞLLKfeature2; ð15Þ
where LLKfeature1, and LLKfeature2 are the log-likelihood scores of feature1 and feature2, respectively. The fusion parameter a lies
between 0 and 1.

4.3. Performance measures

The ASV system uses a standard evaluation metric, i.e., Equal Error Rate (EER), which is indicated on the Detection Error
Trade-off (DET) curve (Martin et al., 1997). The DET curve is used to study the performance of the SSD system. When the operat-
ing point in the DET curve of the False Acceptance Rate (FAR) and the False Rejection Rate (FRR) or miss probability is equal, then
it is referred to as EER.

5. Experimental results

5.1. Results on ASVspoof 2017 V2.0 Database

5.1.1. Results on the development set
This section presents the experiments performed on the development set in order to optimize the parameters on the evalua-

tion set, such as the approximate number of subband filtered signals, and the choice of bandwidth of subband filters in the Gabor
filterbank.

Effect of the Number of Subband Filters:
The human auditory system carries several thousands of filters, which results in a dense filterbank in the frequency-domain

(Dimitrios et al., 2005; Vijayan et al., 2014; 2016). To compute the Teager energy features accurately, we increased the number of
subband filters in the Gabor filterbank. Results with the increase in the number of subband filtered signals are shown in Fig. 9. It
can be observed that with 40 subband filters in the filterbank, we obtain a very high EER of 25.07% on the development set. As
we increase the number of subband filters in the filterbank, the EER goes on decreasing about 50% from the EER obtained using
40 subband filters. The low EER of 11.82% was obtained with 80 subband filter signals. However, when we further increase the
subband filtered signals to 100, the EER increases. The filters overlap with each other and hence, discriminative information is
lost that results in a degrading of the SSD performance.

Effect of Bandwidth in Subband Filters:
The formant transitions, in particular for the higher formants, are important when it comes to speaker-related information

(namely, a speaker identification or verification task). The higher formants, or the energy present in higher frequency, indeed
help to distinguish the replay speech signal from its natural counterpart. The higher spectral energy information depends on the
process of how it is extracted, in particular, the frequency scale used in the filterbank, the bandwidth of a subband filter, and the
shape of subband filters. The choice of the bandwidth in a subband filter should not be too narrow, nor should it be wider. If the
bandwidth of the subband filter is too small then the filtered signal may not capture the formant transition well, whereas if the
bandwidth is too large, the features extracted are inaccurate (Vijayan et al., 2016). Hence, after a certain bandwidth, further wid-
ening of the bandwidth results in poor frequency resolution and hence, it degrades the performance (Kamble et al., 2018; Vijayan
et al., 2014; 2016). Using 80 subband filters as it gave lower EER (discussed in Section 5.1.1), we performed further experiments
by varying the bandwidth of a filter from 50 Hz to 400 Hz. The results obtained by varying the bandwidth are shown in Fig. 10.
Using 100 Hz bandwidth, we obtained lower EER of 10.80% on the development set compared to other choices of bandwidths.

In addition, we also performed an experiment without integrating the Gabor filterbank, to investigate the importance of the
filterbank for the proposed approach. Table 3 shows the results (with and without the filterbank), on the development and evalu-
ation sets for the TECC feature sets. It can be observed that the EER obtained for the TECC feature set gave high EER for both devel-
opment and evaluation sets. Hence, for the proposed feature sets, the bandpass filtering is a must to estimate the corresponding
narrowband component signals. This is primarily due to the fact that the TEO works on mono-component signals (as the TEO



Fig. 10. Results with varying the bandwidth on the development set.
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represents a running estimate of signal’s energy, which models simple harmonic motion (Kaiser, 1990)), and the fact that speech
is inherently a multi-component AM-FM signal and thus, requires bandpass filtering to separate various components.

Furthermore, we performed the experiments by replacing the linearly-spaced gabor filterbank with the linearly-spaced Mel
filterbank during the TECC feature extraction process. The EER obtained are shown in Table 4. It can be observed that though the
frequency spacing is kept linear for both Gabor and Mel filterbank the shape of the filter do matter during feature extraction pro-
cess. The EER obtained fromMel filterbank do not perform better compared to the Gabor filterbank.
5.1.2. Results on the evaluation set
Based on the experiment performed on the development set, parameters were optimized based on the development set, and

later carried forward to the evaluation set. In particular, 80 subband filters using 100 Hz bandwidth in the filterbank was used to
compute the TECC feature set. In addition, we analyzed the effect of EER depending on replay configurations, in particular:
change in acoustic environment, playback and recording devices on the evaluation set.
5.1.3. Results using score-level fusion
Table 5 shows the results in EER on the development and evaluation datasets. We compared the TECC feature set with other

existing feature sets, namely, CQCC, MFCC, and LFCC. On the ASVspoof 2017 version 2.0 database, the post-evaluation baseline
was modified from the earlier baseline in the form of having the log-energy coefficients, and the Cepstral Mean Variance Normal-
ization (CMVN) method; the enhanced baseline results are reported in Table 5. While the post-evaluation CQCC baseline system
Table 3
Results in terms of EER (%) on ASVspoof 2017 database
obtained with and without applying filterbank.

Feature Set Without Filterbank With Filterbank

Dev Eval Dev Eval

TECC 40.94 42.33 10.80 11.41

Table 4
Results (in % EER) of TECC feature sets using linearly-
spaced Gabor filterbank vs. linear-spaced Mel filter-
bank .

Filterbank Parameters Dev Eval

Linearly-Spaced Mel Filterbank 24.80 29.49
Linearly-Spaced Gabor Filterbank 10.80 11.41

Table 5
The final results (in % EER) on the develop-
ment and evaluation sets.

Feature Set Dev Eval

CQCC (Post Eval) 9.06 13.74
CQCC (Our baseline1) 12.81 19.04
MFCC 24.19 26.90
LFCC (Our baseline2) 16.76 13.90
TECC 10.80 11.41
TECC+CQCC 8.90 11.77
TECC+MFCC 13.13 13.64
TECC+LFCC 8.10 10.49
CQCC+LFCC+MFCC 7.37 12.06
CQCC+LFCC+MFCC+TECC 6.68 10.45



Fig. 11. DET curves for (a) development, and (b) evaluation set of ASVspoof 2017 V2.0 database.

Table 6
Comparison of feature sets on the evaluation set in
% EER on different replay configurations (RC).

Feature Acoustic Playback Recording
Set Environment Device Device

CQCC 17.85 16.43 18.06
MFCC 26.34 24.15 24.49
LFCC 15.18 14.48 14.85
TECC 11.41 10.42 11.20
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includes log-energy coefficients (Delgado et al., 2018), our baseline does not use it. In addition, we also considered LFCC as our
second baseline, since the TECC feature set is extracted with the linear frequency scale. The MFCC feature set was also compared
as it is one of the state-of-the-art feature sets used in the speech literature. From Table 5, it can be observed that the relatively
low EER obtained with the TECC feature set resulted in 10.80% and 11.41% on the development and evaluation set, respectively.

Furthermore, in order to increase the performance of the replay SSD task, we further performed score-level fusion as per
Eq. (15) to obtain possible complementary information. The low EER obtained is with score-level fusion of the TECC and LFCC fea-
ture sets that resulted in 8.10% and 10.49% EER at fusion weight of a¼0:7 on the development and evaluation sets, respectively.
In addition, we also fused the scores of all the feature sets used and observed the importance of the TECC feature set. It can be
observed from Table 5, with the score-level fusion of the TECC along with CQCC, MFCC, and LFCC, that the performance of replay
detection is better compared to the other fusion of the feature set, indicating that the proposed feature set captures complemen-
tary information better than other feature sets alone or their fusion. The low EERs obtained were 6.68% and 10.45% on the devel-
opment and evaluation sets, respectively.

The performance evaluation is also shown by the DET curves for the CQCC, MFCC, LFCC, and TECC feature sets along with their
best score-level fusion results in Fig. 11. It is observed that the miss probability of CQCC, MFCC, and LFCC is very high for the given
FAR, which is not good for an ASV system. There is significant decrease in miss probability fusing the TECC feature set on the
development set as shown in Fig. 11 (left side), which is further reduced when the scores are fused with the LFCC feature set. We
observe a similar pattern for the development set; the evaluation set is also shown in Fig. 11 (right side). However, the TECC fea-
ture set and it’s score-level fusion with LFCC has relatively lower FAR compared to the other feature sets.
5.1.4. Effect of replay configurations (RC)
The updated ASVspoof 2017 Challenge version 2.0 database provides the detailed description of replay configuration, in par-

ticular, acoustic environment, playback, and recording devices (Delgado et al., 2018). There are in total 61 distinct different replay
configurations. The replay utterances encompass those of a playback and recording device along with an acoustic environment
through which sound propagates (Delgado et al., 2018). On the evaluation set, the EERs with all the feature sets for different
replay configurations are shown in Table 6. The overall performance of different replay configurations has low EER using the
TECC feature set. Hence, the TECC feature set is able to detect different replay configurations better compared to the other feature
sets. Furthermore, we analyzed the individual replay configurations discussed in the next sub-section.

The acoustic environment listed in Delgado et al. (2018) is the actual space in which the original speech data were re-
recorded. The ASVspoof 2017 Challenge version 2.0 database has in total 26 different environments, denoted E01-E26. Different
Fig. 12. Individual % EER for different environmental conditions with the CQCC, MFCC, LFCC, and TECC feature sets. After (Delgado et al., 2018).



Fig. 13. Individual % EER for different playback devices with the CQCC, MFCC, LFCC, and proposed TECC feature sets. After (Delgado et al., 2018).

Fig. 14. Individual % EER for different recording devices with the CQCC, MFCC, LFCC, and TECC feature sets. After (Delgado et al., 2018).

Fig. 15. Different levels of threats, namely, low (L), medium (M), and high (H), for the CQCC, LFCC, MFCC, and TECC feature sets on all replay configurations.
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environments have the variations included with the levels of additive ambient, convolution, and reverberation noise. The level of
noise in the environment is assumed to be inversely proportional to the threat that they pose to the ASV system.

Fig. 12 shows the individual EER for various environmental conditions on the evaluation dataset. We can observe that, using
the MFCC and CQCC feature sets, the EER for most of the environments is relatively higher compared to the LFCC and TECC feature
sets. However, the TECC feature set shows a lower EER for different environments.

Similar to different acoustical environments, there are 26 different playback devices denoted by P01-P26 (Delgado et al.,
2018). The EERs for all the different playback devices using all the feature sets are shown in Fig. 13. Similar to the acoustical envi-
ronments, the TECC feature set gave relatively lower EER for different playback devices compared to the other feature sets.

There are 25 different recording devices used during collection of replay speech denoted by R01-R25 (Delgado et al., 2018).
Fig. 14 shows the EER for different recording devices with all the feature sets on the evaluation dataset. Similar to acoustical envi-
ronments and playback devices, the pattern of lower EER is observed with the TECC feature set for different recording devices
compared to the other feature sets.

The acoustic environment, playback devices, and recording devices are classified into three different levels of threat, namely,
low, medium, and high. Fig. 15 shows the EER for different levels of threat using the CQCC, LFCC, MFCC, and TECC feature sets for
all different replay configurations. The high-level threats are difficult to detect because professional audio equipment, such as
active studio monitors and studio headphones, were used to produce replay samples. In addition, samples collected from studio
quality condenser microphones or hand-held recorders are assumed to be of higher quality and hence, give higher EER for high-
level threats. As the level of threat continues to increase, the EER also increases. The TECC feature set has lower EER for all levels
of threats compared to the other systems.

Finally, we compared the TECC feature set with other systems that were proposed for the replay SSD task on the ASVspoof
2017 Challenge version 2.0 database. Very few studies have been reported on the modified database as listed in Table 7. However,
it should be noted that strict comparison of various SSD systems reported in Table 7 from the SSD literature is not possible, pri-
marily due to differences in implementations, data partitions, feature dimensions, ways of computing the EERs, etc.

5.2. Results on the ASVspoof 2015 challenge

The performance of the TECC feature set is also evaluated on other spoofing databases, such as the ASVspoof 2015 Challenge,
BTAS 2016, and ASVspoof 2019 Challenge. The ASVspoof 2015 Challenge database was created for the ASV spoofing and counter-
measure challenge, and it is comprised of genuine and spoof speech data, in particular, synthetic speech and voice conversion



Table 7
Comparison of results (in % EER) on ASVspoof 2017 version 2.0
Challenge database.

Feature Set Classifier Dev Eval

CQCC (Delgado et al., 2018) (BL) GMM 9.06 13.74
LFCC GMM 10.58 16.62
MFCC GMM 24.19 26.90
PNCC (Tapkir et al., 2018) GMM 20.78 23.74
QLNCC (Tapkir et al., 2018) GMM 21.81 24.67
CILPR (Jelil et al., 2018) GMM 19.68 20.66
PSRMS (Jelil et al., 2018) GMM 33.38 28.16
eCQCC-DA (Yang et al., 2018) DNN 13.97 13.38
CQCC (Das and Li, 2018) GMM 8.93 12.20
IFCC (Das and Li, 2018) GMM 16.20 15.90
DCTILPR (Das and Li, 2018) GMM 22.69 14.03
RMFCC (Das and Li, 2018) GMM 23.58 20.49
Proposed:TECC GMM 10.80 11.41

Table 8
Comparison of results (in % EER) on the ASVspoof 2015 Chal-
lenge database. Feature parameters extracted are the same as
mentioned in Table 2. After (Kamble et al., 2020).

Feature Set Development Evaluation

MFCC (Kamble and Patil, 2017) 6.14 9.15
TECC 0.38 5.95
CQCC (Todisco et al., 2016) 0.0381 0.255

Table 9
Results in (% EER) for the BTAS 2016 Database.
Feature parameters extracted are the same as
mentioned in Table 2. After (Kamble et al.,
2020).

Subset Baseline MFCC CQCC TECC

Dev 5.91 3.66 3.05 2.25
Eval - 7.59 18.86 4.51

Fusion with TECC
Dev - 2.20 2.25 -
Eval - 4.43 4.51 -
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(Wu et al., 2015a). Brief details of the database are given in Wu et al. (2015a,b). The results obtained on the development and
evaluation sets of the ASV spoof 2015 Challenge database are reported in Table 8. It can be observed that, on the development
set, the TECC feature set results in 0.38% EER (Kamble et al., 2020). However, the best performing feature set, i.e., CQCC, gave a
lower EER of 0.038%.

5.3. Results on BTAS 2016

The detailed statistics of the database are given in Korshunov et al. (2016). The organizers of the BTAS 2016 Challenge pro-
vided a baseline system that uses the simple spectrogram-based ratio as feature, and logistic regression as classifier. The results
on the development and evaluation sets are shown in Table 9. We compared our results with the baseline system, MFCC, and
CQCC feature sets. It can be observed that the TECC feature set results in lower EERs of 2.25% and 4.51% on the development and
evaluation sets, respectively, compared to the baseline system, MFCC, and CQCC feature sets (Kamble et al., 2020).

We further used score-level fusion of MFCC and CQCC with the TECC feature set to obtain possible complementary informa-
tion, and reduce the % EER further (as shown in Table 9). The score-level fusion reduced the EER to 2.20% with the MFCC and
TECC feature sets (with the fusion factor, a= 0.8 in Eq. 15), and with the CQCC feature set, it reduced to 2.25% (with fusion factor
a= 0.9 in Eq. 15). On the other hand, on the evaluation set, the score-level fusion reduced only with the fusion of the MFCC and
TECC results in 4.43% EER (with fusion factor a= 0.9 in Eq. 15) whereas with the CQCC feature set, the EER did not reduce.

5.4. Results on the ASVspoof 2019 challenge

The organizers of the ASVspoof 2019 Challenge provided a baseline system for both Logical and Physical Access (LA and PA)
tasks (Todisco et al., 2019). We observed that the spectral energy density obtained from the Teager energy-based approach has



Table 10
Comparison of the TECC feature set with other sys-
tems for the LA task of the ASVspoof 2019 Chal-
lenge database. Feature parameters extracted are
the same as mentioned in Table 2.

Dev Eval

Feature Sets EER t-DCF EER t-DCF

CQCC 0.43 0.0123 9.57 0.2366
LFCC 2.71 0.0663 8.09 0.211
TECC 0 0 7.51 0.1940

Table 11
Comparison of the TECC feature set with other systems
for the PA task of the ASVspoof 2019 Challenge data-
base. Feature parameters extracted are the same as
mentioned in Table 2.

Dev Eval

Feature Sets EER t-DCF EER t-DCF

CQCC 9.87 0.1953 11.04 0.2456
LFCC 11.96 0.2554 13.54 0.3017
TECC 24.7 0.62441 43.62 0.8085
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high energy across entire frequency regions (because of the linearly-spaced Gabor filterbank) as compared to the spectral energy
density obtained from the traditional spectrogram, and MGD spectrum. The baseline system utilizes two feature sets, namely,
CQCC and LFCC with 512 mixtures for modeling genuine and corresponding spoof models in GMM. The ASVspoof 2019 Challenge
uses the minimum Tandem-Detection Cost Function (t-DCF) as the evaluation metric along with EER (Todisco et al., 2019). Due
to the computational load for the available hardware, fewer Gaussians mixtures were used for the TECC feature extraction (i.e.,
256 Gaussian mixtures for LA and only 64 Gaussians mixtures for the PA task). From Table 10, it can be observed that the TECC
feature set performed better than the baseline systems. Furthermore, it should be that direct performance comparison of TECC
for SSD on ASVSpoof 2017 database is not possible primarily due to use of number of 512 Gaussian in GMM (as opposed to just
64 Gaussian on PA task of ASVspoof 2019). The results for the PA task are reported in Table 11. The training set for the PA task
contains twice the number of training files that were present in the LA set, which in turn increases the computational load on the
hardware and hence, we reduced the number of Gaussian mixture further. From Table 10, it can be observed that the TECC fea-
ture set did not perform well for the PA task, though it performed relatively best on the LA task. This is primarily due to the fact
that TECC is able to capture differences in real replay signal than the synthetic (simulated) replay signal w.r.t. corresponding
bonafide or natural signal. In particular, TEO being known to capture characteristics of natural speech production, brings out
more distinct TEO profile for real replay signal. In this context, we observed the differences between the natural, actual replay,
and simulated replay speech signal along with its corresponding TEO profiles in Fig. 16.

The comparison is made for the speech signals of ASVspoof 2017 (Panel I and Panel II) and ASVspoof 2019 (Panel III and Panel
IV) challenge databases. It can be observed from the TEO profiles that the replay signal from ASVspoof 2017 database preserves
the similar pattern of bumps as of natural speech signal. On the other hand, for ASVspoof 2019 replay signal it can be observed
that the TEO profiles are distorted because of the simulated noise added in the natural signal, and hence makes SSD system to
degrade the performance. This analysis shows that the simulated replay signal do not contain the nonlinearities of speech pro-
duction as it is preserved for the natural or actual replay signal. Furthermore, we also observe the score distribution pattern for
the ASVspoof 2017 and ASVspoof 2019 challenge database as shown in Fig. 17. For the simulated replay, TEO profile gives noise-
like signal which we believe distorts the log-likelihood scores of genuine and impostor trials.
Fig. 16. (a) Time domain speech signals Pane I and Panel II: natural and actual replay signal form ASVspoof 2017 database. Panel III and Panel IV: natural and sim-
ulated replay signal form ASVspoof 2019 database. (b) shows the corresponding Teager energy profiles.



Fig. 17. LLR scores distribution for TECC feature set on (a) ASVspoof 2017, and (b) ASVspoof 2019 corpus.

Table 12
Results in % EER on ASVspoof 2017, ASVspoof 2019, and
the Real PA challenge database. Feature parameters
extracted are the same as mentioned in Table 2.

Feature ASVspoof 2017 ASVspoof 2019 Real PA

Sets Dev Eval Dev Eval Eval

CQCC 12.81 19.04 9.7 11.04 15.71
TECC 10.80 11.41 24.7 43.62 39.16
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In addition, a comparison of the ASVspoof 2017, ASVspoof 2019, and real PA of the ASVspoof 2019 Challenge databases are
shown in Table 12. On the ASVspoof 2017 Challenge database, EERs of 10.80% and 11.41% are obtained with the TECC feature set
on the development and evaluation sets, respectively. The similar set of features did not perform well on the controlled acoustic
environment, i.e., for the ASVspoof 2019 Challenge database, it results in 24.7% and 43.62% EER on the development and evalua-
tion sets, respectively. The absolute difference on the development set for both replay databases is approximately 15%, which is a
huge difference for the SSD task. The performance of the SSD system degrades in the case of the ASVspoof 2019 Challenge data-
base, as this database is simulated and has controlled acoustical conditions. This proves that the same feature set does not work
for different acoustical conditions, and hence, there is a need for more generalized features for the SSD task. Furthermore, when
the experiments were performed on the real PA database of ASVspoof 2019, the EER reduced from 43.62% to 39.16%.

6. Summary and conclusions

This study analyzed the effect of reverberation using the TEO for the replay SSD task. We first studied the basic mechanism of
the replay signal, the factors involved during the replay process, the mathematical model of reverberation, and relevant discus-
sion of the TEO. For the replay speech signal, the concept of reverberation was also analyzed and we observed the delay and
change in amplitude components for the replay speech signal. The delay and change of amplitude in the replay speech signal
occur because of the reverberation. The reverberated signal is also affected by material present in the recording environment, the
shape and size of the room, and the sound absorbing property of the material kept in the room.

In order to emphasize high-frequency regions, features were extracted using a pre-emphasis filter. The frequency resolution
of the linearly-spaced Gabor filterbank is explicitly related to the number of subband filters in filterbank. By increasing the num-
ber of subband filters, the frequency resolution is improved, and thus it captures more detailed spectral characteristics. Further-
more, we used the energy of the subband filtered speech signal estimated via the TEO to calculate the EER of individual replay
configurations. The TECC feature set gave lower EER for all replay configurations and also for different levels of threats for the
ASV system.

We further compared the performance of the TECC feature set with state-of-the-art feature sets, namely, CQCC, LFCC, and
MFCC. The experiments demonstrated on the ASVspoof 2017 Challenge version 2.0 database with the TECC feature set gave bet-
ter results than the other systems. The TECC feature set when fused at the score-level fusion with the CQCC, MFCC, and LFCC fea-
ture set improved the system performance compared to that for individual feature sets. Furthermore, on the evaluation set, we
investigated the replay configurations, namely, acoustic environment, playback and recording devices with the proposed feature
set. We observe that the TECC feature set gave lower EER for all the different conditions of threat compared to the other system.
For the high-level threat and high quality devices used during playback and recording, the EERs are quite high. This needs further
investigation to detect the high level replay configuration threat.

In addition, we also performed the experiments on the other state-of-the-art spoofing databases to analyze the performance
of the proposed TECC feature set, namely, ASVspoof 2015 Challenge, BTAS 2016, and ASVspoof 2019 Challenge database. As the
proposed TECC feature set captures the characteristics of natural speech production, the performance varies depending on the
type of database used to evaluate the replay SSD system performance. In particular, the performance for machine-generated
speech signals (such as SS and VC) gave better results when compared to the recorded (replay) speech signals. The TECC feature
set gave better performance on the VC and SS spoof signals as observed for the ASVspoof 2015 and ASVspoof 2019 LA task. Also,
for the real replay spoof signals (of ASVspoof 2017 version 2 database), TECC performed better compared to the other feature
sets. However, it did not perform well for the synthetic generated replay signals (i.e., ASVspoof 2019 PA task) as TEO has the
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capability to capture the nonlinear aspects of natural speech production (Maragos et al., 1991; 1992; Quatieri, 2006; Teager and
Teager, 1990). For synthetic replay speech signals, these nonlinear aspects of speech production is not present and hence, TECC
fails to perform for these kind of spoof signals.

In the future, we plan to perform a detailed representation and investigation of reverberation effects on the replay signals that
are collected using high quality recording and playback devices. The amount of reverberation might be even more in some of the
bonafide far-field samples compared to near-field high quality replay speech and thus directly relying on the amount of reverber-
ation to test the replay spoof may be a little risky. In this context, a more detailed study and generalized countermeasure is
required to overcome the replay detection task. Furthermore, we plan to investigate the effect of reverberation on AM-FM com-
ponents and its relation to the proposed TEO framework for the different acoustic environments and intermediate device condi-
tions in the replay speech. Since this study is solely based on considering reverberation as a key factor to distinguish natural vs.
replay spoof, our method is not likely to produce good results for replay recorded in outdoor environments. In addition, our
approach ignores the fact bonafide utterances might also contains reverberant noises, such as in smart speakers.
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Sahidullah, M., Kinnunen, T., Hanilçi, C., 2015. A comparison of features for synthetic speech detection. INTERSPEECH. Dresden, Germany, pp. 2087–2091.
Sailor, H.B., Patil, H.A., 2017. Auditory feature representation using convolutional restricted Boltzmann machine and Teager energy operator for speech recogni-

tion. J. Acoust. Soc. Am. 141 (6), EL500–EL506.
Sanchez-Reillo, R., Sanchez-Avila, C., Gonzalez-Marcos, A., 2000. Biometric identification through hand geometry measurements. IEEE Trans. Pattern Anal. Mach.

Intell. (10), 1168–1171.
Sriskandaraja, K., Suthokumar, G., Sethu, V., Ambikairajah, E., 2017. Investigating the use of scattering coefficients for replay attack detection. Asia-Pacific Signal

and Information Processing Association Annual Summit and Conference (APSIPA ASC). IEEE, Kuala Lampur, Malaysia, pp. 1195–1198.
Stevens, S.S., Volkmann, J., Newman, E.B., 1937. A scale for the measurement of the psychological magnitude pitch. J. Acoust. Soc. Am. 8 (3), 185–190.
Stylianou, Y., 2009. Voice transformation: A survey. IEEE International Conference on Acoustics, Speech and Signal Proc., (ICASSP). Taipei, Taiwan, China, pp. 3585–

3588.
Suthokumar, G., Sriskandaraja, K., Sethu, V., Wijenayake, C., Ambikairajah, E., Li, H., 2018. Use of claimed speaker models for replay detection. IEEE Asia-Pacific Sig-

nal and Information Processing Association Annual Summit and Conference (APSIPA ASC). Hawaii, USA, pp. 1038–1046.
Tak, H., Patil, H., 2018. Novel linear frequency residual cepstral features for replay attack detection. INTERSPEECH. Hyderabad, India, pp. 726–730.
Tapkir, P.A., Kamble, M.R., Patil, H.A., 2018. Replay spoof detection using power function based features. IEEE Asia-Pacific Signal and Information Processing Asso-

ciation, Annual Summit and Conference (APSIPA-ASC) Hawaii, USA, pp. 1019–1023.
Teager, H., 1980. Some observations on oral airflow during phonation. IEEE Trans. Acoust. Speech Signal Proc. 28 (5), 599–601.
Teager, H., Teager, S., 1990. Evidence for nonlinear sound production mechanisms in the vocal tract. Speech Production and Speech Modelling. Springer, pp. 241–

261.
Todisco, M., Delgado, H., Evans, N., 2016. A new feature for automatic speaker verification anti-spoofing: Constant Q cepstral coefficients. Speaker Odyssey Work-

shop, 25, pp. 249–252.Bilbao, Spain
Todisco, M., Delgado, H., Evans, N., 2017. Constant Q cepstral coefficients: a spoofing countermeasure for automatic speaker verification. Computer Speech & Lang.

45, 516–535.
Todisco, M., Wang, X., Vestman, V., Sahidullah, M., Delgado, H., Nautsch, A., Yamagishi, J., Evans, N., Kinnunen, T.H., Lee, K.A., 2019. ASVspoof 2019: future horizons

in spoofed and fake audio detection. INTERSPEECH. Graz, Austria, pp. 1008–1012.
Traer, J., McDermott, J.H., 2016. Statistics of natural reverberation enable perceptual separation of sound and space. Proc. Natl. Acad. Sci. 113 (48), E7856–E7865.
Vijayan, K., Kumar, V., Murty, K.S.R., 2014. Feature extraction from analytic phase of speech signals for speaker verification. INTERSPEECH, pp. 1658–1662.
Vijayan, K., Reddy, P.R., Murty, K.S.R., 2016. Significance of analytic phase of speech signals in speaker verification. Speech Comm. 81, 54–71.
Wen, J., 2009. Reverberation: Models, Estimation and Application. Imperial College London.

http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0030
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0030
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0031
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0031
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0032
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0032
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0033
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0033
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0034
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0034
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0035
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0036
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0036
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0037
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0037
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0038
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0039
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0040
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0040
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0040
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0040
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0040
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0041
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0042
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0043
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0043
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0044
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0045
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0046
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0046
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0047
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0048
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0049
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0049
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0050
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0051
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0052
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0052
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0052
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0052
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0053
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0053
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0054
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0054
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0055
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0055
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0056
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0056
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0057
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0057
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0058
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0059
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0059
https://apsipa2018.org/Papers/PublicSessionIndex3.asp?Sessionid=1050
https://byjus.com/physics/reverberation/
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0060
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0061
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0061
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0062
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0062
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0063
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0063
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0064
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0064
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0065
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0066
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0066
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0067
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0067
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0068
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0069
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0069
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0070
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0071
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0071
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0072
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0072
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0073
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0073
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0074
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0074
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0075
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0076
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0077
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0078


M.R. Kamble and H.A. Patil / Computer Speech & Language 65 (2021) 101140 19
Witkowski, M., Kacprzak, S., Zelasko, P., Kowalczyk, K., Ga»ka, J., 2017. Audio replay attack detection using high-frequency features. INTERSPEECH. Stockholm,
Sweden, pp. 27–31.

Wu, Z., Evans, N., Kinnunen, T., Yamagishi, J., Alegre, F., Li, H., 2015. Spoofing and countermeasures for speaker verification: a survey. Speech Comm. 66, 130–153.
Wu, Z., et al., 2015. ASVspoof 2015: the first automatic speaker verification spoofing and countermeasures challenge. INTERSPEECH. Dresden, Germany, pp. 2037–

2041.
Yang, J., Das, R.K., Li, H., 2018. Extended constant-Q cepstral coefficients for detection of spoofing attacks. IEEE Asia-Pacific Signal and Information Processing

Association Annual Summit and Conference (APSIPA ASC), Hawaii, USA, pp. 1024–1029.
Yoshioka, T., Sehr, A., Delcroix, M., Kinoshita, K., Maas, R., Nakatani, T., Kellermann, W., 2012. Making machines understand us in reverberant rooms: Robustness

against reverberation for automatic speech recognition. IEEE Signal Process. Mag. 29 (6), 114–126.
Zen, H., Tokuda, K., Black, A.W., 2009. Statistical parametric speech synthesis. Speech Comm. 51 (11), 1039–1064.

http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0079
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0079
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0079
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0080
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0081
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0081
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0082
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0082
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0083
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0083
http://refhub.elsevier.com/S0885-2308(20)30073-5/sbref0084

	Detection of replay spoof speech using teager energy feature cues
	1. Introduction
	2. Effect of reverberation on the replay speech signal
	2.1. Basics of the replay speech signal
	2.2. Basics of reverberation

	3. Analysis of reverberation using the TEO
	3.1. Teager energy features

	4. Experimental setup
	4.1. Database
	4.2. Feature parameterization
	4.3. Performance measures

	5. Experimental results
	5.1. Results on ASVspoof 2017 V2.0 Database
	5.1.1. Results on the development set
	Effect of the Number of Subband Filters:
	Effect of Bandwidth in Subband Filters:
	5.1.2. Results on the evaluation set
	5.1.3. Results using score-level fusion
	5.1.4. Effect of replay configurations (RC)

	5.2. Results on the ASVspoof 2015 challenge
	5.3. Results on BTAS 2016
	5.4. Results on the ASVspoof 2019 challenge

	6. Summary and conclusions
	Declaration of Competing Interest
	Acknowledgments
	References


