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A B S T R A C T

This paper presents a design methodology for the FPGA-based simulation of the Universal Line Model (ULM).
The proposed approach yields a higher computational performance compared to alternative implementations
reported in the literature. Such performance allows the use of the FPGA model in real-time simulation appli-
cations or for the acceleration of offline EMT programs. A state-space approach is used to perform the time-
domain simulation of the pole-residue form of the rational fitting of the characteristic admittance and propa-
gation functions. The paper also discusses the appropriate scheduling of the ULM computations and proper
management of the history terms that lead to an optimized hardware utilization, low latency response times, and
higher computational performances using floating-point arithmetic.

1. Introduction

The Universal Line Model (ULM) [1] is a wide-band frequency-de-
pendent model for lines and cables. The model includes full frequency
dependency of the Transmission Line (TL) and cable parameters. The
ULM with its various improvements [2–4] is currently recognized as
being the most accurate wide-band model. The ability to run the ULM
on FPGA is justified by various application requirements such as
Hardware-in-the-Loop (HIL)-based testing of Travelling Wave Fault
Locators (TWFLs). Modern TWFLs can locate a fault within a tower span
( ± 300 m), but require 1 MHZ sampling rate to achieve such per-
formance. Real-time simulators can indeed be used for providing a
comprehensive test-bench for protection relays. Such a setup can be
beneficial in the sense that it provides flexibility for selecting power
system parameters as well as fault type and location while allowing the
regeneration of real-time signals. Moreover, real-time simulators pro-
vide the possibility of in-situ testing of protection relays. However, for a
HIL setup to function properly as a TWFL testbed, the simulated net-
work necessitates a sub-microsecond time-step as well as accurate fre-
quency-dependent line models [5].

CPU-based real-time simulation of the ULM have been shown to be
rather computationally expensive for real-time simulation purposes
because of the high fitting order of the lines [6], with simulation time-
steps in the > 10 µs range. On the other hand, FPGA-based real-time

implementations of the ULM have been proposed in the literature, but
fail to reduce the simulation time-step below 1 µs. Recently, an FPGA-
based implementation of the ULM for HIL-based testing of TWFLs has
been proposed in [7]. The line model is based on the second-order
realization of TL’s state-space equations[8] and achieves a time-step of
1.42 µs, while sustaining a clock frequency of 175 MHz.

To achieve a better performance, this work proceeds by increasing
the clock frequency and deepening the pipeline to improving the
computational performance. This however comes typically with a la-
tency penalty. Hence, a thought-out rescheduling of the ULM equations
is proposed to achieve more FLOPS at a lower latency. The real-time
simulation of the ULM reported in this work can sustain a 250 MHz
clock frequency and is shown to achieve a time-step as low as 200 ns,
while offering proper accuracy for HIL-based TWFL testing.

The remainder of this paper is organized as follows. The theoretical
background of the ULM is presented in Section 2. The proposed FPGA-
based design methodology for an ULM simulator is discussed in
Section 3. Section 4 elaborates on the test cases used to assess the
performance of the FPGA model against EMTP [9] and discusses the
footprint of the FPGA implementation as well as the computational
accuracy resulting from the use of a non-standard floating-point (FP)
format.
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2. Universal line model

2.1. ULM modelling approach

The aim of this section is to briefly recall the theoretical basis of the
ULM. Fig. 1 shows a typical multi-conductor line (or cable) of length l
with sending end k, receiving end m, characteristic admittance Yc, and
propagation function H. The frequency domain equations of the line are
solved at each end. The current Ik at end k is given by:

= −I I I2k shk ik (1)

=I Y Vshk c k (2)

=I HIik rm (3)

where Ik and Vk are the terminal current and voltage at end k, whereas
Iik is the incident current at node k, and Irm is the reflected current from
node m, as shown in Fig. 1a. Similar equations are obtained for the
receiving end m by interchanging subscripts k and m.

The time domain simulation of the TL is carried out using the ap-
proach described in [6]. From the equations, the line can be modeled by
making use of two Norton equivalents at both terminations, as shown in
Fig. 1b. The Norton equivalent for terminal k yields:

= −t t ti G v i( ) ( ) ( )k k k
hist

TL (4)

where GTL is the admittance matrix associated with the transmission
line (see Appendix A.1). We also have:

= −t t ti i i( ) ( ) ( )rk k ik (5)

The admittance Yc and propagation function H are rationally fitted
in the frequency domain, which results in the following pole-residue
identification forms:
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where N ,Yc Rj and pj are respectively the fitting order, residue matrices
and the poles resulting from the fitting of Yc. Likewise, Ng, N ,H

i Ri,j, pi,j
denote respectively the number of fitting groups, the fitting order of
each modal group i ( ∈ …i N{1, 2, , }g ), the residue matrices and the poles
resulting from the fitting of the propagation function H. τi is the
minimum phase delay associated with each modal group.

These approximations are evaluated in the time-domain using the
state-space approach discussed in [6]. State vectors xYc and xH are as-
sociated with Yc and H respectively and updated at each simulation
time-point using:

+ = + βt t α t tx x v( Δ ) ( ) ( )j j j j k
Y Y Y Yc c c c

(8)
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The time domain shunt and incident currents at the sending end k
are then obtained for the next time-point as follows:
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and contribute to the total history term as given below:

+ = + − +t t t t t ti i i( Δ ) 2 ( Δ ) ( Δ )k
hist

ik shk
hist (12)

The closed form expressions for the line parameters GTL, αj, αi,j, βi,j,
and Cj are given in Appendix A.1.

Propagation time delays τi are not integer multiples of the simula-
tion time-step. Hence, a circular buffer is employed to store past values
of the reflected current irm and a linear interpolation is used to obtain

−t τi ( )rm j and − +t τ ti ( Δ )rm j .

2.2. ULM time domain simulation

The following 6-step algorithm is used to simulate the ULM in time-
domain with a fixed time-step Δt.

1. Solve network equations to obtain the terminal voltages and the
reflected currents at each terminal of the line for the present si-
mulation time-point, i.e. vk(t), vm(t), irk(t), and irm(t);

2. Update the buffers storing reflected currents using the results from
Step 1);

3. For each terminal of the line, update the state vectors +t tx ( Δ )j
Yc

and +t tx ( Δ )i j
H
, using Eqs. (8) and (9) respectively;

4. Compute the shunt history vector +t ti ( Δ )sh
hist and the incident cur-

rent vector +t ti ( Δ )i at each terminal using Eqs. (10) and (11) re-
spectively;

5. Compute the total history vectors +t ti ( Δ )k
hist and +t ti ( Δ )m

hist for the
next time-point using Eq. (12);

6. Set = +t t tΔ and go to Step 1).

This algorithm is used as a foundation for the development of the
proposed FPGA-based ULM simulator shown in Fig. 2.

3. ULM hardware architecture

3.1. FPGA-based ULM solver

The FPGA-based simulation of the ULM is presented in Fig. 2a. It is
comprised of two main blocks, a Nodal Solver and a ULM Solver made
of multiple instances of the ULM Computing Engine. The nodal solver
composes network equations using the modified-augmented nodal
analysis (MANA) [9]. To achieve real-time performance, the inverse of
the MANA matrix is precomputed for all possible switch combinations
[10]. The two solvers proceed serially, which yields the following for-
mula for the minimum simulation time-step tΔ min :

= +t
f

Δ 1 {ℓ ℓ }min
max

NS ULM
(13)

where fmax is the maximum frequency that the FPGA model can handle,
whereas ℓ ,NS and ℓULM are the latencies of respectively the nodal and the
ULM solvers.

A closer view of the ULM Computing Engine is given in Fig. 2b. As
one can see, it is comprised of two convolutional kernels, one for

Fig. 1. (a) General view of a TL showing the reflected and incident currents in
its terminals k and m in frequency domain; (b) The Norton equivalents of the TL
in the time domain.
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conducting the convolutions involving Yc (Eqs. (8) and (10)), the other
for conducting the convolutions involving H (Eqs. (9) and (11)). The
two modules being executed in parallel, the latency of the ULM Solver
ℓULM is given by:

=
=

ℓ max(ℓ , ℓ )
i

N i i
Y HULM

1 c (14)

where N is the number of ULM instances, ℓ ,i
Yc and ℓi

H are the latencies of
respectively Module Yc and Module H of the ULM Computing Engine
instance i. These latencies are implementation-specific.

3.2. Low latency ULM computing engine

Fig. 3 presents two alternative methods for implementing the con-
volutional kernels. Method 1 is shown in Fig. 3a. It is a direct hardware
implementation of Eqs. (8)–(11). The Matrix-Vector Multiplication
(MVM) and State Update blocks are used to implement Eqs. (8) and (9)
in respectively the Yc and H modules of Fig. 3a. When fully pipelined,
Method 1 yields:

= + Nℓ ℓ dp
Y Y Yc c (15)

= +
=

N Nℓ ℓ maxdp
g

i

N i
H H H

1

g

(16)

where ℓ ,dp
Yc and ℓ dp

H are the datapath latencies of respectively the Yc and
H modules.

Our aim is to reduce these latencies in order to minimize the si-
mulation time-step. This is achieved in Method 2 by means of two
complementary optimizations:

• First, it is noted that the MVM precedes the State Update block in
Fig. 3a. However, the MVM can be executed in parallel to an al-
ternative State Update block in Module Yc if both part are properly
synchronized, which is done in Fig. 3b, resulting in a lower latency
ℓ opYc . Such an optimization is harder to obtain for Module H be-
cause an interpolation of past terms of irk needs to be performed,
making the rescheduling difficult. Hence, the MVM and the State
Update blocks are kept separate in Module H of Method 2.

• The second optimization results from the observation that Eqs. (9)

and (11) involve past terms only. Hence, the datapath latency of
Module H ℓ opH could be ignored if the history buffer was moved
from input to output. An input buffer would still be required
nevertheless because Eq. (9) combines terms involving different
modal delays τi. However, the input buffer would be less deep than
the one needed in Method 1. This optimization is shown in Module
H of Fig. 3b.

Hence, when fully pipelined, Method 2 yields:

= + Nℓ ℓ dp
Y Y Yc c (17)

=ℓ ℓ ob
H H (18)

where ℓ ob
H is the latency of the output buffer, which is typically a single

clock cycle.

3.3. Low-latency custom-made floating-point operators

All the reported implementations of the FPGA-based ULM Solver of
this paper use Method 2. To further decrease the simulation time-step,
the ULM Solver is built using low-latency custom-made FP operators:
An FPGA can handle real arithmetic using either fixed-point or FP
format. Fixed-point format uses less hardware and yields a datapath
with lower latency, but the number format suffers from a restricted
dynamic range. On the other hand, the FP number format allows for a
larger dynamic range, but its hardware arithmetic operators are costly
in terms of FPGA resource consumption, and require deeper pipelines
than their fixed-point counterparts. This is even more true when double
precision is considered. For this reason, most FPGA-based EMT simu-
lations reported in the literature make use of single precision FP[5,11]
to save hardware and reduce latency. The approach adopted in this
paper is different [12,13].

• A non-standard FP format with intermediate precision (between
single and double) is used. More specifically, we used a 34-bit
mantissa, with 8-bit exponent. This choice is a compromise between

Fig. 2. (a) Nodal Solver connected to N ULM Computing Engines; (b) High-level
inside view of an individual ULM Computing Engine. Fig. 3. Detailed view of the convolutional kernels for terminal k: (a) Method 1:

Direct hardware implementation of Eqs. (8)–(11); (b) Method 2: Rescheduling
of Eqs. (8)–(11) to reduce latency.
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hardware consumption (only 3 DSP blocks per multiplication are be
used vs. 2 for single precision and 12 for double precision) and
computational accuracy.

• The arithmetic operators were built using a so-called fused-datapath
(FDP) approach [14]. FDP is an approach to the implementation of
complex floating-point datapaths which consists in removing all
intermediate packing and unpacking stages and performing all the
computations jointly within a fused-datapath. The approach does
not adhere to IEEE-754 Standard but provides better resource con-
sumption.

• All internal additions (including accumulation) are carried out using
an internal FP format called the Self-Alignment Format (SAF) [15].
SAF provides higher numerical accuracy while allowing the im-
plementation of complex fused-path operators with very low la-
tencies. SAF has also the ability to provide single-cycle FP accu-
mulation, which is needed for the summation unit of our
convolutional kernels. FDP/SAF operators are clearly identified in
Fig. 3b.

The impact of the proposed improvements on the simulation time-
step are illustrated in Fig. 4. Fig. 4a shows the timing diagram for
Method 1. For each time-point, the Nodal Solver starts by reading u,
i ,sh

hist and ii, then produces y, v, and ir after a latency of ℓNS. At that
moment, the Yc Module and H Module start their processing and pro-
duce i ,sh

hist and ii for the next time-point of the simulation after a latency
of ℓYc and ℓH respectively. The computations for the following time-
point can only start when the results of the convolutional kernels are
both available, hence Eq. (14). Fig. 4b. illustrates how Method 2
manages to reduce the simulation time-step Δt. On the first hand, the
FDP/SAF approach reduces the latency ℓYc needed to produce ish

hist . On
the second hand, the required latency to obtain ii (i.e. ℓH) is a single
clock cycle. The total latency of the ULM Solver becomes =ℓ ℓULM Yc.

4. Results

4.1. Test case 1: aerial transmission line

The first test case considered here consists of an aerial transmission
line of length 100 km, as shown in Fig. 5. The geometry and data of the
line are given in Appendix A.2, see Fig. 10 and Table 2. The fitting of
the line parameters was performed using EMTP for 8 decades starting at

=f 0.1min Hz, and resulted in =N 7,Yc =N 2,g and =Nmax 4i
H . The line

is energized by a three-phase sinusoidal source while the receiving end
is left open. After reaching steady-state, a single-phase to earth fault is
applied on phase-a (AG fault) at the receiving end of the line at =t 0.1 s
of the simulation time. The fault is cleared after 0.1 s. For this test, the
simulation time-step was set to 1 µs. However, the FPGA design can
achieve a time-step as small as 200 ns for this case, as discussed in
Section 4.3.

Fig. 6 a superimposes the voltages at the receiving end from the
FPGA and EMTP for the first 0.25s of the simulation time. Close-up
views of the fault initiation and clearing instants are given in Figs. 6b
and c respectively. As one can see, the hardware implementation
matches perfectly the EMTP reference during steady state as well as
during transients.

The computational accuracy of the ULM Solver is assessed in Fig. 7
by drawing the incident current computed by Module H for the re-
ceiving end of the line and comparing to EMTP. Fig. 7a shows the in-
cident current at the receiving end while Fig. 7b gives the computed
relative errors of the FPGA-based ULM using standard single and double
precision arithmetics as well as the proposed FDP/SAF. It is obvious
from Fig. 7b that FDP/SAF brings better accuracy than strict IEEE-754
compliant single precision, while offering a lower datapath latency, a
higher clock frequency at reasonable hardware cost, as further de-
monstrated in Section 4.3.

Fig. 4. Timing diagrams for: (a) Method 1; (b) Method 2.

Fig. 5. 100 km aerial line test case.

Fig. 6. Test Case 1: an AG fault is applied at receiving end at t = 100 ms and is
cleared at t = 200 ms. (a) Receiving end phase voltages; (b) Close-up view of
phase-voltages during fault initiation; and (c) Close-up view of phase-voltages
during fault clearing.
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4.2. Test case 2: TWFL test network

Test Case 2 deals with a HIL TWFL testing. The principles of a TWFL
read as follows: A fault on a protected line generates Travelling Waves
(TWs) that propagate towards both ends of the line where they are
captured by TWFLs for processing. By comparing the arrival times of
the wave fronts at both ends, it is possible to locate the fault in a so-
called double-ended approach [16]. In such a configuration, the TWFLs
exchange data through fiber optic links. Single-ended fault location is
realized by comparing the arrival time of two consecutive wave fronts
seen from a TWFL device [17].

An FPGA-based ULM simulator with sub-microsecond time-step
capability has been shown to be adequate for the HIL testing of TWFLs
in both single- and double-ended configurations [5]. This test case as-
sesses the performance of the proposed ULM Solver for such an appli-
cation. The test considers the power system of Fig. 8 which consists of a
100 km protected line surrounded by two TLs of 50 km connected to
lumped equivalent networks at each end. Each equivalent network
consists of 3-phase resistance and inductance of =R 0.08929 Ω and

=L 1.658 mH, and a 500 kV RMS, 60 Hz 3-phase voltage source. An AG
fault is applied at the distance =DF 20 km from the sending end of the
protected TL at =t 0.191 s of the simulation time.

Fig. 9 a and b show the terminal currents at both ends of the pro-
tected line, as executed by the FPGA model. For this test, the simulation
time-step was set to 500 ns, yet the FPGA design can achieve a time-step
as small as 200 ns, as discussed in Section 4.3. The TWs captured at
both ends are shown in Fig. 9c. As one can see, the relative arrival time
of the first two peaks at two terminals can be used to accurately locate
the fault in a double-ended configuration: 202 µs ≡ =DF 20.003 km.
Alternatively, the relative arrival time of the first two peaks of the TW
seen at the sending end (k) can be used to locate the fault in a single-
ended configuration: 135 µs ≡ =DF 20.047 km. Hence, the FPGA model
produced accurate transients that allowed testing single- and double-
ended TWFL configurations.

4.3. Area occupation and speed performance

Table 1 gives the FPGA resource consumption for the two test cases

considered in this paper and for each Module Yc and Module H as well
as the ULM Solver. The target FPGA is the Kintex 7 325T, a mid-range
FPGA from Xilinx introduced in 2010. The designs are fully pipelined
and can sustain a clock frequency of up to 250 MHz. The Table 1 also
reports the latency associated with the datapath of each module. It is
worth mentioning that the ULM Solver consists of two Yc and two H
modules, which explains the results of the table (for instance, the ULM

Fig. 7. Assessment of the accuracy of the FPGA-based simulation. (a) Incident current at the receiving end from Test Case 1, phase-a; (b) Relative errors compared to
EMTP.

Fig. 8. Network for the TWFL test case.

Fig. 9. Test Case 2: an AG fault is applied at =DF 20 km (see Fig. 8). (a)
Currents from protected line at sending end; (b) Currents from protected line at
receiving end; (c) Phase-a Travelling-Wave currents from sending and receiving
ends of the protected line.

Table 1
FPGA Footprint.

Test Case 1

Item LUTs Registers BRAM DSP

Yc 5,962 (2.9%) 6070 (1.49%) 0 (0.0%) 36 (4.3%)
H 9559 (4.7%) 11,004 (2.7%) 9 (2.0%) 63 (7.5%)
ULM 31,042 (15.2%) 34,148 (8.4%) 18 (4.0%) 198 (23.6%)
Test Case 2

Item LUTs Registers BRAM DSP

Yc 23,848 (11.7%) 24,280 (6.0%) 0 (0.0%) 144 (17.1%)
H 38,236 (18.8%) 44,016 (10.8%) 36 (8.1 %) 252 (30.0%)
ULM 124,168 (60.9%) 136,592 (33.51 %) 72 (16.2 %) 792 (94.3%)
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of Test Case 1 requires 31,042 LUTs, which is twice as much as
+5, 962 9, 559). Similarly, Test Case 2 consists of four (4) line seg-

ments, hence the numbers of Table 1 ( = ×124, 168 4 31, 042). It is also
worth mentioning that =ℓ 16,dp

Yc =ℓ 25dp
NS for both test cases. With

=N 7,Y we get =tΔ 4min ns× + + =((16 7) 25) 192 ns.
As one can see from Table 1, a ULM Solver made of a single Com-

puting Engines (Test Case 1) occupies a little more than 20%, a number
mainly dominated par the consumption of DSP blocks. It is worth
mentioning that the FPGA considered in this paper offers 840 DSP
blocks, whereas more recent devices can provide thousands DSP blocks.

5. Conclusion

This paper presented a methodology for the design of high-

performance, low-latency FPGA-based solvers for the simulation of the
ULM. The solver is comprised of two convolutional kernels for which
appropriate scheduling guidelines were proposed. Custom-made FP
operators were used to reduce the FPGA footprint while allowing the
solver to sustain higher clock frequencies. The proposed design was
tested against two test cases: an aerial TL as well as for the HIL testing
of TWFLs, demonstrating good accuracy and performance.

Declaration of Competing Interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper.

Appendix A

A1. ULM Line model coeffcients

The coefficients in Eqs. (4) and (8)–(11) read as follows:

∑= +
=

λG G
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jTL 0
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Fig. 10. Geometry of the aerial TL used in this paper.

Table 2
Data of the used aerial TLs.

Parameter Value

Outside diameter of phase wire 4.06908 cm
Outside diameter of ground wire 0.98044 cm
DC resistance of phase wire 0.0324 Ω/km
DC resistance of ground wire 1.6216 Ω/km
Ground resistivity 100 Ω · m
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A2. Aerial TL line parameters and geometry

The geometry and parameters of the aerial TL used for Test Case 1 and 2 are given in Fig. 10 and Table 2 and respectively.
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