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A B S T R A C T

Monitoring the stability of underground rock excavation zones, such as tunnels and underground mines, is
critical to their operational safety. The stability of these structures is related to the stress redistribution in-
troduced by the excavation process and disturbance during the operation. Therefore, the characteristics of
progressive rock failure behaviour at different stress conditions must be investigated. In this study, we address
this problem using a laboratory experiment, coupled with ultrasonic tomography (UT) and numerical simula-
tion. A time-lapse two-dimensional (2D) UT observation was conducted on a granite slab under uniaxial com-
pression. This test was then reproduced numerically by the combined finite-discrete element method (FDEM).
This innovative combination of technologies depicted the entire deformation and failure processes at macro-
scopic and microscopic scales. Quantitative assessments of the results suggested six precursory behaviours in-
dicating the catastrophic failure of the rock: (1) decrease of the average wave velocity perpendicular to the
loading direction, (2) increase of the heterogeneity and anisotropy of wave velocity, (3) exponential increase of
seismic rate, (4) spatial localization of damage onto the failure plane, (5) increase of the dominance of shear
failure, and (6) slight recovery of b-value, followed by a significant drop. An integrated monitoring and analysis
of these indicators, accompanied by carefully calibrated numerical simulations, may provide vital information
regarding the stability of underground structures.

1. Introduction

Many tunnels and underground structures are constructed through
highly stressed brittle rocks. Under high-stress conditions, stress redis-
tribution occurs during and after the excavation which generates en-
ergy imbalance in the rock mass. The resultant formation, propagation,
and coalescence of microcracks alter the properties of the surrounding
rock mass and impact the stability of underground structures (Chang
and Lee, 2004). Therefore, fundamental studies evaluating the failure
and damage mechanisms of rock at different stress states are of great
importance to geo-hazard assessment and operational safety of under-
ground structures.

Under this motivation, we conducted a time-lapse ultrasonic to-
mography (UT) observation on a granite slab subjected to a uniaxial
compression test. UT has been used in medical science since the se-
venties (Greenleaf et al., 1974), but was only in the eighties that
Neumann-Denzau and Behrens (1984) applied this technology to rocks.
UT utilizes ultrasonic wave signals (> 20 kHz) to penetrate the sample
and image the velocity structure of the sample interior (i.e.

tomography). Due to the high scattering and attenuation nature of the
ultrasonic wave, UT is typically used for laboratory and small-scale field
applications. For example, UT was used by Falls et al. (1992) to in-
vestigate micromechanical response of the rock due to hydraulic frac-
turing in laboratory experiments; Jansen et al. (1993) used UT to
monitor and study thermally induced damage in granite in laboratory
scale tests; and Meglis et al. (2005) used UT to assess in situ microcrack
damage during excavation process of a tunnel.

Ultrasonic wave velocity is influenced by a number of factors in-
cluding: pressure, crack density and orientation, and pore fluid prop-
erties (Johnston and Toksöz, 1980; Lockner et al., 1977; Sayers and
Kachanov, 1995; Stanchits et al., 2006). Extracting information re-
garding such factors from elastic wave velocity using tomography
provides a non-destructive approach to study the rock interior and is
ideal to study the property changes of the rock during compression tests
(Paterson and Wong, 2005). Thus, we conducted a uniaxial compres-
sion test on a granite slab and used UT to investigate the progressive
failure process of the sample.

On the other hand, micromechanics based numerical simulations

https://doi.org/10.1016/j.tust.2018.06.022
Received 10 May 2017; Received in revised form 29 April 2018; Accepted 26 June 2018

⁎ Corresponding author.
E-mail address: q.zhao@mail.utoronto.ca (Q. Zhao).

Tunnelling and Underground Space Technology 81 (2018) 26–34

Available online 04 July 2018
0886-7798/ © 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/BY-NC-ND/4.0/).

T

http://www.sciencedirect.com/science/journal/08867798
https://www.elsevier.com/locate/tust
https://doi.org/10.1016/j.tust.2018.06.022
https://doi.org/10.1016/j.tust.2018.06.022
mailto:q.zhao@mail.utoronto.ca
https://doi.org/10.1016/j.tust.2018.06.022
http://crossmark.crossref.org/dialog/?doi=10.1016/j.tust.2018.06.022&domain=pdf


have been used to improve the understanding of laboratory experi-
ments. For example, Zhu and Tang (2004) used the Rock Failure Process
Analysis Code (RFPA) to investigate the deformation and failure process
of heterogeneous rock at the mesoscopic level. Mahabadi et al. (2014,
2012b) used the Y-Geo code to study microscale heterogeneity and
microcracks on the failure behaviour and mechanical response of
crystalline rocks. Hengxing et al. (2010) used grain-based Universal
Distinct Element Code (UDEC) to simulate the role of micro-
heterogeneity in controlling the micromechanical behaviour and the
macroscopic response of granite when subjected to uniaxial compres-
sion loading. Hazzard et al. (2000) used Particle Flow Code (PFC) to
examine crack nucleation and propagation in brittle rocks and the as-
sociated energy release.

In order to improve our understanding of the laboratory observa-
tions, we used the two-dimensional (2D) combined finite-discrete ele-
ment method (FDEM) to numerically reproduce the uniaxial compres-
sion test. The FDEM model synthesizes the macroscopic behaviour of
materials from the interaction of micro-mechanical constituents and
provides insights into the failure processes of rocks from elastic and
inelastic deformation to fracturing (Mahabadi et al., 2012a; Munjiza,
2004). FDEM was also used to simulate acoustic emission and micro-
seismic activity (Lisjak et al., 2013; Zhao, 2017; Zhao et al., 2015,
2014).

The innovative combination of UT observations and FDEM simula-
tions allowed us to characterize the deformation and brittle failure
processes of the rock at macroscopic and microscopic scales. We
quantitatively analysed the velocity anisotropy and statistical char-
acteristics of simulated acoustic emission (AE). These results provided
detailed information on the damage evolution in the rock and the
variation of velocity anisotropy. Six evident precursors of the rock
failure were identified, and by comparing with laboratory tests, field
observations, and numerical simulations reported in the literature, we
can infer that these precursors, which can also be obtained from field
seismic monitoring, may provide information for forecast and mitigate
rock mass catastrophic failure.

2. Material and methods

2.1. Material and experiment set-up

The rock sample investigated in this study is a Fangshan granite slab
110mm wide, 220mm long, and 30mm thick. Fangshan granite is a
coarse grain rock consisting of three main mineral phases: feldspar,
quartz, and biotite, with an average grain size of 2.6 mm. A uniaxial
compression test was conducted on this sample using an MTS–1000KN
hydraulic test system (Fig. 1a), which is able to control the axial load
with less than 0.5% error. During the compression test, the axial load
was increased at a rate of 6 kN/min (∼1.82MPa/min). At the initial
(i.e. 0 MPa), and every 20MPa incremental stress level, a UT test was
performed.

2.2. Ultrasonic tomography (UT)

The UT system used in this study consists of five main components
(Fig. 1):

(1) Ultrasonic transducers. Two types of transducers were used in this
study, Physical Acoustics Corporation (PAC) Nano-30 and Valpey-
Fisher Pinducer model VP1093. The PAC Nano-30 transmitter has a
bandwidth of 125–750 kHz, while the VP1093 transmitter has a
bandwidth of 10–10,000 kHz. The mixed usage of transducers was
due to the limited number of either type in our lab; however, as
received signals showed no significant quality difference between
the two types, we did not consider the error associated with the
differences in used transducers. Ten transducers were placed on the
left and right sides of the slab, with 20mm vertical spacing, and

three transducers were placed at the middle of the top and bottom
sides of the slab, with 25mm lateral spacing (Fig. 2a and b). These
transducers were coupled to the sample using epoxy. Transducers
on the top and bottom sides of the sample were embedded in spe-
cially designed slots on the loading platens.

(2) An ultrasonic waveform generator (National Instrument NI–5421).
The NI–5421 device, which was configured with the PXI-100B
chassis, has a frequency range from<1mHz to 43MHz. We used a
computer to control a digital to analogue channel of this device to
generate a square wave signal at 1MHz with a peak-to-peak voltage
of 1 V, which was then amplified by an amplifier (Pintek HA–405)
to 100 V.

(3) A custom multi-channel switch was used to replicate multiple
identical ultrasonic signal traces from the amplified signal.

(4) A custom ultrasonic switchbox, operated by an NI–2567 device (not
shown in the figure). The ultrasonic switchbox was used for
switching sensors between transmitting signal and receiving signal
during the experiment. Each UT test consisted of four stages, and
during each stage, transducers on one side of the sample acted as
transmitters while transducers on the other three sides acted as
receivers. This operation started from the left side (i.e. transducers
1–10) and carried on counterclockwise (Fig. 2b).

(5) A 32-channel data acquisition system, which consists of 16 PAC
PCI-2 boards. This system can acquire analogue signals from the
transducers, convert them to digital signals and transmit them to
the computer. The wave velocity between a source and receiver
transducer pair can be directly estimated using the source-receiver
distance divided by the travel time. This velocity is the result of the
effects of the media along the wave path (i.e. raypath), and it only
indicates the overall variation of velocity. In the following discus-
sions, we refer to it as averaged velocity (va). We calculated the
averaged P-wave velocities between transducer pairs perpendicular
(va⊥) and parallel (va∥) to the loading direction and examine their
variations against the stress condition. Note that at high stress le-
vels, transducers 11 and 13 were loosely coupled due to sample
deformation. In order to study va∥ under high stress, we examined va
between transducer 12 and transducers 24, 25, and 26.

In order to obtain the spatial variation of wave velocity in the rock,
inversion of the velocity taking into consideration the rock hetero-
geneity (i.e. tomography) was required (Aki and Lee, 1976). Tomo-
graphy was performed on grids with a grid cell size of 10mm×10mm,
resulting in a 2D velocity map of the sample. The raypath lengths were
estimated using a wave front ray-tracing technique, and the damped
least square (LSQR) iterative inversion method was applied, using a
damping factor of 10, with 20 iterations (Paige and Saunders, 1982;
Zhao et al., 1992). To obtain the initial velocity values of the iterative
inversion, a linear fit of travel time and the travel distances between all
source-receiver pairs at each stress level was carried out, and the slope
of this fitted curve was used as the initial value in the inversion.
Moreover, to constrain the inversion, the velocity of each grid was
limited to the range of 3500–5500m/s.

2.3. Combined finite-discrete element method (FDEM)

The FDEM model consisted of a 220mm×110mm longitudinal
section representing the rock sample and two rectangles at the top and
bottom of the rock sample representing the loading platens. The model
was discretized using a finite-element mesh with an average element
size comparable to the rock sample grain size (i.e. 2.6 mm). The model
recreated the Fangshan granite sample that the mineral phases were
represented by approximately 10,000 elastic triangular elements con-
nected to each other by four-node cohesive crack elements (CCEs) that
represent grain boundaries. These CCEs can deform elastically, yield,
and break according to the principles of non-linear elastic fracture
mechanics, which allows FDEM models to capture the deformation and
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fracturing behaviour of solids by modelling the entire failure path
(Barenblatt, 1962; Dugdale, 1960; Mahabadi et al., 2012a; Munjiza,
2004). The breakage of CCEs can occur in tensile mode (mode I), shear
mode (mode II) or a combination of the two (mixed mode), based on
user defined energy based thresholds that are calibrated to match la-
boratory test results (Tatone and Grasselli, 2015).

In order to incorporate the heterogeneity of the Fangshan granite in
the model, the relative percentage of the three major mineral phases
were estimated by employing an image based analysis approach and

then assigned to the model. A photograph of the specimen was taken
(Fig. 2c) and converted to an 8-bit grayscale image (Fig. 2d). A seg-
mentation process based on visual inspection of grayscale values of
different minerals was carried out: greyscale values> 100 and<68
were considered feldspar and biotite, respectively, while the remaining
mineral phases were considered quartz (Fig. 2e). The segmentation
showed that the Fangshan granite sample consists of 67% feldspar, 23%
quartz and 10% biotite. Elements in the FDEM model were assigned
according to such percentages with stochastic spatial distribution

Fig. 1. Illustration of the experiment set-up. (a) The MTS–1000KN test system, (b) the computer controlled ultrasonic pulser, (c) power amplifier, (d) multi-channel
switch, (e) the 32 traces switchbox, (f) the sample with transducers attached on it, and (g) the 32 traces PAC-PCI–2 data acquisition device.

Fig. 2. (a) Ultrasonic signal transducers attached to the sides of the specimen. (b) Schematic diagram of the raypath at the first stage of the UT test. Transducers
18–23 are VP1093 and the others are Nano-30. (c)–(e) Procedure of estimating the relative abundance of minerals in the rock specimen. (f) FDEM model of the rock
specimen.
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(Fig. 2f). Properties of minerals and boundaries between different mi-
nerals (intergranular boundaries) were assigned using typical values
from the literature and fine-tuned to match the laboratory results
(Table 1).

Two loading platens were assumed to be rigid and they loaded the
sample at a constant velocity of 0.2 m·s−1, which corresponds to a
strain rate of 0.91 s−1. The loading rate, although significantly higher
than in the actual test, has been verified to ensure a quasi-static loading
condition while allowing the simulation to run in a reasonable time
(Mahabadi, 2012; Tatone and Grasselli, 2015). In order to reproduce
the effect of the friction between the platens and the rock, a friction
coefficient of 0.2 was assigned to the interfaces between them. The
software package Irazu 2.0.0 (Geomechanica Inc.) was used to build the
model and run the simulation.

2.4. Simulated acoustic emission (AE)

Energy release event associated with the microscopic cracking
process in the rock is usually referred to as acoustic emission (AE)
(Lockner, 1993). Understanding AE activities can help us link micro-
scopic damage to observed macroscopic behaviour of the rock sample,
and it has been commonly used together with UT to understand rock
damage (Falls and Young, 1998; Stanchits et al., 2006).

In this study, AE activities during the laboratory compression test
were considered noise as they interfered the UT signals, and they were
not analysed. Combining UT and AE monitoring during the loading
process is challenging because of the significant differences between the
two types of signals (Falls et al., 1992). Accomplishing such a func-
tionality may require two instrumentation systems (Jansen et al.,
1993), which is beyond the capability of the current set-up. On the
other hand, Lisjak et al. (2013) implemented an AE simulation algo-
rithm in FDEM that considered each breakage of a CCE as an AE. Oc-
currence time, kinetic energy release, coordinates, and failure mode of
each AE are recorded. This method captures the event information at
the source location based on the deformation and failure of CCEs; thus,
bypassing the complexity of inversion process that is required for
conventional AE monitoring techniques used in the lab. This method
was used to simulate AE at different stress conditions and microseismic
events in hydraulic fracturing operations, which demonstrated similar

magnitude range and statistical characteristics to laboratory and field
observations (Lisjak et al., 2013; Zhao et al., 2014). In this works, using
this AE simulation method and the calibrated model, we investigated
damage process in the rock by quantitatively studying simulated AE.

Similar to the UT observation, we have examined AE between stress
points at each 20MPa interval; additionally, the peak stress point was
also taken into consideration. The AE count in each interval was asso-
ciated with the correspondent stress-strain behaviour. The failure mode
and spatial density of simulated AE pre- and post-peak were studied
based on a grid with a grid cell size of 5mm×5mm.

The distribution of AE in the magnitude domain, that is, the fre-
quency magnitude distribution (FMD), was examined using the b-value
in the Gutenberg-Richter (G-R) law (Gutenberg and Richter, 1944).
Variation of b-value provides important information regarding the
earthquake source region. In order to study the evolution of the char-
acteristics of b-value during the deformation and failure process, we
evaluated temporal variation of b-value with a sliding time window
method (Nuannin and Kulhanek, 2005). This method examines AE in a
time window that contains N AE events, and the window slides through
the AE catalogue in a timely order by increments of s event counts. In
this study, we chose N=200 as the window size and s=20 (i.e. s=N/
10) as the incremental step size. b-value within each window was cal-
culated using the maximum likelihood method (Aki, 1965; Bender,
1983), with a bin size of 0.1 unit magnitude. The magnitude of com-
pleteness (Mc), which is the cut-off magnitude below which events are
not considered into the b-value estimation, was obtained by applying
the maximum curvature method to the complete AE catalogue (Wiemer
and Wyss, 2000). The error associated with b-value was estimated using
a bootstrap approach (Efron and Tibshirani, 1986; Zhao et al., 2015).

3. Results

3.1. Compression test results

The Fangshan granite sample had a uniaxial compression strength
(σc) of 136MPa, a Young’s modulus (E) of 57 GPa, and a Poisson’s ratio
(υ) of 0.20. These results, as well as the fracture pattern of the failed
laboratory sample, were used to calibrate the FDEM model. The cali-
brated simulation resulted in emergent σc, E, and υ values of 138MPa,
61 GPa, and 0.21, respectively. These values matched well with the
respective experimental values.

The stress-strain relation from the laboratory test was not linear at
the initial portion (i.e. 0–30MPa), which was related to the closure of
microcracks in the sample. However, the influence of microcracks was
not considered in the FDEM modelling and the initial portion of the
stress-strain curve was linear, which resulted in a difference in strain of
approximately 0.02% (Fig. 3). On the other hand, the rock sample failed
abruptly at peak stress during the laboratory test, and the test was
stopped at this point. This abrupt failure was reproduced in the simu-
lation where the stress dropped immediately after the peak stress;
however, the simulation was stopped shortly after the peak stress point,
when a catastrophic macroscopic failure occurred.

3.2. Tomography results

The recorded waveforms showed that as the rock deformed with
increasing stress, signal to noise ratio decreased, which may be related
to (i) the flawed coupling between transducers and the sample and (ii)
increased AE activities (Fig. 4). Automated arrival picking techniques
could not consistently detect arrivals and waveforms of waves, espe-
cially at high stress levels. Therefore, hand-picked arrivals of P-waves
were used for tomography analysis in this study.

The averaged velocity perpendicular to the loading direction, va⊥,
calculated from all transducer pairs across the sample laterally in-
creased when the axial stress increased from 0 to 60MPa (Fig. 5). After
60MPa, va⊥ tended to decrease, reaching values lower than the initial

Table 1
Mineral properties and intergranular boundary properties used in the FDEM
model for the Fangshan granite sample, adapted from Mavko et al. (1998) and
Lisjak et al. (2013).

Mineral property (unit) Feldspar Quartz Biotite

Volume fraction (%) 67 23 10
Density (kg·m−3) 2600 2600 2800
Young’s modulus (GPa) 56.4 83.1 17.2
Poisson’s ratio (–) 0.32 0.07 0.36
Internal friction coefficient

(–)
1.27 1.27 1.27

Internal cohesion (MPa) 37 37 37
Tensile strength (MPa) 5.5 11.4 4.2
Mode I fracture energy

(J·m−2)
310 907 599

Mode II fracture energy
(J·m−2)

620 1812 1198

Intergranular boundary
property (unit)

Feldspar-
quartz

Feldspar-
biotite

Quartz-
biotite

Friction coefficient (–) 0.82 0.82 0.82
Cohesion (MPa) 37 37 37
Tensile strength (MPa) 0.235 0.235 0.235
Mode I fracture energy

(J·m−2)
0.6 0.05 0.05

Mode II fracture energy
(J·m−2)

1450 382 382
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(i.e. 0 MPa) values at 120MPa. On the other hand, the averaged velo-
city parallel to the loading direction, va∥, kept increasing with in-
creasing compressional stress, and reached∼5300m/s at 120MPa. The
difference of averaged velocity in different directions, quantified by the
velocity anisotropy (k) that is calculated using the maximum,
minimum, and mean values of va (i.e., va

max, va
min, and va

mean):
= − ×k v v v[( )/ ] 100%a a a

max min mean (Babuška, 1984; Kern, 1993). k in-
creased from 10% to 36% when the axial stress increased from 0 to
120MPa. Moreover, from 0 to 80MPa, k increased in a logarithmic
fashion and the rate of change decreased gradually; whereas, from
80MPa to 120MPa, k increased linearly at a higher rate of change.

The initial velocity values of the iterative inversion, obtained by a
linear fitting of travel time and distances between all source-receiver
pairs at stress points a–g were 4476m/s, 4599m/s, 4716m/s, 4891m/
s, 4814m/s, 4815m/s, and 4702m/s, respectively (e.g. Fig. 4a and d).

Tomography results showed that velocity of the sample at 0MPa
was relatively uniform and consistent with the averaged velocity
(Fig. 6a). As the stress increased to 20MPa, small areas with increased
and decreased velocities started to develop (Fig. 6b). In fact, two low
velocity areas (< 4500m/s) developed at the north-east and south-west
parts of the sample, while the remaining parts had slightly increased
velocity (> 4500m/s). The size of this high velocity zone was relatively
unchanged between 20 and 60MPa; however, the velocity in this area
increased consistently (Fig. 6b–d). From 80 to 100MPa, the size of the
high velocity zone shrank towards the centre of the sample (Fig. 6e–f).
At 120MPa, the low velocity zones were enlarged with further de-
ceased velocity, and the high velocity zone shrank to the north-middle
part of the sample (Fig. 6g).

3.3. Simulated AE and quantitative analysis

Comparison of the simulated AE against the mechanical behaviour
(Fig. 7) shows that the first AE occurred at ∼40MPa (point c) and very
few events were generated prior to 60MPa (point d). From 60 to
100MPa (point d–f), AE occurred at a relatively stable rate (∼50 events
per interval). Between 100MPa and the peak stress point (point f–p), AE
rate increased quickly to 150 events per interval. Finally, after the peak
stress point (point p–h), the AE rate increased rapidly to 530, suggesting

an exponentially increased AE rate. The variation of AE rate suggested
that the crack initiation stage occurred at approximately 60MPa, and
the unstable cracking stage started at approximately 100MPa (Martin,
1993).

For the complete AE event catalogue, we obtained a Mc of −6.6 and
an overall b-value of 0.82 ± 0.09. This Mc value was used in the
sliding time window method to evaluate the time variation of b-value as
a function of time. In general, b-value decreases throughout the de-
formation of the specimen (Fig. 7), from an initial value of 1.3 at
∼100MPa to 0.8 at 130MPa. From 130MPa to the peak stress point, b-
value recovered to 1 at the peak (point p). After the peak point, b-value
rapidly dropped to 0.7.

To further investigate the significant change of AE behaviour before
and after the peak stress point, we divided AE activities into pre-peak
and post-peak stages and examined their spatial distribution and failure
mode separately (Fig. 8). The majority of the AE occurred in the pre-
peak stage were in tensile failure mode, evenly distributed throughout
the sample, and sub-vertically oriented (Fig. 8a). Event density at this
stage was< 5 counts/grid throughout the sample. AE occurred in the
post-peak stage were mainly shear events localized along a shear band
oriented approximately 70° with respect to the horizontal direction
(Fig. 8b). Event density on the shear band was>10 counts/grid, while
the remaining parts of the sample were relatively quiescent with few AE
recorded. Comparing the simulated fracture pattern with the com-
pression test result, the inclined throughout fracture was successfully
reproduced by the simulation (Fig. 8c).

4. Discussion

4.1. Damage process characterized by wave velocity and simulated AE

The variation of velocity is related to the change in elastic modulus
at macroscopic scale, while the AE is associated with the degree of
damage at microscopic scale (Diederichs et al., 2004; Lockner, 1993;
Nur and Simmons, 1969). Combining the two provides detailed insight
into the deformation and failure processes of the brittle rock.

The influence of closure of pre-existing microcracks on the elastic
properties of the rocks was suggested almost one hundred years ago in
the seminal work by Adams and Williamson (1923). Later laboratory
studies observed that this effect causes velocity anisotropy with seismic
waves traveling faster in the direction of the applied stress (Nur and
Simmons, 1969; Tocher, 1957). In this study, we characterized the
wave velocity difference in the directions parallel and perpendicular to
the loading direction using velocity anisotropy (k). On the other hand,
velocity difference between different regions of the sample was de-
scribed using velocity heterogeneity.

The increases of va⊥ and va∥ with increasing axial stress prior to
60MPa was related to the closing of pre-existing microcracks. The UT
observations not only captured the increase of the averaged velocities,
but also provided details of the velocity heterogeneity in the sample.
The velocity heterogeneity, observed as high and low velocity zones,
may have two origins: (1) heterogeneity of the mineral phases and
microcracks in the rock sample and (2) end effect between the sample
and platens stemming from the relatively high friction between them.

After 60MPa, va∥ kept increasing with increasing axial stress, but
va⊥ started to decrease, causing k to increase. This suggests that new
microcracks were developing in preferred orientations and failure
modes, and they had a more significant impact on the elastic modulus
in the lateral direction than in the vertical direction. This interpretation
was confirmed by the numerical simulation: most AE events occurred
during this period were oriented in conjugate sub-vertical directions
and in tensile failure mode. These AE events (i.e., microcracking) di-
vided the sample into high and low velocity regions. As the damage
accumulated and covered more regions of the sample, the areas of the
high velocity zones decreased and the areas of the low velocity zones
enlarged, causing more significant velocity heterogeneity.

Fig. 3. Stress-strain behaviour of the tested Fangshan granite (thick grey curve)
and the FDEM simulation result (thin blue curve). The simulated strain is
shifted to the positive strain direction by 0.02% to compensate for the differ-
ence in the initial portion of the stress-strain curves. Points a–g indicate stress
conditions where UT observations were carried out. Point p represents the peak
stress, at which the laboratory test was stopped. The dashed blue curve re-
presents the post-peak stage of the simulation. (For interpretation of the re-
ferences to colour in this figure legend, the reader is referred to the web version
of this article.)
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Velocity anisotropy has been suggested to be meaningful to rock
burst prediction (Tocher, 1957). The observed k variation as a function
of loading path resembles other laboratory studies (Goodfellow et al.,
2014), and by comparing it with the stress-strain relation and simulated
AE (Fig. 7), we were able to obtain a better understanding of the origin
and development of the velocity anisotropy.

Upon 120MPa, va∥ kept increasing up to this point, even though
fractures developed extensively under high stress. The reason for this
behaviour may be twofold: first, fractures opened less in the direction
paralleled than perpendicular to the loading direction, thus, had less
influence on velocity; second, the raypaths between transducer pairs
used for va∥ measurements (i.e., between 12 and 24, 25, or 26) covered
more high velocity zones than low velocity zones (Fig. 6).

The numerical simulation has successfully explained the tomo-
graphy results up to 120MPa. The designed UT observation would
occur at 140MPa; however, the sample failed abruptly at 136MPa.
Therefore, the last UT observation was done at 120MPa, and after this
point, laboratory observations were limited and our interpretation re-
lied on the numerical simulation. As the axial stress continued to in-
crease, the shear band became evident. After the peak stress, shear
dominant cracking and the linkage between them became the major
mechanism of crack interaction (Lei et al., 2000). The throughout fault

that failed the sample, observed in the laboratory test and the simula-
tion, verified such interpretation (Figs. 6g and 8c).

4.2. Rock failure precursors

Several potential precursors of the catastrophic failure of the rock
were identified: (1) decrease of the averaged wave velocity in the di-
rection perpendicular to loading, (2) increase of the heterogeneity and
anisotropy of elastic wave velocity, (3) exponential increase of AE rate,
(4) spatial localization of damage onto the failure plane, (5) an increase
of the dominance of shear failure, and (6) slight recovery of b-value,
followed by a significant drop.

The decrease of the average velocity (indicator 1) suggests that
significant amount of damage has occurred resulting in a reduction in
the apparent elastic modulus of the rock sample. As the damage con-
tinued to accumulate and new microcracks formed, high and low ve-
locity zones developed with the increase of elastic wave velocity ani-
sotropy (indicator 2). Our study suggested that indicators 1 and 2 may
appear at approximately 45% (i.e. 60MPa) and 60% (i.e. 80MPa) of the
compressive strength of the rock, respectively, providing meaningful
hints for intermediate- to long-term prediction of rock failure.

At the unstable cracking stage, damage accumulates rapidly along

Fig. 4. Waveforms recorded by transducers 11–26 (from top to bottom) at the first stage of the UT test under (a) 0MPa and (b) 120MPa axial stress. Red bars indicate
the manually picked P-wave arrivals. Note that due to the crosstalk between circuits, a wiggle appears at the beginning of each trace; although considered noise in
most applications, it indicates the “zero” for wave travel time. (c) and (d) are P-wave velocities estimated from arrival pickings by simple linear fittings at 0 MPa and
120MPa, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the shear band (indicators 3, 4 and 5). These indicators became evident
after 80% of the compressive strength of the rock (i.e. 100MPa), and as
the microcracks started to grow and coalescence, the throughout fault
that catastrophically failed the rock sample formed quickly (Cai et al.,
2004; Diederichs et al., 2004). Therefore, indicators 3, 4 and 5 may be
considered as short-term prediction parameters.

b-value may assist intermediate- to long-term prediction of earth-
quakes as it gradually decreases along the failure process. However, the
slight recovery before the catastrophic failure and significant drop right
after (indicator 6) was more evident, making it a useful short-term
prediction tool. The gradual decrease, slight recovery, and rapid drop of
b-value before a large seismic event has been suggested by the work of
Main et al. (1989) based on fracture mechanics, and it was in agreement
with laboratory and field earthquake studies (Imoto, 1991; Lockner
et al., 1991; Main et al., 1989; Weeks et al., 1978).

Other failure indicators were also suggested by researchers, such as
increasing energy release rate, increase in spatial correlation length,
and increase in scattering attenuation (Lei and Satoh, 2007; Main et al.,
1989). These failure indicators, in addition to the indicators we iden-
tified, are closely related, and each of these aspects may have compli-
cated evolution due to the heterogeneity of the rock. Therefore, it is
important to integrate the analysis of several parameters to successfully
predict rock failure.

Fig. 5. Averaged P-wave velocity measurement from source and receiver pairs
across the sample laterally (solid markers) and vertically (hollow markers). The
averaged values of these velocities at different stress levels, calculated using
transducer pairs at the same orientation, are represented by v⊥ (blue dash-dot
curve) and v∥ (red dash curve), respectively. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 6. UT velocity inversion results. (a)–(g) correspond to UT observations conducted at stress conditions 0, 20, 40, 60, 80, 100, and 120MPa, respectively.
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5. Conclusion

In this study, we employed ultrasonic tomography observations and
FDEM numerical simulation method to investigate the progressive
failure process of a rock sample under uniaxial compression. Six pre-
cursors related to critical behaviours prior to rock failure were identi-
fied, and they are comparable to published results. These precursory
behaviours may also be obtained from field monitoring, for example,
from seismic monitoring, and with the support of carefully calibrated
numerical models, they have the potential in improving the accuracy of
stability assessment of underground structures. In addition, these ob-
servations may also be useful to the forecast of mining and tunnelling
induced seismicity. In future studies, the combination of technologies
can be further developed by (1) recording induced AE during the
compression test, (2) taking wave waveform information and attenua-
tion into account to enhance the tomography results, and (3) using
validated numerical models to simulate field scale problems.
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